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Abstract

The arithmetic fundamental lemma conjecture of the third author connects the deriva-
tive of an orbital integral on a symmetric space with an intersection number on a formal
moduli space of p-divisible groups of Picard type. It arises in the relative trace formula
approach to the arithmetic Gan-Gross-Prasad conjecture. We prove this conjecture in
the minuscule case.
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1. Introduction

In this introduction, we first formulate (a variant of) the fundamental lemma conjecture (FL) of
Jacquet-Rallis [7] and the arithmetic fundamental lemma conjecture (AFL) of the third author
[19]. Then we state our main result, which is a confirmation of the second conjecture in arbitrary
dimension under restrictive conditions.

Let p be an odd prime. Let F be a finite extension of Qp, with ring of integers OF , uniformizer
π and residue field k with q elements. Let E be an unramified quadratic extension, with ring
of integers OE , and residue field k′. We denote the non-trivial element in Gal(E/F ) by σ or by
a 7→ ā. Also, we denote by η = ηE/F the quadratic character of F× corresponding to E/F .

Let n > 1. Let v = (0, 0, . . . , 0, 1) ∈ Fn. We denote by Fn−1 the subspace of vectors in Fn
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with trivial last entry. We have a canonical inclusion GLn−1 ↪→ GLn of algebraic groups over F .
An element g ∈ GLn(E) is called regular semi-simple (with respect to the action of GLn−1(E)
by conjugation) if both the vectors (giv)i=0,...,n−1 and the vectors (tvgi)i=0,...,n−1 are linearly
independent. This property is equivalent to the condition that the stabilizer StabGLn−1(g) is
trivial, and that the orbit of g under GLn−1 is Zariski closed in GLn, cf. [13, Theorem 6.1]1. To
g ∈ GLn(E) we associate the following numerical invariants: the coefficients of the characteristic
polynomial charg(T ) ∈ E[T ], and the n − 1 elements tvgiv ∈ E for i = 1, . . . , n − 1. Then two
regular semi-simple elements are conjugate under an element of GLn−1(E) if and only if they
have the same invariants, cf. [19].

Let

Sn(F ) = {s ∈ GLn(E) | sσ(s) = 1}. (1.1)

Then GLn−1(F ) acts on Sn(F ), and two elements in Sn(F ) which are regular semi-simple (as
elements of GLn(E)) are conjugate under GLn−1(E) if and only if they are conjugate under
GLn−1(F ).

Let J ∈ Hermn−1(E/F ) be a hermitian matrix of size n − 1. It defines a hermitian form on
En−1. We obtain a hermitian form J ⊕1 of size n, which corresponds to extending the hermitian
form to En by adding an orthogonal vector u of length 1. We obtain an inclusion of unitary
groups

U(J)(F ) ↪→ U(J ⊕ 1)(F ),

and therefore an action of U(J)(F ) on U(J ⊕ 1)(F ) by conjugation. We consider U(J ⊕ 1)(F )
as a subset of GLn(E) in the obvious way by sending u to v, and En−1 to the subspace of
vectors with trivial last entry. We call an element g ∈ U(J ⊕ 1)(F ) regular semi-simple if it is
regular semi-simple as an element of GLn(E). Two regular semi-simple elements γ ∈ Sn(F ) and
g ∈ U(J ⊕ 1)(F ) are said to match if they are conjugate under GLn−1(E) (when considered
as elements of GLn(E)), or, equivalently, if they have the same invariants. This property only
depends on the orbits of γ under GLn−1(F ), resp. g under U(J)(F ). This matching condition
defines a bijection between orbit spaces [19], Lemma 2.3,[

U(J0 ⊕ 1)(F )rs

]
t
[
U(J1 ⊕ 1)(F )rs

]
'
[
Sn(F )rs

]
. (1.2)

Here J0 denotes the split hermitian form, and J1 the non-split hermitian form, i.e., the discrim-
inant of J0 has even valuation, and the discriminant of J1 has odd valuation.

For γ ∈ Sn(F )rs, and f ∈ C∞c (Sn(F )), consider the weighted orbital integral

O(γ, f) =
∫
GLn−1(F )

f(h−1γh)η(deth)dh, (1.3)

where we normalize the measure so that GLn−1(OF ) has measure 1. Similarly, for any g ∈
U(J0 ⊕ 1)(F )rs, and f ∈ C∞c (U(J0 ⊕ 1)(F )), we form the orbital integral

O(g, f) =
∫
U(J0)(F )

f(h−1gh)dh, (1.4)

where we normalize the measure so that the stabilizer K ′ of a self-dual lattice Λ′ in En−1 has
measure 1. Let K be the stabilizer of the self-dual lattice Λ = Λ′ ⊕OEu.

The FL is now the following statement (for the “Lie algebra” version see [7]).

1In [13], the Lie algebra version is considered. But it is easy to deduce the group version from the Lie algebra
version. Moreover, what is called “regular semi-simple” here is called “regular” in [13].
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Conjecture 1.1. For γ ∈ Sn(F )rs,

O(γ, 1Sn(OF )) =


ω(γ)O(g, 1K) if γ matches g ∈ U(J0 ⊕ 1)(F )rs ,

0 if γ matches no g ∈ U(J0 ⊕ 1)(F )rs .

Here the sign ω(γ) is given by

ω(γ) = (−1)v(det(γiv)i=0,...,n−1). (1.5)

Both orbital integrals appearing in the conjecture count certain OE-lattices in En. Let L = Lg
be the lattice generated by the vectors u, gu, . . . gn−1u, where we recall the vector u of length
one from above. Then the first clause of the above identity can be written as

ω(γ)
∑

{Λ|L⊂Λ⊂L∗,gΛ=Λ,Λτ=Λ}

(−1)`(Λ/L) = ω(γ)
∑

{Λ|L⊂Λ⊂L∗,gΛ=Λ,Λ∗=Λ}

1.

Here τ is the antilinear involution on En, depending on g, which sends giu to g−iu for i =
0, . . . , n − 1. Also, for any lattice Λ, we denote by Λ∗ the lattice of elements of En which pair
integrally with all elements of Λ (dual lattice).

The equal characteristic analogue of FL was proved by Z. Yun, for p > n; J. Gordon deduced
FL in the p-adic case, for p large enough (but unspecified), cf. [18].

Now we come to the AFL conjecture. For γ ∈ Sn(F )rs, and f ∈ C∞c (Sn(F )), and s ∈ C, let

O(γ, f, s) =
∫
GLn−1(F )

f(h−1γh)η(deth)|deth|sdh,

and introduce

O′(γ, 1Sn(OF )) =
d

ds
O(γ, 1Sn(OF ), s)∣∣s=0

. (1.6)

Then the conjecture is as follows.

Conjecture 1.2. For γ ∈ Sn(F )rs which matches g ∈ U(J1 ⊕ 1)(F )rs,

O′(γ, 1Sn(OF )) = −ω(γ)
〈
∆(Nn−1), (id× g)∆(Nn−1)

〉
.

On the RHS appears the arithmetic intersection product of two formal subschemes inside
the formal scheme Nn−1×Spf OF̆ Nn. Here Nn denotes the moduli space over the ring of integers
in the completion of the maximal unramified extension F̆ of F of formal OF -modules of height
n with OE-action of signature (1, n − 1) and with principal polarization compatible with the
involution σ on OE . (Nn is a special case of an RZ-space [14].) Similarly for Nn−1, which is
naturally embedded in Nn. The element g ∈ U(J1 ⊕ 1)(F ) acts on Nn in a natural way. Then
∆(Nn−1) and (id × g)∆(Nn−1) are two formal schemes of formal dimension n − 1, contained
in the formal scheme Nn−1 ×Spf OF̆ Nn of formal dimension 2(n − 1), i.e., we are in a situation
of middle dimension intersection. We refer to [19] for the precise definition of Nn, and for the
definition of the intersection product, and the proof of the fact that the RHS is a finite quantity
(cf. also §§2–4 below).

In the following, we fix n > 2 and denote Nn simply by N , and Nn−1 by M.
As before, the LHS can be expressed in a combinatorial way, as

ω(γ)log q
∑

{Λ|L⊂Λ⊂L∗,gΛ=Λ,Λτ=Λ}

(−1)`(Λ/L)`(Λ/L).
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In the case that the intersection of the formal schemes ∆(M) and (id× g)∆(M) is proper, i.e.,
is a set of isolated points, and using the Bruhat-Tits stratification of Nred [17], the RHS can also
be written as a sum over lattices, as

−ω(γ)log q
∑

{Λ|L⊂Λ⊂L∗,gΛ=Λ,πΛ⊂Λ∗⊂Λ}

mult(Λ).

Here the number mult(Λ) is the intersection multiplicity of ∆(M) and (idM × g)∆(M) along
the stratum V(Λ)o.

We note that this conjecture holds true for n = 2, n = 3, by results of the third author [19].
In these cases the intersection appearing above is automatically proper.

We now come to the description of the results of this paper, which are valid for any n but
with strong restrictions on g. Let

(Zn)+ = {(r1, . . . , rn) ∈ Zn | r1 > . . . > rn}.

Let inv(g) = (r1, . . . , rn) ∈ (Zn)+ be the unique element such that L∗g has a basis e1, . . . , en such
that πr1e1, . . . , π

rnen is a basis of Lg. Note that rn = 0, and that
∑

i ri is odd. It turns out that
the ‘bigger’ inv(g) is, the more difficult it is to prove the identity in AFL. From this point of
view we treat here the simplest non-trivial case.

Theorem 1.3. Let g ∈ U(J1 ⊕ 1)(F )rs.

(i) The underlying reduced scheme of the intersection ∆(M)∩(idM×g)∆(M) has a stratification
by Deligne-Lusztig varieties (we refer to §6 for the precise description of which Deligne-Lusztig
varieties can occur).

From now on assume that inv(g) is minuscule, i.e., that inv(g) = (1(m), 0(n−m)), for some m > 1.
Then:

(ii) The intersection of ∆(M) and (idM× g)∆(M) is proper. Furthermore, the arithmetic inter-
section product

〈
∆(M), (id× g)∆(M)

〉
is equal to

log q
∑

x∈(∆(M)∩(id×g)∆(M))(k̄)

`
(
O∆(M)∩(id×g)∆(M),x

)
,

i.e., there are no higher Tor-terms.

(iii) The intersection of ∆(M) and (idM × g)∆(M) is concentrated in the special fiber, i.e., the
uniformizer π annihilates its structure sheaf.

(iv) The AFL identity holds, provided that n 6 2p− 2. Furthermore, in this case the lengths of
the local rings appearing in (ii) are all identical.

Assertion (i) is proved in section 6, and (ii) follows from Propositions 4.2 and 6.1. Assertion
(iii) follows from Theorem 9.4, and assertion (iv) follows from Propositions 8.1, 8.2, and 9.1.
That the lengths of all local rings are identical follows from our explicit determination of these
lengths, although we think that there should be an a priori proof, without the restriction on p.

In fact, we will prove the assertions above only in the case when F = Qp, because in this
case we can refer to [16] and [17] for the structure of Nn, and also to [9] for some global results.
However, there is no doubt that the results should generalize to arbitrary p-adic fields.

There is a fundamental difference between the seemingly very similar combinatorial descrip-
tions of both sides in the FL and in the AFL. Whereas in the FL there is a rather simple criterion
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to decide when both sides of the identity are non-zero, the corresponding question for the AFL
seems very subtle in general. However, in the case of a minuscule element g, we give a simple
criterion in terms of the induced automorphism of the k′-vector space L∗g/Lg to decide when the
two sides of the AFL identity are non-zero, cf. §8.

There is some relation between the AFL problem and the problem of intersecting special
divisors considered in [8]. Indeed, the intersection ∆(M) ∩ (idM × g)∆(M) is contained in the
intersection of the special divisors (in the sense of [8]) Z(giu), for i = 0, . . . , n − 1. Then point
(iii) of Theorem 1.3 is a consequence of the following theorem, which is of independent interest.

Theorem 1.4. Consider the intersection of special divisors Z(x1), . . .Z(xn) on Nn, where the
fundamental matrix (in the sense of [8]) is equivalent to the diagonal matrix diag(π(m), 1(n−m)).
Then this intersection is concentrated in the special fiber, and is in fact equal to a closed Bruhat-
Tits stratum of type m of (Nn)red.

Again, we prove this only in the case F = Qp. We view this theorem as a confirmation of the
following conjecture in a special case.

Conjecture 1.5. Consider the intersection of special divisors Z(x1), . . . ,Z(xn) on Nn, where
the fundamental matrix is equivalent to the diagonal matrix diag(πr1 , πr2 , . . . , πrn) with r1 >
r2 > . . . > rn. Then πr1 annihilates the structure sheaf of Z(x1) ∩ Z(x2) . . . ∩ Z(xn).

The lay-out of the paper is as follows. In sections 2 and 3 we recall some facts about the
formal moduli spaces Nn and the geometry of their underlying schemes. In section 4 we explain
the intersection product appearing on the RHS of Conjecture 1.2. In sections 5 and 6 we address
the problem of determining the underlying point set of the intersection. More precisely, we write
in section 5 this intersection ∆(M) ∩ (idM × g)∆(M) as a disjoint union over Bruhat-Tits
strata of certain fixed point sets in each stratum. The determination of the individual fixed
point sets then becomes a problem in Deligne-Lusztig theory that is discussed in section 6. In
particular, we give a criterion for when this fixed point set is finite. In section 7 we explain
the statements of the FL and the AFL, and show that these conjectures can be interpreted as
elementary counting expressions of lattices, as mentioned above. In the rest of the paper we
concentrate on the minuscule case. In section 8 we determine the cardinality of the intersection
∆(M)∩ (idM× g)∆(M) and calculate the LHS of Conjecture 1.2, which turn out to be amusing
combinatorial exercises. In section 9 we reduce the calculation of the length of the local ring at
each point of this intersection to Theorem 9.4, alias Theorem 1.4 above, and Theorem 9.5. These
theorems are then proved in sections 10 and 11. Here the main tool is Zink’s theory of displays
of formal groups.

We conclude this introduction with a few remarks and questions. One remark is that we find it
striking that the intersection ∆(M)∩(idM×g)∆(M) may be a discrete point set, but not consist
entirely of superspecial points. This is in contrast to what occurs, e.g., in [8], or [19]. A question
that seems very interesting to us is to clarify the relationship between the regular semi-simplicity
of an element g ∈ U(J1⊕1)(F ) and the finiteness of the intersection ∆(M)∩(idM×g)∆(M): it is
easy to see that there are regular semi-simple elements g such that the length of this intersection
is not finite. It would be very interesting to characterize those regular semi-simple elements
with corresponding proper intersection, in analogy with the corresponding characterization in
[8] of the cases when the intersection of special divisors is finite. For instance, if g is not regular
semi-simple, is the intersection ∆(M) ∩ (idM × g)∆(M) of infinite length?

We thank J.-B. Bost, B. Gross, X. He, S. Kudla, G. Lusztig, P. Scholze, J.-L. Waldspurger,
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X. Zhu, and Th. Zink for helpful discussions. We also thank the referee for his/her careful reading
of the paper.

Parts of this work were done during research stays of the first author at Harvard University,
of the first two authors at the Erwin Schrödinger Institute in Vienna, and of the third author at
the Morningside Center of Mathematics and MSC of Tsinghua University at Beijing. We thank
these institutions for their hospitality.

Notation Throughout the paper, we make the blanket assumption that p is odd. We fix an
algebraic closure k̄ = F of k, and denote by σ the relative Frobenius in Gal(F/k). We identify k′

with the quadratic extension of k in F.

2. The set up

Fix n > 1. In the following, Nn is the formal moduli space of p-divisible groups of unitary type
of signature (1, n−1), that parametrizes tuples (X, ι, λ, ρ), where the quasi-isogeny ρ is of height
zero, cf. [8]. Here is what we mean.

Let F̆ be the completion of the maximal unramified extension of F , with ring of integers
OF̆ and residue field k̄. We denote by Nilp = NilpOF̆ the category of OF̆ -schemes such that
locally π is a nilpotent element in the structure sheaf. We consider triples (X, ι, λ) where X is a
formal OF -module of height 2n, and ι : OE −→ End(X) is an action of OE on X with Kottwitz
condition of signature (1, n− 1), and where λ is a principal polarization whose associated Rosati
involution induces the automorphism σ on OE . There is a unique such triple (X, ι, λ) over k̄ such
that X is supersingular, up to OE-linear isogeny preserving the polarizations up to a scalar. We
also write Xn when we want to stress the dependence on n. Then Nn represents the functor which
to S ∈ Nilp associates the set of isomorphism classes of quadruples (X, ι, λ, ρ), where (X, ι, λ) is
a triple as above over S, and where ρ is an OE-linear quasi-isogeny ρ : X ×S S̄ → Xn ×Spec k̄ S̄
of height zero, which carries the polarization on Xn into one which differs locally by an element
in O×F from λ×S S̄. Here S̄ = S ×SpecOF̆ Spec k̄.

The functor N1 is representable by Spf OF̆ , with universal object (Y, ι0, λ0). We denote by
(Y , ῑ0, λ̄0) the same formal OF -module as Y , but where ῑ0 is obtained from ι0 by pre-composing
with σ. We may (and will) assume that for the framing objects for Nn−1, resp. Nn we have the
relation

Xn = Xn−1 × (Y ×SpecOF̆ Spec k̄).

For fixed n > 2, we abbreviate Nn−1 into M and Nn into N . We define the embedding

δ :M ↪→ N , (2.1)

via

δ
(
(X, ι, λ, ρ)

)
= (X × Y , ι× ῑ0, λ× λ̄0, ρ× id).

Let

G = Gn = {g ∈ End0
E(Xn) | gg† = 1}.

Here † is the Rosati involution induced by λ. Then G acts on Nn, by changing ρ into g ◦ ρ.
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3. The Bruhat-Tits stratification

We recall some basic structure of the reduced part of the formal schemes of the last section,
especially the Bruhat-Tits stratification, comp. [8, 16, 17]. This applies both to M = Nn−1 and
to N = Nn. Let us explain the case of M.

We identify E with the invariants of σ2 in F̆ . Let Cn−1 be the hermitian space of dimension
n − 1 with hermitian form isomorphic to diag(1, . . . , 1, p) (this differs by the factor p from the
form in [16]). Recall the concept of a vertex lattice in Cn−1: this is a lattice Λ with πΛ ⊂ Λ∗ ⊂ Λ,
cf. [8]. Here, as elsewhere in the paper, Λ∗ denotes the dual lattice, consisting of elements in the
ambient vector space which pair integrally with all elements of Λ. The type of Λ is the dimension
of the k′-vector space Λ/Λ∗.

We denote by τ the automorphism id⊗ σ2 of Cn−1 ⊗E F̆ . We extend the hermitian form on
Cn−1 to a sesqui-linear form on Cn−1 ⊗E F̆ by

(x⊗ c, y ⊗ c′) = cσ(c′) · (x, y), x, y ∈ Cn−1; c, c′ ∈ F̆ .

The set M(F) can be identified with the set of lattices A ⊂ Cn−1 ⊗E F̆ such that

A∗ ⊂1 A ⊂ π−1A∗,

where the notation “⊂1” means that the quotient A/A∗ is a k̄-vector space of dimension 1.
Recall [8] that to a lattice A ∈ M(F), there is associated a vertex lattice Λ = Λ(A) in Cn−1

via the following rule:

Λ(A)⊗OE OF̆ =
d∑
0

τ iA is τ -stable, for some d. (3.1)

Then Λ(A) ⊗OE OF̆ is the smallest τ -invariant lattice containing A. Dually, Λ(A)∗ ⊗OE OF̆ is
the largest τ -invariant lattice contained in A∗. The type of A is the integer t = t(A) = 2d + 1,
where d is minimal. Equivalently, it is the type t(Λ) of Λ = Λ(A).

For a given vertex lattice Λ, the lattices A with Λ = Λ(A) form the open Bruhat-Tits stratum
VΛ(F)o associated to Λ. The closed Bruhat-Tits stratum associated to Λ is given by

VΛ(F) = {A ∈M(F) | A ⊂ Λ⊗OE OF̆ }.

It turns out that these strata are in fact the F-points of algebraic subvarieties of Mred, cf. [17].
More precisely, for any vertex Λ, VΛ(F) is the set of F-points of a closed irreducible subvariety
VΛ of Mred which is smooth of dimension 1

2(t(Λ)− 1), the inclusions VΛ′(F) ⊂ VΛ(F) for Λ′ ⊂ Λ
are induced by closed embeddings of algebraic varieties over F, and the open stratum VΛ(F)o is
the set of F-points of the open subvariety of VΛ obtained by removing all VΛ′ for Λ′ ( Λ.

Let Cn = Cn−1 ⊕ Eu with (u, u) = 1. We again extend the pairing to a sesqui-linear pairing
on Cn ⊗E F̆ . Then the preceding explanations apply to N instead of M, and in particular

N (F) = {B | B a lattice in Cn ⊗E F̆ with B∗ ⊂1 B ⊂ π−1B∗},

and again there is a Bruhat-Tits stratification, this time parametrized by vertex lattices in Cn.
The relation between M and N is given by the following lemma.

Lemma 3.1. The injection δ :M(F)→ N (F) induced on F-points by (2.1) is given by A 7→ B =
A⊕OF̆u. Furthermore,

Λ(B) = Λ(A)⊕OEu.
In particular, the types of B and A are the same.
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Proof. The first assertions follow easily from the identification of N (k̄) in terms of lattices. The
last assertion is obvious since u is a unimodular vector.

Corollary 3.2. The morphism δ is compatible with the Bruhat-Tits stratifications of Mred,
resp. Nred, in the sense that the stratum of Mred corresponding to the vertex lattice Λ in Cn−1

is mapped to the stratum of Nred corresponding to the vertex lattice Λ⊕OEu in Cn.

4. An intersection problem

The morphism δ induces a closed embedding of formal schemes,

∆ :M→M×Spf OF̆ N , (4.1)

with components idM and δ. Let g ∈ G. Then g induces an automorphism g : N → N . We
denote by N g the fixed point locus, defined to be the intersection in N ×SpfOF̆ N ,

N g = ∆N ∩ Γg.

Here ∆N ⊂ N ×SpfOF̆ N is the diagonal of N , and Γg is the graph of g.

Definition 4.1. An element g ∈ G is called regular semi-simple, if the matrix in Mn(E)

(giu, gku), i = 0, . . . , n− 1; k = 0, . . . n− 1 ,

is non-singular. Equivalently, the vectors giu, i = 0, . . . , n− 1, form a basis of Cn.

Here we have identified the group G = Gn with the unitary group of Cn as explained in §2.2
of [19].

This definition coincides with the definition of regular semi-simplicity in the introduction.
Indeed, we may identify Cn with the hermitian space (En, J) for J = J1 ⊕ 1 such that u is
mapped to v = (0, 0, . . . , 0, 1). If the vectors giv, i = 0, . . . , n− 1, form a basis of Cn, then so do
the vectors tgiv = J−1ḡiJu, i = 0, . . . , n− 1 since Ju = u. Hence tvgi, i = 0, . . . , n− 1, also form
a basis of En.

Proposition 4.2. (i) There is an equality of formal schemes over Spf OF̆
δ(M) ∩N g = ∆(M) ∩ (idM × g)∆(M).

Now let F = Qp.

(ii) If g is regular semi-simple, then this formal scheme is a scheme (i.e., any ideal of definition
is nilpotent) with underlying reduced subscheme proper over Spec F.

(iii) If g is regular semi-simple and
(
δ(M) ∩N g

)
(F) is finite, then

O∆(M)∩(idM×g)∆(M) = O∆(M) ⊗L O(idM×g)∆(M),

i.e., the sheaf on the LHS represents the object on the RHS in the derived category.

Proof. The first assertion follows by checking the equality on S-valued points, for S ∈ Nilp,
where it is a tautology. For the second assertion, we refer to [19], Lemma 2.8.

For the third assertion, first note that if the intersection has a finite number of points, it is
an artinian scheme. Now both ∆(M) andM×Spf OF̆ N are regular formal schemes of dimension
n − 1, resp. 2(n − 1), and therefore locally ∆(M) is the intersection of n − 1 regular divisors
in M×Spf OF̆ N . The same applies to (idM × g)∆(M). Hence, if ∆(M) ∩ (idM × g)∆(M) is
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discrete, the intersection of the 2(n − 1) regular divisors is proper. Hence there are no higher
Tor-terms, and the assertion follows, comp. [15].

Remark 4.3. The hypothesis F = Qp for (ii) and (iii) is made because the proof of [19], Lemma
2.8 makes use of global methods. In fact, the proof uses a globalization of the special divisors
Z(x) of [8]. The assertions should be true for arbitrary F .

It follows from (ii) that the Euler-Poincaré characteristic of O∆(M)⊗LO(idM×g)∆(M) is finite.
The arithmetic intersection number is defined to be〈

∆(M), (idM × g)∆(M)
〉

= χ(O∆(M) ⊗L O(idM×g)∆(M)

)
log q. (4.2)

Remark 4.4. In case the intersection δ(M)∩N g is discrete, it follows that locally at a point of
intersection the fixed point locus N g is purely formally one-dimensional: indeed, in this case the
formal scheme N g intersects properly the formal divisor M of N .

Remark 4.5. In case the intersection δ(M) ∩ N g is discrete, its underlying set is stratified by
the Bruhat-Tits stratification of M. We define in this case for a vertex lattice Λ in Cn−1

mult(Λ) =
∑

x∈V(Λ)o(F)

`
(
O∆(M)∩(idM×g)∆(M),x

)
. (4.3)

The total arithmetic intersection number (4.2) is in this case given by a finite sum〈
∆(M), (idM × g)∆(M)

〉
= log q

∑
Λ

mult(Λ).

Our next task will be to analyze which vertex lattices Λ contribute effectively to this sum,
and to understand the set of points in V(Λ)o ∩N g.

5. Description of (δ(M) ∩N g)(F)

Let g ∈ G. It is clear that

N g(F) = {B ∈ N (F) | g(B) ⊂ B} = {B ∈ N (F) | g(B) = B}. (5.1)

Lemma 5.1. If B ∈ VΛ(F)o is stable under g, then g(Λ) = Λ. In particular, if N g(F) 6= ∅, then
the characteristic polynomial charg(T ) of g has integral coefficients, i.e., charg(T ) ∈ OE [T ].

Proof. Obvious, since g and τ commute.

To a regular semi-simple element g ∈ G we associate the OE-lattice Lg in Cn generated by
giu (an OE-lattice, since u, gu, . . . , gn−1u form a basis of Cn).

Lemma 5.2. Let g ∈ G be regular semisimple. Then for any B = A ⊕ OF̆u stable under g, we
have

Lg ⊂ Λ(B)∗ ⊂ Λ(B) ⊂ L∗g.
In particular, the invariants (giu, gku) take values in OE .

Conversely, if B ∈ N (F) contains Lg, then B is of the form B = A ⊕ OF̆u, for a unique
A ∈M(F).

Proof. Recall that Λ(B)∗ is the largest τ -invariant lattice contained in B∗. Since B is of the form
B = A ⊕ OF̆u, it follows that u ∈ B∗. Since gB = B, we also have gB∗ = B∗. Hence giu ∈ B∗
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for all i > 0. Hence Lg ⊂ B∗, and therefore Lg ⊂ Λ(B)∗ by the maximality of Λ(B)∗. The other
inclusion is obtained by taking duals.

For the converse, note that the inclusion Lg ⊂ B∗ implies that u ∈ B∗. Since u is a unimodular
vector, setting A = u⊥, we obtain B = A⊕OF̆u.

By definition, L = Lg is a g-cyclic lattice, i.e., there exists v ∈ L such that L is generated
over OE by {giv | 0 6 i 6 n− 1}.

Lemma 5.3. Let g ∈ G and let L be a g-cyclic lattice with gL = L. Then L∗ is also a g-cyclic
lattice with gL∗ = L∗.

Proof. Let L be generated by vi = giv, where i = 0, . . . , n − 1. Then the vi form a basis of Cn.
Let v′i be the dual basis, i.e.,

(vi, v′j) = δij .

Then L∗ is theOE-span of {v′i | i = 0, . . . , n−1}. Let v′ = v′0. We claim that v′ is a cyclic generator
of L∗, i.e., that the elements wi = giv′ for i = 0, . . . , n − 1 generate L∗ as an OE-module. It is
clear that wi ∈ L∗ for all i.

Claim: v′j − wj is a OE-linear combination of w0, . . . , wj−1, or equivalently, v′j − wj is a
OE-linear combination of v′0, . . . , v

′
j−1 (i.e., the matrix representing the base change from v′i to

wi is a unipotent upper triangular matrix with integral entries).
It is clear that this claim implies the lemma. Now for any vector w, we have w =

∑
i(w, vi)v

′
i.

Hence the claim is equivalent to

(v′j − wj , vi) =

{
∈ OE if i < j,
0 if i > j.

(5.2)

Now for i > j, we have

(wj , vi) = (gjv′, giv) = (v′, gi−jv) = δij = (v′j , vi).

This proves the second clause in (5.2). The first clause is trivial since v′j − wj ∈ L∗.

Definition 5.4. Let L be a lattice in Cn with L ⊂ L∗. Then set

Vert(L) = {Λ | Λ vertex lattice with L ⊂ Λ∗ ⊂ Λ ⊂ L∗},

cf. [8]. If g ∈ G with gL = L, then g acts on Vert(L), and we set

Vertg(L) = {Λ ∈ Vert(L) | gΛ = Λ}.

Note that by Lemma 5.2, the assumption on L is satisfied for L = Lg, if δ(M)∩N g 6= ∅. We
may summarize Lemma 5.2 as follows.

Corollary 5.5. (i) If g is regular semi-simple, there is an equality of sets

(δ(M) ∩N g)(F) = {B ∈ N (F) | Lg ⊗OE OF̆ ⊂ B
∗ ⊂ B ⊂ L∗g ⊗OE OF̆ , gB = B}.

(ii) There is an equality of k̄-varieties(
δ(M) ∩N g

)
red

=
⋃

Λ∈Vertg(Lg)

(
V(Λ)o

)gΛ .

Here (ii) makes use of Proposition 4.2, and the algebraicity of the Bruhat-Tits stratification.
The action of g on V(Λ)o is induced by the automorphism gΛ on Λ/Λ∗ induced by g.
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6. Fixed point set in a stratum

We next analyze the fixed point variety of gΛ on V(Λ)o. Since V(Λ)o is a Deligne-Lusztig vari-
ety [17], this can be considered as a general question on Deligne-Lusztig varieties (called “DL-
varieties” below for brevity). Accordingly, we use notation that is standard in this context, e.g.,
[4].

Proposition 6.1. Let Λ be a vertex lattice in Cn with gΛ = Λ, and denote by ḡ = gΛ ∈ U(V )(Fp)
the automorphism of the hermitian space V = VΛ = Λ/Λ∗ over k′ induced by gΛ.

(i) If
(
V(Λ)o

)ḡ
is non-empty, then gΛ is semi-simple and contained in a Coxeter type maximal

torus.

(ii) If
(
V(Λ)o

)ḡ
is a non-empty finite set, then gΛ is a regular elliptic element contained in a

Coxeter type maximal torus. Furthermore, in this case the cardinality of
(
V(Λ)o

)ḡ
is given by

the type of Λ.

Proof. This follows from the following lemmas on DL-varieties.

We first recall that an element w in the Weyl group W is called elliptic, if the following
equivalent properties are satisfied:

(i) The torus Tw of type w is elliptic, i.e., Tw/Z is anisotropic (i.e., X∗(Tw/Z)F = (0)).

(ii) Tw is not contained in a proper F -stable parabolic subgroup.

(iii) 1 is not an eigenvalue of w · F∗.
(iv) The F -conjugacy class of w contains no element in a proper F -stable parabolic subgroup

of W .

Here F∗ denotes the action of Frobenius on X∗(T ), where T is a maximal torus contained in a
Borel subgroup (if G is split, then F∗ is trivial; for a unitary group in n variables with standard
basis for the hermitian space, F∗ acts through the longest element in Sn). Note that any Coxeter
element in the sense of Lusztig [10] is elliptic.

(The equivalence of (i) and (iii) follows from [3], Proposition 3.2.2. The equivalence of (iii)
and (iv) follows from [6], Lemma 7.2. The equivalence of (i) and (ii) is easy2.)

The DL-varieties appearing in [17] are associated to unitary groups in an odd number of
variables and standard Coxeter elements. More precisely, let V be a hermitian vector space over
Fq2 of dimension n = 2d + 1. We choose the basis e1, . . . , en in such a way that under the
hermitian pairing ei pairs trivially with ej , unless i + j = n + 1, and we identify W with the
symmetric group Sn. Then the DL-variety of interest is associated to the cyclic permutation w =
(d+1, d+2, . . . , n). The DL-varieties associated to different Coxeter elements all differ at most by
a power of Frobenius [10], Prop. 1.10; in particular, they are all universally homeomorphic. The
DL-variety Xw associated to the Coxeter element w = (1, 2, . . . , d+ 1) is the variety of complete
flags F• such that

F⊥n−i ⊂ Fi+1, F⊥n−i 6= Fi, (1 6 i 6 d); Fi = F⊥n−i, (d+ 1 6 i 6 n− 1).

Let τ = σ2. Then Xw can also be identified with the variety of complete selfdual flags F• of V
such that

Fi + τ(Fi) = Fi+1, i = 1, . . . , d.

2 We thank X. He for pointing out these references.
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In other words, Xw is the variety of complete isotropic flags F1 ⊂ F2 ⊂ . . . ⊂ Fd of V such that

F1 6= τ(F1) ⊂ F2,F2 6= τ(F2) ⊂ F3, . . . ,Fd−1 6= τ(Fd−1) ⊂ Fd,Fd 6= τ(Fd).

Hence we can identify Xw with the set of ` ∈ P(V ) such that(
`, `
)

=
(
`, τ(`)

)
= . . . =

(
`, τd−1(`)

)
= 0;

(
`, τd(`)

)
6= 0.

This DL-variety is defined over Fq2 .

Lemma 6.2. (Lusztig [11, 5.9]) Let Xw be a DL-variety, where w is elliptic and of minimal
length in its F -conjugacy class. Let s ∈ G(Fq). If the fixed point set Xs

w is non-empty, then s is
semi-simple.

Proof. (Lusztig) In the case of a unitary group in an odd number of variables and the standard
Coxeter element, this can be easily seen as follows. In this case, as explained above, Xw can
be viewed as a subset of projective space, by associating to a complete flag its one-dimensional
component ` ⊂ V ⊗Fq2 F. Now assume that ` is fixed under s. Then so are τ(`), τ2(`), . . .. But
if ` ∈ Xw, then `, τ(`), . . . , τn−1(`) form a basis of V ⊗Fq2 F, cf. [12], Prop. 26, (i). Hence s is a
diagonal element wrt this basis.

Lemma 6.3. Let Xw be a DL-variety, and let s ∈ G(Fq) be a semi-simple element. Then the
fixed point set Xs

w is non-empty if and only if s is conjugate under G(Fq) to an element in T (Fq)
for a maximal torus T of type w.

Proof. This follows immediately from the formula (4.7.1) for Xs
w in [4], Prop. 4.7.

Remark 6.4. We know from [4] that the fixed point set is a finite disjoint sum of DL-varieties,
for various groups and various Weyl group elements. Let us spell out which DL-varieties occur
in the case of interest to us, namely the unitary group of odd size n = 2d + 1, and when
w = (1, 2, . . . , d + 1) is the Coxeter element as above. Now in this case the maximal torus T of
type w is given by

T (Fq) = Ker
(
NmFq2n/Fqn

: F×
q2n → F×qn

)
.

We may identify the hermitian space V with Fq2n , equipped with the hermitian form (x, y) 7→
TrFq2n/Fq2 (σn(x)y). Now s ∈ T (Fq). Hence s generates a subfield Fq(s) of Fq2n . Let Fq(s) = Fqh .
Then h|2n. If h is odd, then the norm equation for s gives s2 = 1, hence h = 1 and s = ±1, and
s acts trivially on Xw. If h = 2k is even, then k|n. In this case, we may identify the hermitian
space V with Fq2n , equipped with the hermitian form (x, y) 7→ TrF

q2k
/Fq2

(
TrFq2n/Fq2k (σn(x)y)

)
.

Then the centralizer Z0(s) can be identified with

Z0(s) = ResF
qk
/Fq(Uh),

where Uh is the unitary group for the hermitian form TrFq2n/Fq2k (σn(x)y) on Fq2n , and the max-
imal torus can be identified with the restriction of scalars of the maximal torus Ker NmFq2n/Fqn

of Uh. In this case the corresponding DL-variety is simply the DL-variety of dimension 1
2(nk − 1)

associated to the Coxeter torus in a unitary group of odd size n
k over Fqk . And the fixed point

set Xs
w is a disjoint sum of isomorphic copies of this DL-variety.

Lemma 6.5. Let w be elliptic, and s ∈ G(Fq) semi-simple. If Xs
w has only finitely many elements,

then s is regular, and conversely.
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Proof. We use the formula (4.7.2) for Xs
w in [4], Prop. 4.7., which presents Xs

w as a disjoint union
of varieties which are DL-varieties for Z0(s), of the form XT ′⊂B′ . However, T ′ is of the same type
as T , hence is elliptic. On the other hand, if the fixed point set is finite, then dimXT ′⊂B′ = 0.
This implies that T = Z0(s), which is precisely the claim. The converse is obvious, because a
regular element has only finitely many fixed points in the flag variety.

Lemma 6.6. Let s ∈ G(Fq) be regular and contained in a maximal torus T of type w. Then the
number of fixed points of s in Xw is equal to the cardinality of the F -centralizer of w in W .

Proof. We use the formula (4.7.1) in [4], Prop. 4.7. It shows that the cardinality of Xs
w is equal

to the cardinality of N(Fq)/T (Fq), where N denotes the normalizer of T . However N(Fq)/T (Fq)
can be identified with the fixed points under the action of Frobenius on N/T . After identifying
N/T with W , this action is via x 7→ wF (x)w−1. Hence the fixed points are identified with the
F -centralizer of w.

Lemma 6.7. Let G be the unitary group in an odd number n of variables. Then

(i) The F -centralizer of a Coxeter element w has n elements.

(ii) Let s ∈ T (Fq) be a regular element in a Coxeter torus. Then all points in Xs
w are conjugate

under Gal(Fq2n/Fq2), and in fact, this Galois group acts simply transitively on the fixed points.

Proof. By Lemma 6.6, the second assertion implies the first one, since Gal(Fq2n/Fq2) has n
elements. Now we may identify T with Ker(NmFq2n/Fqn ), and the hermitian space V with Fq2n ,
cf. above. Then the set of fixed points of a regular s ∈ T (Fq) in P(V ) is just the set of eigenlines
of F×

q2n in V ⊗Fq2 F. These all lie in Xw, and this implies the assertion.

At this point all statements of Proposition 6.1 are proved. We also note the following conse-
quence.

Corollary 6.8. Let Λ ∈ Vertg(L) such that
(
V(Λ)o

)gΛ is finite. Then there is no Λ′ ∈ Vertg(L),
with Λ′ strictly contained in Λ.

Proof. Indeed, Λ′ would correspond to a proper parabolic in U(VΛ)(Fp); but gΛ is not contained
in a proper parabolic by Proposition 6.1, and hence cannot fix Λ′∗/Λ∗.

7. Statement of the AFL

Let C ′n be a hermitian space of dimension n with discriminant of even valuation, and equipped
with a vector u of norm one. We fix a self-dual lattice L0 in C ′n such that u ∈ L0. We denote by
K the stabilizer of L0 in U(C ′n)(F ). We define, for g ∈ U(C ′n)(F ) regular semi-simple,

O(g, 1K) =
∫
U(u⊥)(F )

1K(h−1gh)dh, (7.1)

where the Haar measure is normalized by vol
(
K∩U(u⊥)(F )

)
= 1. Here u⊥ denotes the orthogonal

complement of u in C ′n.
We now denote by C either Cn or C ′n. For g ∈ U(C)(F ) regular semi-simple, we denote

by L = Lg the lattice in C generated by giu, i = 0, 1, . . . , n − 1. We define an involution τ
on C = Lg ⊗OE E (depending on g) by requiring that (a · giu)τ = ā · g−iu for a ∈ E and
i = 0, 1, . . . , n− 1.
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Lemma 7.1. Let g ∈ U(C)(F ) be regular semisimple. Then

O(g, 1K) =
∑

{Λ|L⊂Λ⊂L∗,gΛ=Λ,Λ∗=Λ}

1.

Proof. The orbital integral (7.1) counts the number of self-dual lattices λ in u⊥ such that λ⊕OEu
is fixed by g. To show the equality, it suffices to show that any lattice Λ occuring on the RHS
splits as a direct sum λ ⊕ OEu for a self-dual lattice λ. But since (u, u) = 1 it follows that
Λ = (Λ ∩ u⊥)⊕OEu, where λ = Λ ∩ u⊥ is self-dual.

Now let Sn be the variety over F whose F -points are

Sn(F ) = {s ∈ GLn(E) | ss̄ = 1.}

In fact, Sn is defined over OF . For γ ∈ Sn(F ), recall that its invariants are the characteristic
polynomial charγ(T ) ∈ E[T ] and the n− 1 elements vγi tv, i = 1, 2, . . . , n− 1 of E, for v the row
vector (0, . . . , 0, 1).

For γ ∈ Sn(F ) regular semi-simple and s ∈ C, we consider

O(γ, 1Sn(OF ), s) =
∫
GLn−1(F )

1Sn(OF )(h
−1γh)η(deth)|deth|sdh,

where the Haar measure on GLn−1(F ) is normalized by vol(GLn−1(OF )) = 1. This is a polyno-
mial in Z[qs, q−s], comp. Lemma 7.2 below.

We will simply denote the value at s = 0 by O(γ, 1Sn(OF )); it is given by

O(γ, 1Sn(OF )) =
∫
GLn−1(F )

1Sn(OF )(h
−1γh)η(deth)dh. (7.2)

We also introduce the first derivative at s = 0:

O′(γ, 1Sn(OF )) =
d

ds
O(γ, 1Sn(OF ), s)∣∣s=0

. (7.3)

For a regular semisimple γ ∈ Sn(F ), we define `(γ) = v(det(γiv)) ∈ Z, where (γiv) is the
matrix (v, γv, . . . , γn−1v). And we define a sign

ω(γ) = (−1)`(γ) ∈ {±1}.

Now let g ∈ U(C)(F ) match γ, i.e., have the same invariants as γ. Then, with L = Lg, we
define the set of lattices in C

M = {Λ | L ⊂ Λ ⊂ L∗, gΛ = Λ,Λτ = Λ}

and its subsets indexed by i ∈ Z,

Mi = {Λ | Λ ∈M, `(Λ/L) = i}.

Here `(Λ/L) is the length of the OE-module Λ/L.

Lemma 7.2. Let GLn−1(F )i be the open subset of GLn−1(F ) consisting of h with v(deth) = i.
Then ∫

GLn−1(F )i

1Sn(OF )(h
−1γh)dh = |Mi−`(γ)|.
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Proof. Consider the row vector space Fn, with Fn−1 as a natural subspace (vectors with zero
last entry). We also consider v = (0, . . . , 0, 1) as an vector in Fn. Consider the set of lattices

m := {λ ⊂ Fn−1 | γ(Λ) = Λ, where Λ = (λ⊗OE)⊕OEv}

and the subsets

mi := {λ ∈ m | `(λ/λ0) = i}, λ0 = On−1
F .

Here the length is defined by `(λ/On−1
F ) := `(λ/A) − `(On−1

F /A) for any lattice A ⊂ λ ∩ On−1
F .

It is obvious that the LHS in Lemma 7.2 is given by the cardinality |mi|.
Denote by σ the Galois conjugation on En. Define a hermitian form on En by requiring that

(γiv, γjv) := vγi−j tv.

Let L = Lγ be the OE-lattice in En generated by γiv, i = 0, 1, . . . , n− 1. Denote by L∗ the dual
of L, i.e.,

L∗ = {x ∈ En | (x,L) ⊂ OE}.
Now we introduce the set of lattices

m′ := {Λ ⊂ En | L ⊂ Λ ⊂ L∗, γΛ = Λ,Λσ = Λ},

and

m′i := {Λ ∈ m′ | `(Λ/L) = i}.
We claim that the map λ 7→ Λ := (λ⊗OE)⊕OEv defines a bijection between m and m′. First of
all, such Λ do lie in m′. Indeed, we only need to verify that Λ ⊂ L∗ or, equivalently, (Λ, γiv) ∈ OE
for all i. This follows from γΛ = Λ and (Λ, v) ∈ OE . Now we only need to show the surjectivity of
the map. Similarly to the unitary case, any Λ ∈ m′ is a direct sum (Λ∩En−1)⊕OEv. Obviously
Λ ∩ En−1 is also invariant under the Galois conjugation on En−1. So we may find a lattice
λ ⊂ Fn−1 such that λ⊗OE = Λ ∩ En−1. This proves the surjectivity.

We claim that the set mi is sent to m′i−`(γ). Clearly we have `(λ/λ0) = `(Λ/OnE) under this
map. Hence the claim follows, since the length of L over the image of OnE is obviously given by
`(γ).

To finish the proof, we need to exhibit a bijection from m′ to M that sends m′i to Mi. Since
(giu, u) = vγi tv for all i, the map γiv 7→ giu defines an isometry between L = Lγ and L = Lg.
Moreover, the involution σ on En maps γiv to γ̄iv = γ−iv. Therefore σ transfers to the involution
τ on L⊗ E. Clearly this map sends m′i to Mi, since it sends L to L.

Corollary 7.3. Let γ ∈ Sn(F ) be regular semisimple and match g ∈ U(C)(F ).

(1) If C = C ′n, then

O(γ, 1Sn(OF )) = ω(γ)
∑

{Λ|L⊂Λ⊂L∗,gΛ=Λ,Λτ=Λ}

(−1)`(Λ/L).

(2) If C = Cn, then O(γ, 1Sn(OF )) = 0 and

O′(γ, 1Sn(OF )) = −ω(γ)log q
∑

{Λ|L⊂Λ⊂L∗,gΛ=Λ,Λτ=Λ}

(−1)`(Λ/L)`(Λ/L).
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Proof. By Lemma 7.2, we have

O(γ, 1Sn(OF ), s) =
∑
i∈Z

(−1)i|Mi−`(γ)|q−is.

Or equivalently

O(γ, 1Sn(OF ), s) = (−1)`(γ)
∑
i∈Z

(−1)i|Mi|q−(i+`(γ))s.

This shows that
O(γ, 1Sn(OF )) = (−1)`(γ)

∑
i∈Z

(−1)i|Mi|.

In particular, if we set C = C ′n, the first identity is proved.
Now let C = Cn. The map Λ 7→ Λ∗ defines an involution on M and sends Mi to Mr−i where

r is the length of L∗/L, which is odd. This shows that O(γ, 1Sn(OF )) = 0. We now take the first
derivative

O′(γ, 1Sn(OF ), 0) = −(−1)`(γ)log q
∑
i∈Z

(−1)i|Mi|(i+ `(γ))

= −ω(γ)log q
∑
i∈Z

(−1)ii|Mi|.

This completes the proof.

Using Lemma 7.1 and Corollary 7.3 above, the statement of the FL (cf. Introduction) is the
following identity for g ∈ U(C ′n)(F ) regular semi-simple:∑

{Λ|L⊂Λ⊂L∗,gΛ=Λ,Λτ=Λ}

(−1)`(Λ/L) =
∑

{Λ|L⊂Λ⊂L∗,gΛ=Λ,Λ∗=Λ}

1. (7.4)

Now, in the special case that the intersection of ∆(M) and (idM × g)∆(M) is discrete, the
statement of the AFL (cf. Introduction) is as follows.

Conjecture 7.4. Let g ∈ U(Cn)(F ) be regular semi-simple. Assume that (δ(M) ∩ N g)(F) is
finite. Then ∑

{Λ|L⊂Λ⊂L∗,gΛ=Λ,πΛ⊂Λ∗⊂Λ}

mult(Λ) = −
∑

{Λ|L⊂Λ⊂L∗,gΛ=Λ,Λτ=Λ}

(−1)`(Λ/L)`(Λ/L).

Here the number mult(Λ) is the intersection multiplicity of ∆(M) and (idM × g)∆(M) along
the stratum V(Λ)o, cf. (4.3).

8. The minuscule case

In this section we assume that V = L∗/L is killed by π. We thus consider it as a vector space over
k′ = Fq2 , the residue field of OE . Denote by r its dimension. Then r is an odd integer between 1
and n− 1. Then the hermitian form on L naturally induces a non-degenerate hermitian form on
V . (It is obtained as follows: For x̄, ȳ ∈ V with representatives x, y ∈ L∗, the value (x̄, ȳ)V of the
hermitian form on V is the image modulo (π) of π · (x, y) ∈ OE , where ( , ) denotes the form
on L⊗E.) We denote the corresponding unitary group by U(V ) and consider it as an algebraic
group defined over Fq. As g defines automorphisms of both L and L∗, it induces an automorphism
ḡ ∈ U(V ). Then via the map Λ 7→ Λ∗/L the set of vertices Λ ∈ Vertg(L) is in natural bijection
with the set of ḡ-invariant k′-subspaces W of V such that W is totally isotropic with respect to
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the hermitian form on V . We thus define Vertḡ(V ) to be the set of such W . And we write VW for
the closed Bruhat-Tits stratum VΛ that corresponds to Λ ∈ Vertg(L) in the sense of Vollaard’s
paper [16], cf. also [17], and we call type of W the type of Λ, i.e., the dimension of W⊥/W . The
open stratum V◦W can then be identified with the Deligne-Lusztig variety associated to a Coxeter
torus of U(W⊥/W ), cf. [16].

We will consider the characteristic polynomial Pḡ|V (T ) := det(T − ḡ|V ) ∈ k′[T ] of degree
r. Since, by Lemma 5.3, L∗ is g-cyclic, V is ḡ-cyclic. This is equivalent with the regularity of
ḡ as an endomorphism of V . In particular, its characteristic polynomial is equal to its minimal
polynomial. Let

Pḡ =
∏̀
i=1

P aii (8.1)

be the decomposition into irreducible monic polynomials.
If P (T ) = T d + b1T

d−1 + . . .+ bd ∈ k′[T ], bd 6= 0, we set

P ∗(T ) = b
−1
d T dP (T−1),

where the bar denotes the Galois conjugate on k′. Since ḡ ∈ U(V ), we have Pḡ = P ∗ḡ =
∏
i P
∗ai
i ,

and hence we have an involution τ of {1, 2, . . . , `} such that P ∗i = Pτ(i) and aτ(i) = ai, cf. [1].
Note that since V has odd dimension, the degree of Pḡ is odd, and hence there exists at least
one index i with τ(i) = i and such that ai is odd.

Proposition 8.1. (i) The set (δ(M)∩N g)(F) is non-empty if and only if there exists a unique
i0 ∈ {1, 2, . . . , `} such that τ(i0) = i0 and such that ai0 is odd. Then the set (δ(M) ∩ N g)(F) is
finite.

(ii) If (δ(M)∩N g)(F) is non-empty (hence finite), these points lie on some strata V◦W , all of the
same type degPi0 for the unique i0 in part (i). And the cardinality of (δ(M) ∩ N g)(F) is given
by ∏

{i,j},j=τ(i)6=i

(1 + ai) · degPi0 .

Proof. If (δ(M)∩N g)(F) is non-empty, then there exists W ∈ Vertḡ(V ). Then W⊥ is ḡ-invariant
and the hermitian form allows us to identify W with the dual of V/W⊥. This yields a filtration

0 ⊂W ⊂W⊥ ⊂ V

and a decomposition

Pḡ|V = Pḡ|W · Pḡ|W⊥/W · Pḡ|V/W⊥ , (8.2)

with the property

Pḡ|W⊥/W = P ∗ḡ|W⊥/W , Pḡ|W = P ∗ḡ|V/W⊥ . (8.3)

Note that the fixed point set V◦,ḡW is non-empty if and only if ḡ|(W⊥/W ) lies in a Coxeter torus,
i.e., (because we are dealing here with a unitary group in an odd number of variables), if and only
if ḡ|(W⊥/W ) generates inside End(W⊥/W ) a subfield of Fq2r . Since ḡ is a regular endomorphism,
so is the induced endomorphism on W⊥/W . Hence the fixed point set V◦,ḡW is non-empty if and
only if Pḡ|W⊥/W is an irreducible polynomial. This irreducible polynomial has to be of the form
Pi0 with τ(i0) = i0. Moreover if Pi|Pḡ|W , then P ∗i |Pḡ|V/W⊥ . This shows that ai0 is odd and that
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for every j 6= i0, either τ(j) 6= j or τ(j) = j and aj is even. This shows the “only if” part of (i).
Moreover, the type of W , i.e., the dimension of W⊥/W , is equal to the degree of Pi0 .

We now assume that there exists a unique i0 such that τ(i0) = i0, and with ai0 odd. To show
the “if” part of (i) and part (ii), it suffices to prove the formula of cardinality and that the strata
VoW have the desired type.

The decomposition (8.1) induces a decomposition as a direct sum of generalized eigenspaces

V =
⊕̀
i=1

Vi, Vi := KerP aii (ḡ).

For vi ∈ Vi, vj ∈ Vj , there is some non-zero constant c such that (cf. [1])

0 = 〈P aii (ḡ)vi, vj〉 = c〈vi, P ∗aii (ḡ−1)vj〉 = c〈vi, P ∗aii (ḡ)ḡ−sivj〉,

where si = aidegPi. Then we have two cases:

– If τ(i) = i, by the above equation we see that Vi is orthogonal to ⊕j 6=iVj and the restriction
of the Hermitian form to Vi is non-degenerate.

– If τ(i) = j 6= i, then Vi⊕Vj is orthogonal to Vk, k 6= i, j. And the restriction of the hermitian
form to Vi ⊕ Vj is non-degenerate, both Vi and Vj being totally isotropic subspaces.

Consider the decomposition

W =
⊕
i

Wi, Wi := W ∩ Vi.

Then each Wi is invariant under ḡ and totally isotropic in each Vi. By the regularity of ḡ, we
may list all ḡ-invariant subspaces in Vi: for each m = 0, 1, . . . , ai: there is precisely one invariant
subspace (denoted by Vi,m) of dimension m · degPi and these exhaust all invariant subspaces of
Vi. Moreover Vi,m = KerPmi (ḡ). Let now i = i0. The proof of the “only if” part of (i) shows
that Wi0 = V

i0,
ai0
−1

2

. We also know that W ′ :=
⊕

i 6=i0 Wi must be maximal totally isotropic in

V ′ :=
⊕

i 6=i0 Wi. Now suppose that i 6= i0. We have two cases.

– If τ(i) = i, Wi must be a maximal totally isotropic subspace of Vi. Hence Wi = Vi,ai/2 is
unique (note that ai must be even by the assumption of the uniqueness of i0).

– If τ(i) = j 6= i, then Wi ⊕Wj must be a maximal totally isotropic subspace of Vi ⊕ Vj .
Therefore Wj is uniquely determined by Wi and we can take Wi = Vi,m for m = 0, 1, . . . , ai.
We thus have precisely ai + 1 = aj + 1 number of choices.

In summary we have shown that the cardinality of the set of W with Vo,ḡW non-empty is∏
{i,j},j=τ(i)6=i

(1 + ai) ·
∏

i 6=i0,τ(i)=i

1.

Moreover, this also shows that the type of all such VoW is the same, namely degPi0 . And by
Lemma 6.7, for each W , the cardinality of Vo,ḡW is precisely dimW⊥/W = degPi0 . We conclude
that the cardinality of (δ(M) ∩N g)(F) is∑

W∈Vertḡ(V )

|Vo,ḡW | =
∏

{i,j},j=τ(i) 6=i

(1 + ai) · degPi0 .

We now calculate the derivative of the orbital integral using Lemma 7.1.
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Proposition 8.2. Let g be as above. Let γ ∈ Sn(F ) match g. Then O′(γ, 1Sn(OF )) = 0 unless
there is a unique i0 such that τ(i0) = i0 and with ai0 odd, in which case

O′(γ, 1Sn(OF )) = −ω(γ)log q
∏

{i,j},j=τ(i)6=i

(1 + ai) · degPi0 ·
ai0 + 1

2
.

Proof. By mapping Λ to Λ/L, the set of lattices

{Λ | L ⊂ Λ ⊂ L∗, gΛ = Λ,Λτ = Λ}

is in bijective correspondence with the set of subspaces

W := {W |W ⊂ V, ḡW = W,W τ̄ = W},

where τ̄ is the involution on V induced by the restriction of the involution τ to L∗. We need to
describe this involution. By definition, the involution τ on C has the property that

(xτ , yτ ) = (y, x), (gτ)2 = 1

The induced involution τ̄ on V inherits the same properties. In particular, for a polynomial
P ∈ k′[T ], we have

P (ḡ)τ̄ = τ̄ P̄ (ḡ−1).
In particular, τ̄ maps Vi,m = KerPmi (ḡ) to Vτ(i),m and this is the reason we use the same notation
τ to denote the involution on the index set {1, 2, . . . , `}. And clearly we have `(Λ/L) = dimk′Λ/L.

We consider the decomposition V =
⊕

i Vi and W =
⊕

iWi, where Wi = W ∩ Vi.
First we assume there is a unique i = i0 such that τ(i) = i and with ai odd. According to

Wi0 = W ∩ Vi0 , we write W =
∐ai0
m=0Wm as a disjoint union where Wm consists of W ∈ W

such that Wi0 = Vi0,m. Since Vi0,m is invariant under the involution τ̄ , it is clear that the map
W 7→ W ⊕ Vi0,m defines a bijection between W0 and Wm. Therefore we may write the sum of
Lemma 7.1∑

W∈W
(−1)dimWdimW =

∑
W∈W0

(−1)dimW

ai0∑
m=0

(−1)dimVi0,m(dimW + dimVi0,m).

Note that ai0 · degPi0 is odd. Therefore the inner sum simplifies to

−ai0 + 1
2

degPi0 ,

which is independent of W ∈ W0.
We now compute the sum

∑
W∈W0

(−1)dimW . As before we still use the notation V ′ =⊕
i 6=i0 Vi. Note that W0 = {W ⊂ V ′ | W ∈ W}. Then for W ∈ W0 we have the decompo-

sition W =
⊕

i 6=i0 Wi. Similar to the proof of the previous proposition, we have two cases for
i 6= i0:

– If τ(i) = i, then ai is even and there are ai + 1 choices of Wi = Vi,m for m = 0, 1, . . . , ai.
– If τ(i) = j 6= i, then Wj = τ̄Wi and there are ai + 1 choices of Wi = Vi,m for m =

0, 1, . . . , ai = aj .

Hence
∑

W∈W0
(−1)dimW is equal to the product of

ai∑
m=0

(−1)2dimVi,m = ai + 1
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for each pair (i, j) with j = τ(i) 6= i, and
ai∑
m=0

(−1)dimVi,m = 1

for i 6= i0 with τ(i) = i (and since ai is even). This proves the formula when there is a unique i
such that τ(i) = i and ai odd.

Now suppose that there are at least two such i’s. We claim that then O′(γ, 1Sn(OF )) = 0. The
same argument as above shows that

∑
W∈W0

(−1)dimW is a product which has a factor of the
form

ai∑
m=0

(−1)dimVi,m = 0,

when i 6= i0 with τ(i) = i and ai odd! This shows that O′(γ, 1Sn(OF )) = 0 and hence completes
the proof.

9. Calculation of length

We continue to assume π · (L∗/L) = (0), and keep all other notation from the previous section.
In particular, we assume that (δ(M) ∩N g)(F) is non-empty.

A point of (δ(M) ∩ N g)(F) corresponds to a lattice B in Cn ⊗E F̆ , occurring in a chain of
inclusions of lattices,

L⊗OE OF̆ ⊂ Λ∗ ⊗OE OF̆ ⊂ B
∗ ⊂1 B ⊂ Λ⊗OE OF̆ ⊂ L

∗ ⊗OE OF̆ , (9.1)

or also to a subspace U of V ⊗k′ k̄, occurring in a chain of inclusions of vector spaces over k̄, all
of which are invariant under ḡ,

(0) ⊂W ⊗k′ k̄ ⊂ U⊥ ⊂1 U ⊂W⊥ ⊗k′ k̄ ⊂ V ⊗k′ k̄. (9.2)

Let λ be the eigenvalue of ḡ|(U/U⊥). Then by the regularity of ḡ|U , there exists a unique
Jordan block to λ in U . The size of this Jordan block is of the form c+ 1, where c is the size of
the Jordan block of ḡ|U⊥. The size of the Jordan block of ḡ to λ is equal to the exponent ai0 with
which the irreducible polynomial P = Pi0 occurs in Pḡ and is equal to ai0 = 2c+ 1. To see this,
consider the decomposition

∏
P aii of the characteristic polynomial of ḡ into irreducible factors.

Over k̄ only λ is a zero of Pi0 . Since Pi0 is an irreducible polynomial over a finite field, Pi0 has
only simple zeros in k̄. Since the minimal polynomial of ḡ equals the characteristic polynomial
of ḡ it follows that the size of the (unique) Jordan block of the eigenvalue λ is the multiplicity of
the zero λ in the characteristic polynomial, and this is ai0 . Now we use the chain of inclusions
(9.2) and the formulas (8.2) and (8.3) to conclude that ai0 = 2c+ 1.

Proposition 9.1. Assume F = Qp. Suppose that n 6 2p − 2. The length of the local ring of
δ(M)∩N g at the point [B] ∈ (δ(M)∩N g)(F) corresponding to B is equal to c+ 1 = 1

2(ai0 + 1).

We note that this proposition, together with Propositions 8.1 and 8.2, proves assertion (iv)
of Theorem 1.3.

We first determine the tangent space of (M∩N g)⊗ F at the point [B] corresponding to B.

Lemma 9.2. The tangent space of (M∩ N g) ⊗ F at [B] is a one-dimensional subspace of the
tangent space of M⊗ F if c > 1. If c = 0, the tangent space is trivial.
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Proof. For this, we have to first recall how one associates the lattice B to a point (X, ι, λ, ρ)
of Nn(F). Let M(X) be the Dieudonné module of X. Then ι induces a Z/2-grading of M(X),
and λ induces an alternating form 〈 , 〉 on M(X). Furthermore, ρ induces an identification of
M(X)0 ⊗OF̆ F̆ with Cn ⊗E F̆ such that idCn ⊗ σ2 corresponds to πV −2, and the extended form
on Cn⊗E F̆ to x, y 7→ π−1δ−1〈x, πV −1y〉. Here δ is a fixed element of O×E with δ̄ = −δ. We then
have B = M(X)0, and B∗ = πV −1M(X)1.

Now the tangent space is given by Hom[B](Spec F[ε],Nn), where the index [B] indicates that
only morphisms are considered whose image point is [B]. By Grothendieck-Messing theory, the
tangent space TNn,[B] is equal to

Hom[B](Spec F[ε],Nn) = Hom0,isot(VM(X)/πM(X),M(X)/VM(X)),

where the index indicates that only homomorphisms are considered which respect the Z/2-
grading and the alternating form. Hence we have

TNn,[B] = Hom(VM(X)0/πM(X)1,M(X)1/VM(X)0)

' Hom(M(X)0/πV
−1M(X)1, V

−1M(X)1/M(X)0)
' Hom(B/B∗, B∗/πB).

Similarly, if [B] ∈ N g, the tangent space to N g at [B] is given by Homg(B/B∗, B∗/πB), where
the index indicates that only g-equivariant homomorphisms are considered. And if [B] ∈ M,
then

B = A⊕OF̆u and B∗ = A∗ ⊕OF̆u,
and

B/B∗ = A/A∗ and B∗/πB = A∗/πA⊕ Fū.
Then the tangent space to δ(M) at [B] is equal to the subspace of Hom(B/B∗, B∗/πB) consisting
of homomorphisms whose image is contained in A∗/πA, and the tangent space to δ(M)∩N g at
[B] is given by the subspace of Homg(B/B∗, B∗/πB) of elements which factor through A∗/πA. In
other words, this tangent space is identified with the intersection of the eigenspace (B∗/πB)(λ)
to λ in B∗/πB with A∗/πA.

We now show that this intersection, denoted by T , has dimension one if c > 1 and zero if
c = 0. Since (B,B∗) ⊂ OF̆ and B∗ ⊂ B, we have an induced sesqui-linear pairing on B∗/πB
valued in F. We still denote this pairing by (·, ·). As u ∈ B∗, we may denote by ū its image in
the F-vector space B∗/πB. The map b̄ 7→ (b̄, ū) defines an F-linear functional denoted by `u on
B∗/πB. Using this, we may identify A∗/πA with the kernel of `u. If b̄ ∈ T , it is an eigenvector
of ḡ with eigenvalue λ, and (b̄, ū) = 0. Since b̄ is eigenvector of ḡ we have

ḡ−1b̄ = λ−1b̄,

and hence

(ḡ−1b̄, u) = λ−1(b̄, ū) = 0, i.e., (b̄, ḡū) = 0.

Similarly, (b̄, ḡiū) = 0 for all i ∈ Z. This implies that (b, L) = 0 mod π, where b ∈ B∗ is any
lifting of b̄ ∈ B∗/πB. Equivalently we have (b/π, L) ∈ OF̆ , and hence b ∈ πL∗ ⊗OE OF̆ . We note
the following sequence of inclusions,

πB ⊂ πL∗ ⊗OE OF̆ ⊂ L⊗OE OF̆ ⊂ Λ∗ ⊗OE OF̆ ⊂ B
∗ ⊂1 B. (9.3)

We have proved that T is a subspace of X := (πL∗ ⊗OE OF̆ )/πB. And, in fact, T is precisely
the λ-eigenspace in X. Now X is obviously isomorphic to Y := (L∗ ⊗OE OF̆ )/B as ḡ-modules,
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and hence is a ḡ-cyclic F-vector space. It is easy to see that the λ-eigenspace Y (λ) of Y is
one-dimensional when c > 1 and zero if c = 0.

It follows from the preceding lemma that the completed local ring R = ÔM∩N g ,[B] is an
OF̆ -algebra of the form

R = OF̆ [[t]]/I if c > 1, resp. R = OF̆ /I if c = 0, (9.4)

where I is an ideal in OF̆ [[t]], resp. in OF̆ . Therefore Proposition 9.1 follows from the following
proposition.

Proposition 9.3. Assume F = Qp. Suppose that n 6 2p− 2. Then I = (π, tc+1).

The fact that π ∈ I follows from the relation to the special divisors of [8]. Recall that to any
non-zero element x ∈ Cn, there is associated the special divisor Z(x) of Nn, cf. [8], Lemma 3.9.
It is the closed formal subscheme of N with S-valued points

{(X, ι, λ, ρ) | the composed quasi-homomorphism Y ×OF̆ S̄
x−→ X×F S̄

%−1
X−→ X ×S S̄

lifts to an OE-linear homomorphism Y ×OF̆ S → X}.

Here we have identified Cn with HomOE (Y ×OF̆ F,X)⊗Z Q as explained in [8], Lemma 3.9. The
elements of HomOE (Y ×OF̆ F,X) ⊗Z Q are called special homomorphisms, cf. [8]. The special
divisor Z(x) is a relative divisor, with set of F-points equal to

Z(x)(F) = {B ∈ Nn(F) | x ∈ B∗}. (9.5)

Similarly, if x = [x1, . . . , xm] ∈ (Cn)m, then Z(x) = Z(x1) ∩ . . . ∩ Z(xm) has F-points equal to

Z(x)(F) = {B ∈ Nn(F) | {x1, . . . , xm} ⊂ B∗}.

Now let g ∈ Gn be regular semi-simple. Then

δ(M) ∩N g ⊂ Z(u, gu, . . . , gn−1u). (9.6)

Indeed, δ(M) can be identified with Z(u), comp. [8], Lemma 5.2. Hence the assertion follows by
the g-invariance of the LHS in (9.6).

Note that the fundamental matrix of (u, gu, . . . , gn−1u) in the sense of [8] is equivalent to the
diagonal matrix πinv(g). Therefore we may apply the following theorem.

Theorem 9.4. Assume F = Qp. Let x = [x1, . . . , xn] ∈ (Cn)n with fundamental matrix T (x)
equivalent to πµ, where µ = (1(m), 0(n−m)) is minuscule. Then

Z(x1, x2, . . . , xn) ⊂ Nn ⊗OF̆ k̄.

The proof is given in §10. Assuming this theorem, we may write

R = F[[t]]/Ī, (9.7)

with an ideal Ī ⊂ F[[t]]. Note that at this point, the case c = 0 is proved completely (in particular,
in this case the restriction n 6 2p− 2 is not needed). The general case follows from the following
theorem which together with Theorem 9.4 implies Propositions 9.3 and 9.1.

Theorem 9.5. Assume F = Qp. If n 6 2p− 2, the ideal Ī ⊂ F[[t]] equals (tc+1).

The proof is given in §11.
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Corollary 9.6. Assume F = Qp. Let n 6 2p−2. Assume that g is regular semisimple and that
L∗g/Lg is killed by π. Then the contribution of Λ ∈ Vertg(Lg) to the intersection multiplicity, if
non-zero, is equal to

mult(Λ) = degPi0
ai0 + 1

2
.

Of course, we are using here the notation of Proposition 8.1. Now all assertions of Theorem
1.3 are proved.

10. Proof of Theorem 9.4

In this section, we assume F = Qp. Accordingly, we write Qp2 for E, and W for OF̆ . In the
terminology of [8], we will prove the following theorem.

Theorem 10.1. Let j1, . . . , jn be special homomorphisms such that the corresponding funda-
mental matrix T (j1, . . . , jn) is equivalent to a diagonal matrix of the form diag(p, . . . , p, 1, . . . , 1)
(where p occurs say m times and 1 occurs n−m times). Let Z =

⋂
i=1,...,nZ(ji) ⊆ N . Then Z is

an integral scheme. In particular, p · OZ = 0. In fact, Z is equal to V(Λ) for some vertex lattice
Λ in Cn of type m.

Remark 10.2. We point out that this theorem gives a modular interpretation of the closure V(Λ)
of the Deligne-Lusztig variety V(Λ)o. Here Λ = 〈x1, . . . , xn〉∗ is the dual of the lattice generated
by the elements x1, . . . , xn of Cn corresponding to j1, . . . , jn.

First we remark that we may replace n by m, cf. [8], proof of Lemma 5.2. Hence we may
assume that T (j1, . . . , jn) is equivalent to the diagonal matrix diag(p, . . . , p).

We use the following simple fact.

Lemma 10.3. Let O be a complete discrete valuation ring, with uniformizer π and algebraically
closed residue field k. Let Y be a (formal) scheme locally (formally) of finite type over Spf O
and such that its special fiber Yk is regular. Suppose that there does not exist a O/(π2)-valued
point of Y. Then π · OY = 0 .

Proof. Suppose the claim is false. Then there exists a k-valued point x of Y such that π 6= 0 in
OY,x. We show that under this assumption there is an O/(π2)-valued point of Y with underlying
k-valued point x. Locally around x, the (formal) scheme Y is a closed (formal) subscheme of a
(formal) scheme X which is locally of finite type over O and smooth over O. Let R = ÔX ,x.
We may identify R with O or with O[[x1, . . . , xN ]] for some N > 1. In the first case there is
nothing to do, so we assume the second case. Let I be the ideal of Y in R. Thus we assume that
π 6∈ I. It is enough to construct an O-linear homomorphism ψ : R/I → O/(π2). Let m be the
maximal ideal of R and let m′ be the maximal ideal of R/(π). Let l = dimXk−dimYk. Since Yk
is regular, we find l distinct elements q1, . . . , ql ∈ I such that the images of q1, . . . , ql in R/(π)
generate the ideal of Yk in R/(π) and such that the images of q1, . . . , ql in m′/m′2 are linearly
independent. We extend the qi to a system of generators q1, . . . , qr of I. For i 6 l, let yi = qi.
We find elements yl+1, . . . , yN ∈ m such that the images of y1, . . . , yN in m′/m′2 form a basis
of m′/m′2. Thus O[[x1, . . . , xN ]] = O[[y1, . . . , yN ]]. Now we consider the O-linear homomorphism
φ : O[[y1, . . . , yN ]]→ O given by yi 7→ π2 for all i.

Claim The image of the ideal I under φ is (π2).
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The ideal φ(I) is generated by φ(q1), . . . , φ(qr). By definition we have φ(qi) = π2 for i 6 l. Now
assume that i > l. Then qi =

∑
k6l ckqk + π · z for suitable elements c1, . . . , cl, z ∈ R (depending

on i). Since we assume π 6∈ I, it follows that z is not a unit, hence z ∈ m = (π, y1, . . . , yN ). Hence
φ(z) ∈ (π) and φ(qi) ∈ (π2). This confirms the claim.

Using the claim it follows that φ induces a O-linear homomorphism ψ : R/I → O/(π2)
yielding an O/(π2)-valued point of Y. But this contradicts our assumption. Hence π ·OY = 0.

Remark 10.4. Taking into account Grothendieck’s infinitesimal characterization of smoothness,
the previous lemma gives a purely infinitesimal sufficient condition for a (formal) O-scheme to
be a (formal) k-scheme.

We will prove Theorem 10.1 by showing in Proposition 10.5 and Corollary 10.8 that Z satisfies
the hypotheses of the previous lemma.

For any (formal) W -scheme S, we denote by Sp its special fiber.

Proposition 10.5. Let j1, . . . , jn and Z be as in the theorem. Then Z does not have a W/(p2)-
valued point.

Proof. We may assume that j1, . . . , jn all have valuation 1 and are all perpendicular to each
other. We also first assume that n > 1. Suppose there was a W/(p2)-valued point % of Z. Let M
be the Dieudonné module of the underlying F-valued point. Let MW/(p2) = M ⊗W W/(p2). We
obtain a Hodge filtration F ↪→ MW/(p2) corresponding to %, and lifting the Hodge filtration of
the underlying F-valued point. From the Zp2-action we get a decomposition F = F0⊕F1, where
F0 is free of rank of rank n−1 and F1 is free of rank 1. Let xi = ji(10) ∈M0, where we are using
the notation of [8]. We denote the image of xi in MW/(p2) by xi. Then it follows that xi ∈ F0. Let
f1, . . . , fn−1 be a basis of F0. Let fi ∈M0 be a lift of f i, and choose fn ∈M0 such that f1, . . . , fn
is a basis of M0. Let x̂i be the image of xi in the span of f1, . . . , fn−1 (viewed as a quotient of
M0). Then x̂1, . . . , x̂n are linearly dependent, i.e.,

∑
i cix̂i = 0 for suitable ci ∈ W , which are

not all zero. We may assume that the valuation of cn is minimal among the valuations of the ci.
Dividing by −cn we may therefore assume that x̂n =

∑
i<n cix̂i. Therefore xn =

∑
i<n cixi + cfn

for some c ∈W . Since the image of xn −
∑

i<n cixi = cfn in MW/(p2) lies in F0, it follows that c
is divisible by p2.

Now for any i 6= n we have 0 = {xn, xi} = ci{xi, xi} + c{fn, xi} = cip + c{fn, xi}. Here {, }
is the hermitian form on C = (M0 ⊗ Q)V

−1F as in §3. Since xi ∈ M∗0 , it follows that {fn, xi}
is integral. Since further c is divisible by p2, it follows that ci is divisible by p. It follows that
xn/p ∈M∗0 so that jn has valuation bigger than 1, a contradiction which completes the proof in
the case n > 1.

Finally, we observe that this reasoning also works for n = 1, since it shows that in this case
xn = cfn, where c is divisible by p2 so that jn cannot have valuation 1.

Lemma 10.6. Let n be odd. Let x be a F-valued point of N . The following conditions are
equivalent.

(i) x lies on only one irreducible component of Nred.

(ii) No special cycle of valuation 0 passes through x.

(iii) The Dieudonné module modulo p of x is of type B(n), in the sense of [17], §3 (cf. also
the beginning of the proof of Theorem 10.7 below).

We remark that (ii) and (iii) both imply that n is odd. A point satisfying (ii) is called
super-general.
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Proof. The equivalence of (ii) and (iii) follows from [2], Proposition 3.6 and Lemma 4.1.

Next we prove the equivalence of (i) and (ii). The point x lies on two irreducible components
if and only if there are two vertex lattices Λ1 and Λ′1 of type n in Cn such that x is a F-valued
point of the corresponding irreducible components V(Λ1) and V(Λ′1). This is equivalent to the
statement that x ∈ V(Λ)(F) for some vertex lattice Λ of type t < n. (Given Λ1 and Λ′1 define Λ
as Λ1∩Λ′1.) We claim that for any vertex lattice Λ of type t < n there is a special homomorphism
j of valuation 0 with V(Λ) ⊆ Z(j). To see this, note that Λ has an orthogonal basis e1, . . . , en
such that {ei, ei} = 1/p for i 6 t and {ei, ei} = 1 for i > t. Let j be the special homomorphism
with j(1̄0) = et+1. Then for the hermitian form h( , ) on the space V of special homomorphisms,
we have h(j, j) = 1 and y = j(1̄0) ∈ Λ∗. This shows the claim, which implies (ii) =⇒ (i). For
the reverse implication, assume that Λ is a vertex lattice such that Λ∗ contains a vector y with
{y, y} = 1. Then Λ cannot be of type n. This shows that V(Λ) cannot be contained in special
divisor of valuation 0.

Theorem 10.7. Let n > 3. Let x be a super-general F-valued point of N . Then the following
statements hold.

(i) For any special homomorphism j with x ∈ Z(j)(F) and x 6∈ Z(j/p)(F), the special fiber Z(j)p
is regular at x.

(ii) Let j1, . . . , jn be a basis of the Zp2-module of special homomorphisms j with x ∈ Z(j)(F).
Then the intersection

⋂
Z(ji)p is regular at x.

Proof. It is enough to show the claims of the theorem in ÔNp,x instead of ONp,x. Let (X, ι, λ) be
the p-divisible group with its Zp2-action and its p-principal polarization corresponding to x, and
let M be its Dieudonné module. Let Mp = Mp,0 ⊕Mp,1 be the reduction mod p of M. Since we
assume that no special cycle of valuation 0 passes through x, it follows that Mp is isomorphic to
B(n) and that n is odd. Here we are using the notation of [17], §3.1. This means that we find bases
e1, . . . , en of Mp,0 and f1, . . . , fn of Mp,1 such that V (f i) = (−1)iei+1 for i < n, V (en) = f1,
F (f i) = (−1)iei−1 for i > 3, F (f2) = −e1, F (e1) = fn and for the induced alternating form we
have 〈ei, f j〉 = εiδij , where εi = 1 for i = 1 and εi = −1 for i > 1.

We find lifts ei ∈M0 of ei and lifts fi ∈M1 of f i such that still 〈ei, fj〉 = εiδij . Denote by T
the W -span of e1, f2, f3, . . . , fn and by L the W -span of f1, e2, e3, . . . , en. Then

M = L⊕ T, V M = L⊕ pT.

Let h1 = e1, h2 = f2, . . . , hn = fn, hn+1 = f1, hn+2 = e2, . . . , h2n = en. Define the matrix (αij)
by

Fhj =
∑
i

αijhi for j = 1, . . . , n,

V −1hj =
∑
i

αijhi for j = n+ 1, . . . , 2n.

Since we know the action of F resp. V on the ei and f i, we can conclude that V −1(f1) =
en +

∑
i<n xiei + pe for suitable xi ∈ W and e ∈ M0. Similarly for i > 2 we have V −1(ei) =

(−1)i−1fi−1 + yifn + pgi for suitable yi ∈W and gi ∈M1.
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Thus (αij) is of the form

(αij) =



−1 x1

1
−1

. . .
−1

1
1 y2 y3 y4 . . . yn−1 yn

−1
−1 x2

1 x3

. . .
...

−1 xn−1

1



+ pD,

where D has entries in W and also maps M0 to M1 and M1 to M0 . (The vertical and horizontal
lines divide the first matrix into four n × n matrices, and only non-zero entries are displayed.)
It follows (see [20], p. 48) that the universal deformation of X over F[[t11, . . . , tnn]] corresponds
to the display (L⊕ T )⊗W (F[[t11, . . . , tnn]]) with matrix (αij)univ (wrt. the basis h1, . . . , h2n and
with entries in W (F[[t11, . . . , tnn]]) given by

(αij)univ =



1 [t11] . . . [t1n]
. . .

...
. . .

...
1 [tn1] . . . [tnn]

1
. . .

1


· (αij).

Here [t] denotes the Teichmüller representative of t. Now let A
′

= W [[t11, . . . , tnn]] and let R
′

=
F[[t11, . . . , tnn]]. We extend the Frobenius σ on W to A

′
by setting σ(tij) = tpij . Let R be the

completed universal deformation ring (in the special fiber) of X, together with its Zp2-action
and its p-principal polarization. Then R is a quotient of R

′
by an ideal J . Using the fact that

(αij)univ has to respect the Z/2-grading, it is easy to see that the ideal describing the deformation
of the Zp2-action is (t11, tij)i,j 6=1. Using this, it is easy to see that J =

(
(t11, tij)i,j 6=1, (t1i −

ti1)i6n
)
. (Compare also [5], p. 231.) Thus we may identify R with the ring F[[t2, . . . , tn]], where

ti corresponds to the image of t1i in R
′
/J . We also define A = W [[t2, . . . , tn]]. For any m ∈ N,

denote by am resp. rm the ideal in A resp. in R generated by the monomials ta2
2 · . . . · tann , where

ai > 0 and
∑
ai = m. Hence rm = mm, where m denotes the maximal ideal of R. Let Am = A/am

and Rm = R/rm. Then A
′

is a frame for R
′
, resp. A is a frame for R, resp. Am is a frame for

Rm. (See [21] for the definition of frames.)
For an A

′
-R
′
-window (M

′
,M

′
1,Φ

′
,Φ
′
1), let M

′σ
1 = A

′ ⊗A′ ,σM
′
1 and denote by Ψ

′
: M

′σ
1 →M

′

the linearization of Φ
′
1. It is an isomorphism of A

′
-modules. Denote by α

′
: M

′
1 → M

′σ
1 the

composition of the inclusion map M
′
1 ↪→M

′
followed by Ψ

′−1
. In this way, the category of formal

p-divisible groups over R
′

becomes equivalent to the category of pairs (M
′
1, α

′
) consisting of a

free A
′
-module of finite rank and an A

′
-linear injective homomorphism α

′
: M

′
1 → M

′σ
1 such

that Coker α
′

is a free R
′
-module, and satisfying the nilpotence condition [20]. Since we will
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only consider deformations of formal p-divisible groups, the nilpotence condition will be fulfilled
automatically, and we will ignore it, comp. also [8], section 8. A corresponding description holds
for the category of formal p-divisible groups over R resp. Rm.

In the sequel we are using notation that is customary in Zink’s theory. The notation M1

conflicts with its usage when taking the degree-1-component of M under the Z/2-grading. Hence-
forward we will write M1 for the degree-1-component.

Let (βij)univ be the matrix over A
′

which is obtained from (αij)univ by replacing the [ti] by ti
and by multiplying the last n rows by p. We consider the A

′
-R
′
-window (M

′
,M

′
1,Φ

′
,Φ
′
1) given

by M
′

= M ⊗ A′ , M ′
1 = VM ⊗ A′ , Φ

′
= (βij)univσ, Φ

′
1 = 1

p · Φ
′
, where the matrix of Φ

′
is

described in the basis h1, . . . , h2n. The corresponding display is the universal display described
above (easy to see using the procedure described on p.2 of [21]). Hence (M

′
,M

′
1,Φ

′
,Φ
′
1) is the

universal window. Using this and the form of the ideal J given above, one checks that the
map α : M1 → Mσ

1 corresponding to the A-R window of the universal defomation of (X, ι, λ)
(which is the base change of (M

′
1, α

′
)) can be written as follows (using the bases pe1, pf2, .., pfn,

f1, e2, . . . , en resp. p(1⊗ e1), p(1⊗ f2), . . . , p(1⊗ fn), 1⊗ f1, 1⊗ e2, . . . , 1⊗ en )

α̃ =



−py3 py4 . . . −pyn p −tn + y2 +
∑

i>3(−1)i−1yiti−1

−p t2 t3 . . . tn−1 x1 + tn
−1 x2

1 x3

. . .
...

−1 xn
1

−1
p −t2

−p t3
. . .

...
p −tn−1



+B.

Here B =
(
B11 B12

B21 B22

)
, where Bij has size n × n, and B11 and B21 have entries in p2A and

B12 and B22 have entries in pA. Rewriting this in the bases pe1, e2, .., en, f1, pf2, . . . , pfn resp.

p(1⊗e1), 1⊗e2, . . . , 1⊗en, 1⊗f1, p(1⊗f2), . . . , p(1⊗fn) we obtain a block matrix α =
(

U

Ũ

)
,

where U is of the form

U =



−tn + y2 +
∑

i>3(−1)i−1yiti−1 −py3 py4 . . . −pyn p

−1
−t2 p
t3 −p
...

. . .
−tn−1 p


+ pBU ,

where BU has entries in A and, in the last n − 1 rows, even has entries in pA, and Ũ is of the
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form

Ũ =



1
−p t2 t3 . . . tn−1 x1 + tn

−1 x2

1 −x3

. . .
...

−1 xn−1


+ pBŨ ,

where BŨ has entries in A and in the first row even has entries in pA.

The corresponding universal p-divisible groups overRm correspond to the pairs (M1(m), α(m))
obtained by base change from (M1, α).

Consider the p-divisible group Y with its Dieudonné module M = W10 ⊕W11. Let M1 =
W10 ⊕ Wp11 and let n0 = 10 and n1 = p11. Then Y corresponds to the pair (M1, β) where
β(n0) = 1 ⊗ n1 and β(n1) = −p ⊗ n0. By base change W → A resp. W → Am we obtain pairs
(M1R, β) resp. (M1Rm , β) corresponding to the constant p-divisible group Y over R resp. Rm.
We denote the matrix of β by S, hence

S =
(

0 −p
1 0

)
.

Now let j be as in the statement of the theorem, i.e. x ∈ Z(j)(F) but x /∈ Z(j/p)(F). We
want to investigate the ideal in R describing the maximal deformation of the homomorphism j,
and its image in Rm. We will determine explicitly the image of this ideal in Rp.

The map j corresponds to a map j(1) : M1 → M1(1) such that the following diagram
commutes,

M1

j(1)

��

β // M
σ
1

σ(j(1))

��
M1(1)

α(1)
// M1(1)σ.

Then j lifts over Rm if and only if there is a lift j(m) of j(1) such that the following diagram
commutes,

M1Rm

j(m)

��

β // M
σ
1Rm

σ(j(m))

��
M1(m)

α(m)
// M1(m)σ.

We write j(10) = a1 · pe1 + a2 · e2 + . . . + an · en. We also write j(1) = (X(1), Y (1)). Then
X(1) can be written in the above basis as

X(1) =

a1 0
...

...
an 0

 .
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Similarly we write j(p11) = b1 · f1 + b2 · pf2 + . . .+ bn · pfn and

Y (1) =

0 b1
...

...
0 bn

 .

Since j commutes with the Frobenius operator, we have j(p11) = FjF−1(p11) = Fj(10).
Using the matrix (αij) we see that

b1 = −paσ2 + p2s1, bi = (−1)iaσi+1 + psi for 2 6 i 6 n− 1, and bn = aσ1 +
∑

i>2
aσi yi + psn,

for suitable elements si ∈W.
Similarly, exploiting the relation j(10) = FjF−1(10) = −1

pFj(p11), we obtain the system of
equations

a1 = −bσ1x1/p− bσ2/p+ r1, ai = −bσ1xi + (−1)ibσi+1 + pri for 2 6 i 6 n− 1, and an = bσ1 + prn,

for suitable elements ri ∈ W . The equations b1 = −paσ2 + p2s1 and a1 = −bσ1x1/p − bσ2/p + r1

show that b1 and b2 are divisible by p. However, not all bi are divisible by p. Indeed, if they were,
then, because of bi = (−1)iaσi+1 + pri for 2 6 i 6 n − 1, the elements a3, . . . , an would also be
divisible by p. Using a2 = −bσ1x2 + bσ3 +pr2, we see that then also a2 would be divisible by p and,
using bn = aσ1 +

∑
i>2 a

σ
i yi + psn, it finally would follow that also a1 is divisible by p. However,

this would contradict our assumption that x ∈ Z(j)(F) \ Z(j/p)(F).
We are looking for liftings X(m) of X(1) and Y (m) of Y (1) over Am such that

UY (m) = σ(X(m))S and ŨX(m) = σ(Y (m))S. (10.1)

Suppose m = pl, where l > 1, and suppose we have found liftings X(pl−1) and Y (pl−1) satisfying
(10.1). For any choice of liftings X(pl) and Y (pl) of X(pl−1) and Y (pl−1), the matrices σ(X(pl)),
resp. σ(Y (pl)) are equal to σ(X(pl−1)) resp. σ(Y (pl−1)), interpreted as matrices over Apl . Hence
there are liftings X(pl) and Y (pl) satisfying (10.1) if and only if the matrices

U−1σ(X(pl−1))S and Ũ−1σ(Y (pl−1))S

are integral, and in this case

X(pl) = Ũ−1σ(Y (pl−1))S and Y (pl) = U−1σ(X(pl−1))S.

Define now inductively matrices XQ(pl) and YQ(pl) over Apl ⊗Z Q as follows: XQ(1) = X(1) and
YQ(1) = Y (1) and

XQ(pl+1) = Ũ−1σ(Y (pl))S and YQ(pl+1) = U−1σ(X(pl))S.

(Again σ(XQ(pl)) and σ(YQ(pl)) are well defined over Apl+1 ⊗Z Q.) It is easy to see that YQ(p)
is integral.

Let bi denote the image of bi in F. Let D = {i > 3 | bi 6= 0}. (This set is not empty as we saw
above.) Using the form of the matrix Ũ we easily see that XQ(p) is of the form

XQ(p) =


1
p

∑
i∈D(−1)ibσi ti−1 0

0 0
...

...
0 0

+A(p),
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where A(p) is integral. We claim that the equation of Z(j)p in R/mp is
∑

i∈D(−1)ibσi ti−1 = 0.
Let t =

∑
i∈D(−1)ibσi ti−1 and lift t to an element t̃ ∈ A using Teichmüller lifts of the coefficients

of t. Then we claim that Ã := A/((t2, . . . , tn)p + t̃ · A) is a frame for R/(mp + t · R). Since Ã
is isomorphic to W [[X1, . . . , Xn−2]]/(X1, . . . , Xn−2)p, it is torsion free as an abelian group. Let
σ be the endomorphism on Ã which extends the Frobenius on W by sending (the images of)
the ti to 0. Then σ induces the Frobenius on R/(mp + t · R). The ideal p · Ã is in an obvious
way equipped with a pd-structure. Using this frame, the same calculation as above shows that
j lifts over R/(mp + t · R). Since Z(j)p is a divisor ([8], Proposition 3.5), it follows that we can
write the equation for Z(j)p in R/mp in the form t · s = 0. We have to show that s is a unit.
Assume s is not a unit. Then it follows that j lifts over R/m2. For this ring we have the obvious
frame A/(t2, . . . , tn)2. Again the same calculation as above shows that j does not lift over R/m2

because
∑

i∈D(−1)ibσi ti−1 is not divisible by p in A/((t2, . . . , tn)2. Thus the equation of Z(j)p in
R/mp is indeed

∑
i∈D(−1)ibσi ti−1 = 0. Claim i) of the theorem follows.

Now we come to claim ii). Let n be the maximal ideal in ÔZ,x. We need to show dim n/n2 =
dimZp. Since x is super-general, it lies on a unique irreducible component of Nred, of the form
V(Λ), where Λ is a vertex lattice of type n, cf. [8], §4. Furthermore, x ∈ Z(j)(F) if and only
if j(1̄0) ∈ Λ∗ = pΛ. By Lemma 10.6, ordp(h(ji, ji)) > 1 for all i, and by the results of [8], §4,
the dimension of Z(ji)red is (n − 1)/2 at x for all i. Hence Zred = V(Λ) locally at x, and has
dimension (n− 1)/2. We will show that dim n/n2 = (n− 1)/2, which will prove that Zp = Zred

at x, and will finish the proof.
We saw above that the equation of Z(j) in m/m2 is a linear equation of the form∑

i>1

(−1)ibi(j)σti−1 = 0,

where the coefficients bi(j) arise by expressing j(p1̄1) in terms of a specific basis of the F-vector
space VM0/pVM0 with b1(j) = b2(j) = 0. We have to see that the rank of this system of linear
equations, as j(1̄0) varies through pΛ, is equal to (n− 1)/2.

However, as j varies, the elements j(p1̄1) generate the W -lattice pV (Λ⊗Zp2 W ) inside VM0,
and the dimension of pV (Λ⊗Zp2 W )/pVM0 is equal to (n− 1)/2.

Corollary 10.8. Let j1, . . . , jn and Z be as in Theorem 10.1. Then the special fiber Zp of Z is
regular.

Proof. We use induction on m (notation as in Theorem 10.1). We observe that m is always odd.
For m = 1 there is nothing to do, since for n = 1 we have Np ∼= Spec F. If x is super-general, the
assertion follows from Theorem 10.7.

Now assume that x is not super-general. By Lemma 10.6, there is a special cycle Z(j0) of
valuation 0 passing through x. We consider the Zp2-submodule J of V generated by j0, j1, . . . , jn
and we define Z(J) = ∩i=0,...,nZ(ji). (Recall that V is the Qp2-space of special homomorphisms,
with hermitian form h( , ).)

Claim There is an orthogonal Zp2-basis b1, . . . , bn of J with h(bi, bi) ∈ {1, p} for all i.

We denote by U the Zp2-submodule of V generated by j1, . . . , jn, so that U ⊆ J ⊆ V. Both
U and J are free Zp2-modules of rank n. Let U∨ (resp. J∨) be the set of j ∈ V with h(j, c) ∈ Zp2

for all c ∈ U (resp. all c ∈ J). It follows that pU∨ = U . Let c1, . . . , cn be an orthogonal basis
of J , and denote by αi the valuation of h(ci, ci). Assume now that αi > 2 for some i. Then it
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follows that p−1ci ∈ pJ∨ ⊆ pU∨ = U . Hence ci ∈ pU ⊆ pJ . But an element of pJ cannot be a
member of a basis of J . Hence all ci have valuation 0 or 1. Thus the claim follows.

The number of bi which have valuation 0 is positive because there is an element of valuation
0 in J (e.g. j0). Hence by the induction hypothesis Z(J)p is regular. We know that the dimension
of Zp is the dimension of the supersingular locus of Np. Therefore the dimension of Z(J)p =
Zp ∩ Z(j0)p is smaller than the dimension of Zp. Since Z(J)p is regular, it follows that Zp is
regular at x.

Remark 10.9. Consider the isogeny α : Yn → X defined by (j1, . . . , jn). The kernel of α is a
finite flat group scheme G of rank pm, of type (p, p, . . . , p) and equipped with an action of Fp2 .
As Zink pointed out, if m = 1, such a group scheme can only exist over a base Y with p ·OY = 0.
(He uses Oort-Tate theory to show this.) We do not know whether Theorem 10.1 can be seen
from this angle in the general case.

11. Proof of Theorem 9.5

Choose a W -basis of B as follows. Choose e0, e1 . . . , ec ∈ B such that e1, . . . , ec project to vectors
in B∗/pB and e0 is in B \B∗, and such that the images of these vectors in B/L span the Jordan
block relative to the eigenvalue λ of ḡ in U/U⊥. Next let l be the minimal integer > 0 such that
glu ∈ pB. For l > i > 0 denote by ec+1+i the element giu ∈ L. Finally, we complete this to a
basis by lifting vectors which project to Jordan blocks other than λ. These last vectors we call
ec+l+1, . . . , en−1. We therefore obtain the following identities modulo L,

ge0 ≡ λe0 + e1, ge1 ≡ λe1 + e2, . . . , gec−1 ≡ λec−1 + ec, gec ≡ λec. (11.1)

If m > c+ l and em, . . . , em′ give rise to a Jordan block of g in B/L to an eigenvalue µ, then

gem ≡ µem + em+1, . . . , gem′−1 ≡ µem′−1 + em′ , gem′ ≡ µem′ . (11.2)

By perhaps changing the ei by adding a suitable element of L, we may (and will) assume that
these congruences also hold modulo pB.

The vectors ei form a W -basis of M0 = B, where M is the Dieudonné module of X, the p-
divisible group belonging to B. Let f0, . . . , fn−1 be a basis of M1 such that 〈ei, fj〉 = δij . Denote
by T the W -span of e0, f1, f2, . . . , fn−1 and by L′ the W -span of f0, e1, e2, . . . , en−1. (We only
write L′ instead of the usual notion L since the letter L is already used.) Then

M = L′ ⊕ T, V M = L′ ⊕ pT.

Let h1 = e0, h2 = f1, . . . , hn = fn−1, hn+1 = f0, hn+2 = e1, . . . , h2n = en−1. Define the matrix
(αij) by

Fhj =
∑
i

αijhi for j = 1, . . . , n,

V −1hj =
∑
i

αijhi for j = n+ 1, . . . , 2n.

It follows (see [20], p. 48) that the universal deformation of X over F[[t11, . . . , tnn]] corresponds
to the display (L′⊕T )⊗W (F[[t11, . . . , tnn]]) with matrix (αij)univ (wrt. the basis h1, . . . , h2n and
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with entries in W (F[[t11, . . . , tnn]]) given by

(αij)univ =



1 [t11] . . . [t1n]
. . .

...
. . .

...
1 [tn1] . . . [tnn]

1
. . .

1


· (αij).

Here the [tij ] denote the Teichmüller representatives of the tij . Now let A
′

= W [[t11, . . . , tnn]] and
let R

′
= F[[t11, . . . , tnn]]. We extend the Frobenius σ on W to A

′
putting σ(tij) = tpij . Let R be the

completed universal deformation ring (in the special fiber) of X together with the Zp2-action and
the p-principal polarization. Then R is a quotient of R

′
by an ideal J. Using the fact that (αij)univ

has to respect the Z/2 grading, it is easy to see that the ideal describing the deformation of the
Zp2-action is (t11, tij)i,j 6=1. Using this, it is easy to see that J = ((t11, tij)i,j 6=1, (t1i − ti1)i6n).
(Compare also [5], p. 231.) Thus we may identify R with the ring F[[t1, . . . , tn−1]], where ti
corresponds to the image of t1i+1 in R

′
/J. We also define A = W [[t1, . . . , tn−1]].

Let (βij)univ be the matrix over A
′

which is obtained from (αij)univ by replacing the [ti] by
ti and by multiplying the last n rows by p. We consider the A

′
- R

′
window (M

′
,M

′
1,Φ

′
) given

by M
′

= M ⊗A′ , M ′
1 = VM ⊗A′ , Φ

′
= (βij)univσ, where the matrix of Φ

′
is described in the

basis h1, . . . , h2n. (We consider the hi as elements in M
′
, and they form a basis of M

′
; similarly

ph1, . . . , phn, hn+1, . . . , h2n form a basis of M
′
1.) The corresponding display is the universal dis-

play described above (easy to see using the procedure described on p.2 of [21]). Hence we call
(M

′
,M

′
1,Φ

′
) the universal window.

For an element f =
∑
ak1,...,kn−1t

k1
1 · · · t

kn−1

n−1 ∈ R we denote by f̃ ∈ A the element f̃ =∑
ãk1,...,kn−1t

k1
1 · · · t

kn−1

n−1 , where ãk1,...,kn−1 is the Teichmüller lift of ak1,...,kn−1 . Thus f̃ is a lift of
f .

Let m be the maximal ideal of R. In the sequel, we call an ideal J ⊆ m of R admissible if
R/J is isomorphic to F[T ]/(T l) for some l with 1 6 l 6 p. (In particular, J contains mp.)

Let J be admissible. We now construct a frame for R/J . If l = 1 (i.e. J = m) then there is
nothing to do since W is a frame for F. Thus we may assume that l > 2. Let mJ be the maximal
ideal of R/J . The map R→ R/J induces a surjective linear map of F-vector spaces

φ : m/m2 → mJ/m
2
J .

Since R/J ∼= F[T ]/(T l), the dimension of mJ/m
2
J is 1. Let X̄1 ∈ m/m2 be an element that is not

in the kernel of φ. We can extend X̄1 to a basis X̄1, . . . , X̄n−1 of m/m2 such that X̄2, . . . , X̄n−1 are
in the kernel of φ. Let X1 ∈ m be any lift of X̄1. We find lifts X2, . . . , Xn−1 of X̄2, . . . , X̄n−1 which
are all contained in J . It follows that J = (X l

1, X2, . . . , Xn−1). Let X̃i ∈ A be the lifts of the Xi as
explained above. Then it follows that R = F[[X1, . . . , Xn−1]] and A = W [[X̃1, . . . , X̃n−1]]. Define
now J̃ = ((X̃1)l, X̃2, . . . , X̃n−1). Then (A/J̃)/(p) = R/J , and A/J̃ is torsion free as an abelian
group. The endomorphism on A extending the Frobenius on W by sending ti 7→ tpi induces an
endomorphism on A/J̃ sending the images of the ti to 0 since we assume that l 6 p and hence
(t1, . . . , tn−1)p = (X̃1, . . . , X̃n−1)p ⊆ (X̃p

1 , X̃2, . . . , X̃n−1) ⊆ J̃ . Since furthermore the ideal p ·A/J̃
in A/J̃ is obviously equipped with a pd-structure, it follows that indeed A/J̃ is a frame for R/J .

Let I be the ideal of M∩Z(g) in R. By Lemma 9.2, R/I ∼= F[T ]/(T l) for some l > 1. Thus,
the ideal I + mp is the smallest admissible ideal J such that Spec(R/J) ⊆M∩Z(g).
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Let J ⊆ R be an admissible ideal such that I + mp ⊆ J .
By base change from the universal window (M

′
,M

′
1,Φ

′
) we obtain a window (M (J),M

(J)
1 ,Φ(J))

over R/J . We have a Z/2-grading3 M (J) = M (J),0 ⊕M (J),1 and M
(J)
1 = M

(J),0
1 ⊕M (J),1

1 . We
denote by G(J) the matrix of g wrt. the basis of M (J) coming from the above basis of M ′, and
by G

(J)
1 the matrix of g wrt. the basis of M (J)

1 coming from the above basis of M ′1. Denote by
Φ̃ the matrix of Φ wrt. this basis of M (J). Then G(J) and G

(J)
1 are integral. Since g commutes

with Φ, we have

G(J) = Φ̃σ(G(J))Φ̃−1 = Φ̃σ(G(m))Φ̃−1.

Here we use that since mp ⊆ J , we have σ(G(J)) = σ(G(m)), where we view G(m) (i.e. the matrix
of g over W corresponding to the F-valued point) as a matrix with entries in A/J̃ . Similarly,

G
(J)
1 =

(
p−11n

1n

)
Φ̃
(
p−11n

1n

)−1

σ(G(J)
1 )

(
p−11n

1n

)
Φ̃−1

(
p−11n

1n

)−1

.

Again we observe that σ(G(J)
1 ) = σ(G(m)

1 ). Let

τ =


0 t1 . . . tn−1

t1 0 . . . 0
...

...
...

tn−1 0 . . . 0

 .

Then

Φ̃ =
(

1n τ
0 1n

)
(αij)

(
1n

p · 1n

)
. (11.3)

If S 6= 0 is a quotient of R by an admissible ideal and if (MS ,MS
1 ,Φ

S) denotes the corre-
sponding window obtained by base change from the universal one, let gS : MS⊗Q→MS⊗Q be
the map which is induced by the map g(mp) : M (mp) ⊗Q→M (mp) ⊗Q which in turn lifts g and
commutes with Φ(mp). (Here (M (mp),M

(mp)
1 ,Φ(mp)) is the window over R/mp obtained by base

change from the universal one, where we use the obvious frame A/(t1, ..., tn−1)p for R/mp.) The
map g(mp) is given by the matrix G(mp) of g(mp) with respect to the above basis of M (mp) ⊗ Q,
i.e. G(mp) = Φ̃σ(G(mp))Φ̃−1 = Φ̃σ(G(m))Φ̃−1, where again by abuse of notation we write G(m) for
an arbitrary lift of G(m) over A/(t1, ..., tn−1)p and Φ̃ is the matrix of Φ(mp) wrt. the above basis
of M (mp)⊗Q. We claim that g lifts over S if and only if gS maps MS,0 into MS,0 and MS,0

1 into
MS,0

1 . It is obvious that these conditions are necessary. Suppose they are fulfilled.
Since g is unitary, 〈x, y〉 = 〈gx, gy〉 for all x, y ∈M . In other words, for the adjoint g† of g we

have g† = g−1. It is obvious (from the above formulas for the matrices of the lifts of g) that the
map p2g lifts to a map g̃1 over R/mp. By rigidity g̃†1 = p4g̃−1

1 . Let 〈, 〉p be the alternating form
on M (mp) ⊗Z Q. Then it follows that 〈p−2g̃x, y〉p = 〈x, (p−2g̃)−1y〉p. Suppose now that gS maps
MS,0 into MS,0 and MS,0

1 into MS,0
1 . Denoting by 〈, 〉S the alternating form on MS , this means

that 〈gSei, fj〉S is integral for all i, j and 〈gSei, f1〉S is an integral multiple of p for all i. This
implies that 〈ei, (gS)−1fj〉S is integral for all i, j and 〈ei, (gS)−1f1〉S is an integral multiple of p
for all i. Since the determinant of g (restricted to an endomorphism of M1⊗Z Q) is a unit in W ,
also the determinant of gS (restricted to an endomorphism of MS,1 ⊗Z Q) is a unit in S. Hence

3As in the previous section, we now write the grading index as an upper index, to avoid a conflict of notation with
Zink’s theory.
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it follows that also 〈ei, (gS)fj〉S integral for all i, j and 〈ei, (gS)f1〉S is an integral multiple of p
for all i. This shows that gS maps MS,1 into MS,1 and MS,1

1 into MS,1
1 , confirming the claim.

Let J ⊆ R again be an admissible ideal such that I + mp ⊆ J . We compute:

G
(J)
1 =

(
p−11n

1n

)
Φ̃
(
p−11n

1n

)−1

σ
(
G

(m)
1

)(p−11n
1n

)
Φ̃−1

(
p−11n

1n

)−1

=
(
p−11n

1n

)
Φ̃σ
(
G(m)

)
Φ̃−1

(
p−11n

1n

)−1

.

Using that G(m) = (αij)
(

1n 0
0 p1n

)
σ
(
G(m)

)(1n 0
0 p1n

)−1

(αij)−1 and the equation (11.3), we

obtain

G
(J)
1 =

(
p−11n

1n

)(
1n τ
0 1n

)
G(m)

(
1n −τ
0 1n

)(
p−11n

1n

)−1

.

This matrix respects the Z/2-grading and it is integral since I + mp ⊆ J . We consider the block
matrix of g = gR/m according to the Z/2-grading of M , and denote by H the ‘left upper block’
describing the endomorphism of M0 induced by g wrt the basis e0, . . . , en−1. Let H(J) the upper
left block of the matrix obtained from G(J) by base change to the basis e0, . . . , en−1, f0, . . . , fn−1.
Similarly, let H(J)

1 be the upper left block of the matrix obtained from G
(J)
1 by base change to

the basis pe0, e1 . . . , en−1, f0, pf1, . . . , pfn−1. Then H
(J)
1 is given by

H
(J)
1 =

(
p−1

1n−1

)
1 t1 . . . tn−1

1
. . .

1

H


1 −t1 . . . −tn−1

1
. . .

1


(
p−1

1n−1

)−1

.

Note that we only want to consider deformations which factor through δ(M). In terms of the
parameters t1, . . . , tn−1, this condition just says that tc+1 = 0.

The matrix H is up to multiples of p given by the description of the action of g on the ei in
the beginning of the proof.

We want to find the conditions that the matrix H
(J)
1 is integral. For this it is enough to

check when the entries in the first line are integral (the coefficients of pe0 in the images of the
basis vectors). Using the equations (11.1) (and calculating modulo integral elements, i.e., modulo
elements of R), the first c+ l entries are

λ+ t1, (−t21 + t2)/p, (−t1t2 + t3)/p, . . . , (−t1tc−1 + tc)/p, (−t1tc)/p,(
− (λ+ t1)tc+1 + tc+2

)
/p, . . . ,

(
− (λ+ t1)tc+l−1 + tc+l

)
/p,
(
− (λ+ t1)tc+l

)
/p.

Using tc+1 = 0, this shows that in R/J

t1ti = ti+1, ∀i 6 c− 1, t1tc = 0, and tc+2 = . . . = tc+l = 0.

If em, . . . , em′ span another Jordan block (mod L) to an eigenvalue µ, then by equations (11.1)
and (11.2), the entries with index between m and m′ are (modulo integral elements)(
− λtm − t1tm + µtm + tm+1

)
/p, . . . ,

(
− λtm′−1 − t1tm′−1 + µtm′−1 + tm′

)
/p, tm′(−λ+ µ− t1)/p.

Since λ 6= µ (modulo p), the expression (−λ+ µ− t1) is a unit, hence we obtain tm′ = 0 in R/J .
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Inductively we obtain that tm = . . . = tm′−1 = tm′ = 0 in R/J . Therefore(
t1ti − ti+1 for i 6 c− 1, t1tc, ti for i > c+ 1

)
⊆ J.

Note that there do not occur further conditions from the integrality of

H(J) =


1 t1 . . . tn−1

1
. . .

1

H


1 −t1 . . . −tn−1

1
. . .

1

 .

We claim that J0 :=
(
t1ti − ti+1 for i 6 c− 1, t1tc, ti for i > c+ 1

)
+ mp = I +mp. Obviously

J0 is admissible. If we choose S = R/J0 then the same calculation as above shows that g lifts
over S. Since tc+1 ∈ J0 it follows that Spec(S) ⊆M∩Z(g). It follows that indeed I +mp = J0.

Since 2c + 1 6 n and since we assume n 6 2p − 2, we have c + 1 < p. Hence the claim of
Theorem 9.5 follows from the next lemma.

Lemma 11.1. Let r > s > 0 be integers. Consider the ideal J in F[[X1, . . . , Xn]], where

J = (Xs
1 , X2, . . . , Xn).

Let I be an ideal in F[[X1, . . . , Xn]] such that

I + mr = J,

where m denotes the maximal ideal. Then I = J .

Proof. We proceed in several steps.

Step 1. Consider the projection F[[X1, . . . , Xn]] → F[[X2, . . . , Xn]], obtained by dividing out by
(X1). Let Ī , resp. J̄ , be the image of I, resp. J , and let m̄ be the maximal ideal of F[[X2, . . . , Xn]].
Then Ī = J̄ = m̄ by Nakayama’s Lemma.

Step 2. Let b ∈ J . Then b is congruent modulo I to an element of mr. Writing this latter element
as a sum of monomials in X1, . . . , Xn, and using step 1, we see that b is congruent modulo I to
an element in the ideal (Xr

1). Hence it suffices to prove that Xr
1 ∈ I.

Step 3. We claim that in fact Xs
1 ∈ I. We will show that Xs

1 ∈ I + mkr for all k, which will prove
the claim.

We proceed by induction on k, the case k = 1 holding true by hypothesis. Assume that
Xs

1 ∈ I + mkr. Hence we are assuming that Xs
1 is congruent modulo I to an element of mkr.

Writing this element of mkr as a sum of monomials in X1, . . . , Xn, we subdivide this sum into

– a sum of monomials, where the exponent of X1 is > s,
– a sum of monomials, where the exponent of X1 is < s.

In the first sum, we extract the factor Xs
1 ; since kr > s, the remainder lies in m. Bringing this

first sum to the left hand side, we see that this expression differs from Xs
1 by a unit. Hence we

may disregard the first sum.
In the second sum, the total degree in X2, . . . , Xn of each monomial is strictly larger than

kr − s, i.e., is at least (k − 1)r + 2. Now X2, . . . , Xn are congruent modulo I to elements in
mr and we may replace each X2, . . . , Xn by an element in mr. Then each summand lies in
m((k−1)r+2)r ⊂ m(k+1)r, which concludes the induction step.
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