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Abstract

We give a modification of Yu’s construction of supercuspidal represen-
tations of a connected reductive group G over a non-archimedean local
field F . This modification restores the validity of certain key intertwining
property claims made by Yu, which were recently proven to be false for
the original construction. This modification is also an essential ingredient
in the construction of supercuspidal L-packets in [Kalb]. As further ap-
plications, we prove the stability and many instances of endoscopic char-
acter identities of these supercuspidal L-packets, subject to some condi-
tions on the base field F . In particular, for regular supercuspidal parame-
ters we prove all instances of standard endoscopy. In addition, we prove
that these supercuspidal L-packets satisfy [Kala, Conjecture 4.3], which,
together with standard endoscopy, uniquely characterizes the local Lang-
lands correspondence for supercuspidal L-packets (again subject to the
conditions on F ). These results are based on a statement of the Harish-
Chandra character formula for the supercuspidal representations arising
from the twisted Yu construction.
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1 INTRODUCTION

The construction of supercuspidal representations of reductive p-adic groups
provided by Yu ([Yu01]) has been widely used. It was recently noticed by one
of us (L.S.) that the proofs of two essential results in this construction, [Yu01,
Proposition 14.1 and Theorem 14.2], are incorrect, due to the usage of a mis-
stated lemma from [Gér77]. In fact, [Fin, §4] provided counterexamples show-
ing that the results themselves are false. These results are essential in Yu’s proof
that his construction produces irreducible supercuspidal representations. A
different proof was given in [Fin, Theorem 3.1] that Yu’s construction still pro-
duces irreducible supercuspidal representations, despite the failure of [Yu01,
Proposition 14.1 and Theorem 14.2].

However, [Yu01, Proposition 14.1 and Theorem 14.2] turn out to have im-
portant consequences beyond their original intention. For example, they are
used in [Spi18] and the forthcoming [Spi] for the computation of the Harish-
Chandra characters of the representations produced by Yu’s construction, gen-
eralizing earlier work [AS09]. Moreover, even in special cases where the Har-
ish-Chandra characters have already been computed, such as [AS09] or [Kal19],
the resulting formulas contain auxiliary characters that interfere with applica-
tions, and whose existence can be traced back to the failure of [Yu01, Proposi-
tion 14.1 and Theorem 14.2]. From this point of view, restoring the validity of
[Yu01, Proposition 14.1 and Theorem 14.2] becomes desirable. We accomplish
this by modifying Yu’s construction.

The modification is obtained by twisting the data in the original construction
by a sign character εx. The construction of this sign character and the compu-
tation of its values in Theorem 3.4 are the technical heart of this paper. Before
we discuss Theorem 3.4, we list some applications.

Our first main result states that the twisted Yu construction satisfies the ana-
logues of [Yu01, Proposition 14.1 and Theorem 14.2], and, as a consequence,
produces irreducible supercuspidal representations, cf. Corollaries 4.1.11 and
4.1.12, and Theorem 4.1.13. Our second main result is a formula for the Harish-
Chandra character function of regular (or more generally, non-singular and
possibly reducible) supercuspidal representations, Theorem 4.3.7. For shallow
elements this formula is unconditional, based on [Kal19, §4.4]. For general
elements this formula uses the forthcoming work of [Spi]. The formula for
shallow elements is used in an essential way in [Kalb] for the construction of
supercuspidal L-packets. Without the twisted Yu construction obtained in this
paper and the resulting character formula of Proposition 4.3.2, the construction
of [Kalb] would not be possible, due to the significant interference of the above
mentioned auxiliary characters.

Before describing our third main result, let us discuss the last point more pre-
cisely. A formula for the Harish-Chandra character function of the supercusp-
idal representations arising from Yu’s construction was given in [AS09, Theo-
rem 7.1] under a strict compactness hypothesis. It was shown in [Kal19, §4.4]
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that the character formula of [AS09], adapted as in [DS18, Theorem 4.28], is
valid without the compactness assumption in the special case of regular super-
cuspidal representations and certain shallow elements. Moreover, after suit-
ably interpreting the roots of unity occurring in this formula, it can be used as
a guide in the construction of L-packets, which was done in [Kal19, §5]. The
reinterpreted character formula, stated in [Kal19, Corollary 4.10.1], contained
certain auxiliary characters that from a philosophical point of view should not
have been there. More precisely, the character formula for a regular super-
cuspidal representation π(S,θ) at a shallow regular element γ ∈ S(F ) stated in
[Kal19, Corollary 4.10.1] is

e(G)εL(X∗(T )C −X∗(S)C,Λ)
∑

w∈N(S,G)(F )/S(F )

∆abs
II [a, χ′](γw)εf,ram(γw)εram(γw)θ(γw).

The auxiliary characters are εf,ram and εram. There is also another part of the
formula that is less natural than it should be, and it involves the construction
of the χ-data χ′ in [Kal19, (4.7.2)]. We will delay this discussion to the body of
this paper (§4.2), and limit ourselves in this introduction to the remark that the
χ-data χ′ fail to reflect the functoriality on the Galois side that is suggested by
the inductive nature of Yu’s construction.

While these auxiliary terms did not present a mathematical problem for the
construction of regular supercuspidal L-packets, they do become a problem if
one wants to go beyond the regular case. The reason is discussed in detail in
the introduction of [Kalb]. The modification of Yu’s construction obtained in
this paper removes the auxiliary characters εf,ram and εram from the character
formula and leads to a more natural construction of the χ-data used in it. More
precisely, Proposition 4.3.2 states that the character formula for a regular super-
cuspidal representation π(S,θ) at a shallow regular element γ ∈ S(F ) is given
by

e(G)εL(X∗(T )C −X∗(S)C,Λ)
∑

w∈N(S,G)(F )/S(F )

∆abs
II [a, χ′′](γw)θ(γw).

We have denoted here by χ′′ the new χ-data, which now reflect functorial-
ity along L-embeddings between the various twisted Levi subgroups that are
part of the Yu datum. This formula applies more generally to non-singular su-
percuspidal representations. With the auxiliary characters now removed, this
formula allows the construction of supercuspidal L-packets to proceed beyond
the regular case, which is done in [Kalb].

Our third main result, Theorem 4.4.4, is the proof of stability and endoscopic
transfer of the regular supercuspidal L-packets constructed in [Kal19], and
more generally the stability and certain cases of endoscopic transfer of the
torally wild supercuspidal L-packets constructed in [Kalb]. This proof is valid
when the characteristic of F is zero and the residual characteristic p is larger
than a certain bound depending on G. We note that this condition on p implies
in particular that every supercuspidal Langlands parameter is torally wild. To
state our result slightly more precisely, consider a supercuspidal parameter
ϕ : WF → LG and let Sϕ = Cent(ϕ, Ĝ). There is an associated torus S de-
fined over F , a character θ : S(F )→ C×, and a canonical exact sequence

1→ ŜΓ → Sϕ → Ω(S,G)(F )θ → 1,

where Ω(S,G) is a subgroup of the automorphism group of S that is identi-
fied with the Weyl group coming from G in a natural way. When ϕ is regular,
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Ω(S,G)(F )θ is trivial, hence Sϕ ∼= ŜΓ. In this paper we prove, for any su-
percuspidal parameter ϕ, the stability of the L-packet Πϕ and the endoscopic
character identities for all s ∈ ŜΓ ⊂ Sϕ, subject to the above mentioned condi-
tions on the base field F .

On the way to proving the stability of supercuspidal L-packets, we also prove
that they satisfy [Kala, Conjecture 4.3]. We recall that this conjecture, together
with the endoscopic character identities, uniquely characterizes the local Lang-
lands correspondence for supercuspidal parameters, again subject to the con-
ditions on F .

Let us also mention that the twisted Yu construction of this paper aligns with
the geometric construction of unramified toral supercuspidal representations
of Chan–Ivanov [CI21]. This was noticed by Chan–Oi, who computed some
character values of these representations and noticed the absence of the auxil-
iary character εram (the auxiliary character εf,ram is automatically trivial in the
unramified setting), cf. [CO, Theorem 7.2].

Having described the applications of our main technical result, Theorem 3.4,
let us now briefly discuss its proof, and in particular the construction of the
sign character εx. It is performed in the following abstract situation. Let F
be a non-archimedean local field whose residual characteristic is not 2, G a
connected adjoint F -group that splits over a tame extension of F , M ⊂ G a
tame twisted Levi subgroup, x a point in the enlarged Bruhat–Tits building of
M , and X ∈ Lie∗(Msc,ab)(F ) a G-generic element, where Msc,ab is the maximal
abelian quotient of the preimage of M in the simply connected cover of G.
To these data we associate a character εG/Mx : M(F )x → {±1}, which is the
product of three distinct characters — a character M εsym,ram obtained from the
Moy–Prasad filtration, a character M ε

sym,ram
s obtained via a hypercohomology

construction, and a characterM ε0 obtained via a spinor-norm construction. The
hypercohomology and spinor-norm constructions are quite general and work
over arbitrary fields of odd characteristic; here they are applied to the residue
field of F .

For every tame maximal torus T ⊂ M whose enlarged building contains x,
we give an explicit formula for the restriction of εG/Mx to T (F )x. This formula
has the property that it recovers the product of the auxiliary characters εram

and εf,ram mentioned above, together with a third character ε[ which measures
the difference between the two versions χ′ and χ′′ of the χ-data in the Harish-
Chandra character formula. In order to unify notation, we have denoted εram

by ε],x and εf,ram by εf , and we have decorated each of them by the super-
script G/M . Part of the character ε[, denoted here by ε[,0, appeared in [Kala,
Proposition 5.27].

In the application of εG/Mx to Yu’s construction, we are given a Yu datum for an
irreducible supercuspidal representation, which in particular contains a tower
of twisted Levi subgroups G0 ⊂ G1 ⊂ · · · ⊂ Gd = G as well as a point x in the
enlarged Bruhat–Tits building of G0. The character εx by which we twist this
construction is the product over all i of characters derived in a straightforward

way from ε
Gi+1/Gi

x , cf. §4.1, in particular Definition 4.1.10.

The essential challenge in the proof of Theorem 3.4 was that the constructions
of the three pieces M εsym,ram, M ε

sym,ram
s , and M ε0 of εG/Mx were in no way sug-

gested by the shape of the auxiliary characters ε],x and εf that reflect the is-
sues with Yu’s original construction, or the character ε[,0 that was presented by
considerations with the dual side. In fact, none of the three pieces M εsym,ram,

M ε
sym,ram
s , and M ε0 is directly related to any of the three auxiliary characters
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ε],x, εf , and ε[,0. The path from the latter to the former led us through many
sharp turns and down many dark alleys. In fact, we were intially only con-
cerned with extending the product ε],x · ε[,0 from one fixed tame maximal torus
T (F ) to M(F )x. That there is a natural construction of a character of M(F )x
which does this simultaneously for all tame maximal tori T ⊂ M , and that it
moreover produces, in addition to ε],x and ε[,0, also εf and the remainder of
ε[, was a great and pleasant surprise. The full force of this statement ended up
being essential in our applications.

2 NOTATION

For any field F we fix a separable closure of F̄ . When we refer to a separa-
ble extension E/F , we tacitly assume that E ⊂ F̄ . If E/F is finite, then we
write disc(E/F ) ∈ F×/F×,2 for the discriminant of the extension E/F , i.e., the
determinant of the trace pairing, and NE/F : E× → F× for the norm map.

For every quadratic extension E/E± of fields of characteristic not 2, we write
σE/E± for the generator of Gal(E/E±), E1 for the kernel of NE/E± (if E± is
understood), and LE/E± for the isomorphism E1 → E×/E×± that is inverse to
e 7→ e/σE/E±(e).

We denote by ΓF the absolute Galois group Gal(F̄ /F ) and put ΣF = ΓF×{±1}.
If F is understood, then we may abbreviate ΓF and ΣF to Γ and Σ, respectively.
Let S be a set on which Σ operates, and i an element of S. Then i is called
asymmetric if−i /∈ Γ·i, and symmetric if−i ∈ Γ·i. These notions depend only on
the Σ-orbit of i. We have the disjoint-union decomposition S = Sasym tSsym
into the subsets of asymmetric, respectively symmetric, elements. We write
Γi, respectively Γ±i, for the subgroup of Γ that leaves invariant the set {i},
respectively {i,−i}. Thus Γi is a subgroup of Γ±i, of index 1 if i is asymmetric,
and of index 2 if i is symmetric. We write Fi, respectively F±i, for the fixed
field in F̄ of Γi, respectively Γ±i. If i is symmetric, then we abbreviate LFi/F±i
to L±i, and σFi/F±i to σi.

If F is a non-archimedean local field, then we denote its ring of integers by OF
and the maximal ideal of OF by pF ; write kF = OF /pF ; and let pF and qF be
the characteristic and size, respectively, of kF . We denote by IF ⊂ ΓF the iner-
tia subgroup. Again we drop the subscript if F is understood. Given i ∈ S, we
write Oi, pi, and ki, for the ring of integers, maximal ideal, and residue field of
Fi, and employ the analogous notation for F±i. We let F tr, respectively F ur, be
the maximal tamely ramified, respectively unramified, extension of F (inside
F̄ ). A symmetric element i is called unramified if −i /∈ I · i, and ramified if −i ∈
I · i. The extension [ki : k±i] is of degree 1 if i is ramified, and 2 if i is unram-
ified. We have the disjoint-union decomposition Ssym = Ssym,unram tSsym,ram
of the symmetric elements of S into the subsets of unramified symmetric, re-
spectively ramified symmetric, elements.

If G is a connected reductive group defined over F , then we write B(G,F ) for
the enlarged Bruhat–Tits building of G. For x ∈ B(G,F ), we denote by G(F )x
the stabilizer of x and by Gx the (usually disconnected) k-group scheme with
reductive identity component for which Gx(kE) = G(E)x/G(E)x,0+ for every
unramified extension E/F . Its identity component is denoted by G◦x, and sat-
isfies G◦x(kE) = G(E)x,0/G(E)x,0+. Here G(E)x,0 and G(E)x,0+ are the (con-
nected) parahoric subgroup of G(E)x and its pro-unipotent radical. For a non-
negative real number r and a separable extensionE/F of finite ramification de-
gree, we denote by G(E)x,r, respectively G(E)x,r+, the Moy–Prasad filtration
subgroup of depth r, respectively the union of such subgroups of all depths
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greater than r, normalized with respect to the valuation on E that sends a uni-
formizer of F to 1. Note that G(E)x, G(E)x,r, and G(E)x,r+, depend only on
the image of x in the reduced building. We may abbreviate G(E)x,r/G(E)x,r+
to G(E)x,r:r+. We use the analogous notation for the Lie algebra.

Given a torus T defined over F , we write X∗(T ) and X∗(T ) for the char-
acter and cocharacter lattices of TF̄ , respectively. These are finitely gener-
ated free abelian groups with Σ-action. We write T for the special fiber of
the ft-Néron model of T . Thus for every unramified extension E/F we have
T(kE) = T (E)b/T (E)0+ and T◦(kE) = T (E)0/T (E)0+, where T (E)b is the
maximal bounded subgroup of T (E), T (E)0 is the Iwahori subgroup, and
T (E)0+ the pro-unipotent radical of T (E)0. For x ∈ B(T, F ) we have T = Tx.

If T is a torus in a connected reductive group G, then we write R(T,G) for
the set of non-zero weights of TF̄ acting on Lie(GF̄ ). If M ⊂ G is a con-
nected reductive subgroup containing the torus T , we write R(T,G/M) =
R(T,G) r R(T,M). The sets R(T,G), R(T,M), and R(T,G/M) are equipped
with a Σ-action. We will be most interested in the cases when M is a twisted
Levi subgroup of G and T is either a maximal torus of G or the connected
center of M .

We use Lie(−) or Fraktur letters to denote Lie algebras. Thus we will write
Lie(G), Lie(M), and Lie(T ), or g, m, and t for the Lie algebras of G, M , and
T , respectively. A point x ∈ B(G,F ) specifies an OE-lattice g(E)x,0 in the E-
vector space g(E) for every separable extension E/F . When E/F has finite
ramification degree and is tame we have g(F )x,0 = g(E)Γ

x,0.

We will write Ad(g) : g → g for the differential of the homomorphism x 7→
gxg−1, and define Ad∗(g) : g∗ → g∗ by 〈Ad∗(g)X,Y 〉 = 〈X,Ad(g)−1Y 〉.
We write Gad for the adjoint quotient of G, Gder for the derived subgroup of G,
andGsc for the simply-connected cover ofGder. IfM is a twisted Levi subgroup
ofG (for example, ifM = T is a maximal torus), then we writeMsc andMad for
the preimage of M in Gsc and the image of M in Gad, respectively. Note that
Msc is not the simply connected cover of the derived subgroup of M unless
M = G (the derived subgroup of Msc is simply connected, but Msc will have a
non-trivial connected center) and Mad is not the adjoint quotient of M unless
M = G (the center of Mad is connected, but not trivial).

Let T be a maximal torus in G. For α ∈ R(T,G) ⊂ X∗(T ), we write α∨ ∈
R∨(T,G) ⊂ X∗(T ) for the coroot and dα∨ for the corresponding element of
Hom(Lie(Gm,F̄ ), tF̄ ). Write αsc for the root corresponding to α under the iden-
tification of R(T,G) and R(Tsc, Gsc). We set Hα = dα∨sc(1) ∈ tsc(F̄ ).

If K is a subgroup of G(F ), ρ a representation of K and g ∈ G(F ), then we
write gK = gKg−1, g∩K = K ∩ gK, and gρ(k) = ρ(g−1kg).

3 STATEMENT OF THEOREM 3.4

Let F be a non-archimedean local field. We assume p 6= 2. LetG be a connected
adjoint group defined over F and split over F tr, and let M be a twisted Levi
subgroup of G split over F tr. Note that the center ZM of M is connected.

We fix an embedding of Bruhat–Tits buildings B(M,F ) ⊂ B(G,F ) and a point
x ∈ B(G,F ) that lies in the image of B(M,F ). We regard x as an element of
B(M,F ) via the fixed embedding. The image of x in the reduced building of
M is independent of the choice of embedding B(M,F ) → B(G,F ); therefore,
none of the constructions depend on the chosen embeddings. Note further
that, since all embeddings of B(M,F ) into B(G,F ) have the same image, the
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property of x belonging to the image of B(M,F ) depends only on M and x,
and not on the chosen embedding. We can apply this discussion in particular
to any tame maximal torus T ⊂ G.

We denote by Gsc the simply-connected cover of G, by Msc the preimage of M
in Gsc, and by Msc,ab = Msc/Msc,der and ZMsc the abelianization and center of
Msc, respectively. We assume there exist X ∈ Lie(Msc,ab)∗(F ) ⊂ Lie∗(Msc)(F )
and r ∈ R such that for all tamely ramified maximal tori T ⊂ M and all α ∈
R(T,G/M) we have ord(〈X,Hα〉) = −r. Henceforth, we call such an element
G-good, or, if G is understood, just good. We fix one such X and put s = r/2.

If T ⊂ G is a tame maximal torus with x ∈ B(T, F ) and α ∈ R(T,G), then we
write

ordx(α) = {t ∈ R | gα(Fα)x,t+ ( gα(Fα)x,t}.

This set is unchanged upon replacing F by an unramified extension, but it
changes upon tame ramified base change. The set ordx(α) ⊂ R is stable under
translation by elements of ord(F×α ) ⊂ R and satisfies ordx(σα) = ordx(α) for
every σ ∈ Γ. It was proven in [DS18, Corollary 3.11] that ordx(−α) = − ordx(α)
under the assumption that p 6= 2, but in fact it holds even when p = 2, at least
when G is tame; see Lemma 5.4.4.

For α ∈ R(T,G/M) we write α0 for the restriction of α to ZM . Then the set
of non-zero weights R(ZM , G) for the action of ZM on g is precisely the set
{α0 | α ∈ R(T,G/M)}.
Given α ∈ R(T,G/M) we denote by eα or e(α), respectively eα0

or e(α0),
the ramification degree of the extensions Fα/F , respectively Fα0

/F , and by
e(α/α0) their quotient, which is the ramification degree of Fα/Fα0 . The set
ordx(α) is an e−1

α Z-torsor in R. Since r ∈ e−1
α Z the set ordx(α) is stable under

translations by r. Therefore s ∈ ordx(α) if and only if s ∈ ordx(−α). When α is
symmetric then ordx(α) = ordx(−α) = − ordx(α).

Since p 6= 2, the groups k×α and k1
α are finite cyclic of even order and we write

sgnkα and sgnk1
α

for the corresponding unique non-trivial {±1}-valued charac-
ters.

Definition 3.1. For γ ∈ T(k), we define

ε
G/M
],x (γ) =

∏
α∈R(T,G/M)asym/Σ

s∈ordx(α)

sgnkα(α(γ)) ·
∏

α∈R(T,G/M)sym,unram/Γ
s∈ordx(α)

sgnk1
α

(α(γ)),

ε
G/M
[,0 (γ) =

∏
α∈R(T,G/M)asym/Σ
α0∈R(ZM ,G/M)sym,ram

2-e(α/α0)

sgnkα(α(γ)) ·
∏

α∈R(T,G/M)sym,unram/Γ
α0∈R(ZM ,G/M)sym,ram

2-e(α/α0)

sgnk1
α

(α(γ)),

ε
G/M
f (γ) =

∏
α∈R(T,G/M)sym,ram/Γ

α(γ)∈−1+pα

f(G,T )(α),

ε
G/M
[,1 (γ) =

∏
α∈R(T,G/M)sym,ram/Γ

α(γ)∈−1+pα

(−1)[kα:k]+1 sgnkα(eα`p′(α
∨)),

ε
G/M
[,2 (γ) =

∏
α∈R(T,G/M)sym,ram/Γ

α(γ)∈−1+pα

sgnkα(−1)(e(α/α0)−1)/2,

and

ε
G/M
[ = ε

G/M
[,0 · εG/M[,1 · εG/M[,2 ,

7



where f(G,T )(α) is the toral invariant [Kal15, §4.1] and `p′(α∨) is the prime-to-p
part of the normalized square length of α∨ as in Definition 5.4.1.

Remark 3.2. We will see in Lemma 5.6.5 that, when α is ramified symmetric,
the integer e(α/α0) is odd, so that the exponent (e(α/α0) − 1)/2 occurring in
the definition of ε[,2 is an integer. We prove in Lemma 4.2.1 that the maps
ε
G/M
f , εG/M[,1 , and ε

G/M
[,2 are characters of T(k). By inflation, we regard them as

characters of T (F )b when convenient.

Remark 3.3. The character ε],x was denoted by εram
x,r/2 in [DS18, §4.3] and by εram

in [Kal19, (4.3.3)], while the character ε[,0 is that of [Kala, Proposition 5.27] and
was denoted by δ in [Kalb]. Both arise in connection with the local Langlands
correspondence; for example, ε],x is the obstruction to stability in Reeder’s con-
jectural local Langlands correspondence (see [Ree08, §6.6] and [DS18, Example
5.5 and Theorem 5.8]). The character εG/Mf is the quotient of the characters
εf,ram of [Kal19, Definition 4.7.3] for the groups G and M .

Up to now, we have fixed, in addition to the building point x ∈ B(G,F ), a
specific tame maximal torus T . It is important in Theorem 3.4 that a single sign
character works simultaneously for all choices of T .

Theorem 3.4. There is a sign character εG/Mx : Mx(k) → {±1} with the following
property: for every tame maximal torus T ⊂ M with x ∈ B(T, F ) the restriction of
ε
G/M
x to T(k) equals εG/M],x · εG/M[ · εG/Mf .

By inflation, we regard ε
G/M
x as a character of M(F )x when convenient. Al-

though Theorem 3.4 only claims existence, in fact we have uniqueness. We first
need a technical result, Lemma 3.5. Corollary 3.6 doesn’t use the full power of
this result; for that, we wait until Lemma 4.1.2. This lemma actually remains
valid for any connected, reductive group M over F , whether or not it arises as
a twisted Levi subgroup of an adjoint group G, so we state it in that generality.

Lemma 3.5. Let H be a connected, reductive group over F , and x, y ∈ B(H,F ). Let
χ : H(F )x ∩H(F )y → {±1} be a smooth character that is trivial on T (F )b for every
tame maximal torus T ⊂ H with x, y ∈ B(T, F ). Then χ is trivial.

Proof. By [Spi08, Theorem 2.38, Corollary 2.31, and Proposition 1.7(1)], it suf-
fices to show that χ is trivial on topologically p-unipotent elements, in the sense
of [Spi08, Definition 1.3], and on absolutely F -semisimple elements, in the
sense of [Spi08, Definition 2.15]. Since p 6= 2, we have that χ is trivial on topo-
logically p-unipotent elements γ, i.e. the elements that satisfy limn→∞ γp

n

= 1.

Now let γ be an absolutely F -semisimple, hence tame [Spi08, Corollary 2.37],
element of H(F )x∩H(F )y . By [Spi08, Proposition 2.33], the Bruhat–Tits build-
ing B(CentH(γ), F ) of the centralizer of γ in H can be identified with the fixed-
point set of γ in B(H,F ), hence, in particular, contains x and y; so there is a
tame maximal torus T in CentH(γ) whose building contains x and y. By as-
sumption, χ is trivial on T (F )b, hence, in particular, on γ.

Corollary 3.6. The character εG/Mx of Theorem 3.4 is unique.

Proof. Lemma 3.5, with y = x, shows that a character of M(F )x is determined
by its restrictions to T (F )b for the various tame maximal tori T ⊂ M with
x ∈ B(M,F ).
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4 APPLICATIONS OF THEOREM 3.4

Throughout this section, G denotes a connected reductive group over F that
splits over F tr. Before proving Theorem 3.4, we will show how it resolves
some problems in representation theory and harmonic analysis. The first prob-
lem is the failure of the intertwining results [Yu01, Proposition 14.1 and The-
orem 14.2] in Yu’s construction of supercuspidal representations. We produce
in §4.1 a twisted version of Yu’s construction for which Yu’s proofs show that
these intertwining results do hold. In §4.3 we give a formula for the Harish-
Chandra character of a regular supercuspidal representation (more generally, a
non-singular supercuspidal Deligne–Lusztig packet) that has been constructed
using the twisted Yu construction of §4.1. This formula is based on the com-
putations of roots of unity in §4.2, where Theorem 3.4 is actually applied. In
§4.4 we apply the formula of §4.3 to prove the stability and endoscopic charac-
ter identities for regular supercuspidal L-packets (as well as certain character
identities for the more general supercuspidal L-packets).

4.1 A twist of Yu’s construction and validity of intertwining results

To obtain the twisted Yu construction, we need a character ε that has a certain
intertwining property (see Proposition 4.1.6). The existence of such a character
follows from our main Theorem 3.4, which actually provides a distinguished
one. This was in fact one of the motivations for this theorem.

Before we recall the specificities of Yu’s construction and how we modify it, we
extract the key information we need from Theorem 3.4. Let M ⊂ G be a tame
twisted Levi subgroup. For x ∈ B(M,F ), we denoted by [x] the images of x in
the reduced building of G (not of M !) and by M(F )[x] the stabilizer of [x] in
M(F ).

Definition 4.1.1. Let x, y ∈ B(M,F ). Let r ∈ R and set s = r/2.

1. For t = s or t = s+, we write (M,G)(F )x,(r,t) for the group

G(F ) ∩ 〈T (E)r, Uα(E)x,r, Uβ(E)x,t |α ∈ R(T,M), β ∈ R(T,G/M) 〉 ,

where T is a maximal torus ofM that splits over a tamely ramified exten-
sion E/F with x ∈ B(T, F ) ⊂ B(G,F ), and Uα(E)x,r denotes the Moy–
Prasad filtration subgroup of depth r at x of the root group Uα(E) ⊂
G(E) corresponding to the root α, and similarly for Uβ(E)x,t.

2. Let Uxy be the quotient of

((M,G)(F )x,(r,s) ∩ (M,G)(F )y,(r,s+))(M,G)(F )x,(r,s+)

by
(M,G)(F )x,(r,s+).

3. For m ∈M(F )[x] ∩M(F )[y] let δxy (m) = sgnFp(detFp(cm|Uxy )), where cm is
the action of m on Uxy by conjugation.

We have used that Uxy has a natural structure of an Fp-vector space, being an
abelian p-group, and that the conjugation action of G(F ) on itself induces an
action of M(F )[x] ∩M(F )[y] on Uxy .

We now formulate the key result, Lemma 4.1.2, that connects Theorem 3.4 to
Yu’s construction. The usefulness of Lemma 4.1.2 stems from Proposition 4.1.6
below. Recall that we write Msc for the pre-image of M in Gsc, and Mad for the
image of M in Gad.
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Lemma 4.1.2. Assume the existence of an element X of Lie∗(Msc,ab)(F ) that satisfies
ord(〈X,Hα〉) = −r for all α ∈ R(T,G/M). For every y ∈ B(M,F ) denote by εG/My

the pull back to M(F )[y] of the inflation of εGad/Mad
[y] of Theorem 3.4. Then

1. For every y ∈ B(M,F ) and m ∈M(F ), we have that m
−1

ε
G/M
m·y equals εG/My .

2. For every x, y ∈ B(M,F ),

(εG/Mx |M(F )[x]∩M(F )[y]
)δxy = (εG/My |M(F )[x]∩M(F )[y]

)δyx.

Proof. We claim that the quotient map G → Gad maps Uxy isomorphically onto
the analogous space defined in terms of Gad. To see this, write Ūxy for the
latter space. Since the quotient map restricts to a map (M,G)(F )x,(r,s) →
(Mad, Gad)(F )x,(r,s) and analogously for (r, s+), it induces a map Uxy → Ūxy .
According to [Yu01, Corollary 2.3],Uxy = (EU

x
y)Gal(E/F ) and Ūxy = (EŪ

x
y)Gal(E/F ),

where E/F is a finite tamely ramified Galois extension splitting a maximal
torus T of M with x ∈ B(T, F ), and EU

x
y and EŪ

x
y are constructed in the

same way as Uxy and Ūxy but relative to E. Therefore it is enough to show
that EUxy → EŪ

x
y is an isomorphism. But the quotient map G → Gad is an

isomorphism when restricted to each root group with respect to T and this iso-
morphism respects the filtrations induced by x and y, respectively. While the
quotient is not an isomorphism when restricted to T , the contribution of T (E)
to Uyx is trivial. This proves that EUxy → EŪ

x
y is an isomorphism, and the claim

follows.

The claim implies that the characters εG/Mx , εG/My , δyx, and δxy , are inflated from
Mad(F )[x], Mad(F )[y] and Mad(F )[x] ∩ Mad(F )[y], respectively. We may thus
assume in this proof that G is adjoint. Then x = [x], so we drop the brackets
from the notation.

By Corollary 3.6, for (1), it suffices to show that the desired equality holds for
the restrictions to T (F )b, where T ⊂ M is a tame maximal torus with x ∈
B(M,F ). For every such torus, we have that α 7→ mα is a length-preserving, Σ-
equivariant bijectionR(T,G/M)→ R(mT,G/M). Since, for allα ∈ R(T,G/M),
we have ordx(α) = ordm·x(mα) and fG,mT (mα) = fG,T (α), and mα(mγm−1) =

α(γ) for all γ ∈ T (F )b, it follows that the restriction of m
−1

ε
G/M
m·x to T (F )b is

ε
G/M
],x ε

G/M
[ ε

G/M
f .

By Lemma 3.5, for (2), it suffices to show the desired equality for the restrictions
to T (F )b, where now T ⊂ M is a tame maximal torus with x, y ∈ B(M,F );
which, since the other characters in Definition 3.1 do not change when we re-
place x by y, reduces to showing that εG/M],x δxy = ε

G/M
],y δyx.

Note that Uxy is equipped with a k-vector space structure via the Moy–Prasad
isomorphism, and the Fp-structure of Uxy is obtained by forgetting the k-struc-
ture. Therefore, δxy = sgnk(detk(−|Uxy )).

We now compute the k-structure more precisely. Put λ = y − x, regarded as a
Γ-invariant element of X∗(T )⊗Z R. Then Uxy is identified with( ⊕

α∈R(T,G/M)
s∈ordx(α)
〈α,λ〉>0

gα

)
(F )x,s:s+,

so that, for any γ ∈ T (F )b,

δxy (γ) =
∏

α∈R(T,G/M)/Γ
s∈ordx(α)
〈α,λ〉>0

sgnkα(α(γ)).
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If α is symmetric, then 〈α, λ〉 = 〈σαα, σαλ〉 = 〈−α, λ〉, so that 〈α, λ〉 = 0. There-
fore,

δxy (γ) =
∏

α∈R(T,G/M)asym/Σ
s∈ordx(α)
〈α,λ〉6=0

sgnkα(α(γ)).

Combining this with the definition of εG/M],x we obtain

ε
G/M
],x (γ)δxy (γ) =

∏
α∈R(T,G/M)asym/Σ

s∈ordx(α)
〈α,λ〉=0

sgnkα(α(γ)) ·
∏

α∈R(T,G/M)sym,unram/Σ
s∈ordx(α)
〈α,λ〉=0

sgnk1
α

(α(γ)).

We have an analogous equality for εG/M],y (γ)δyx(γ), with ordx(α) replaced by
ordy(α). However, when 〈α, λ〉 = 0, the statements s ∈ ordx(α) and s ∈ ordy(α)
are equivalent. The result follows.

We now come to Yu’s construction and its twist. The construction of [Yu01,
§4] involves a tower of twisted Levi subgroups; but due to its inductive nature
most of the time it only refers to two consecutive subgroups. Accordingly, we
may continue to work with a tame twisted Levi subgroup M of G, and a point
x ∈ B(M,F ). We recall that we write [x] for the image of x in B(Mad, F ) ⊂
B(Gad, F ). We assume there exists and fix a character φ of M(F ) that is G-
generic relative to x of depth r for some non-negative real number r in the
sense of [Yu01, §9, p. 599], and put s = r/2. To the character φ one can associate
a generic element of the dual lie algebra of M . Since our convention differs
slightly from Yu’s, we first explain what we mean.

Remark 4.1.3. In [Yu01, §8], Yu uses elements of Lie∗(Z◦M )(F ) to represent
characters of M(F ), while our good elements lie in Lie∗(Msc,ab)(F ).

Yu states that the map Lie∗(M)M → Lie∗(Z◦M ) obtained by restriction is an iso-
morphism, and regards elements of Lie∗(Z◦M ) as elements of Lie∗(M)M via this
identification. However, this map is not always an isomorphism. For example,
assume that F has characteristic p and let S be an anisotropic torus in SL2. Then
M = PGLp×S is a twisted Levi subgroup of G = PGLp×SL2, Lie∗(M)M is 2-
dimensional, having a 1-dimensional contribution from Lie∗(PGLp)

PGLp given
by the trace map, while Lie∗(Z◦M ) is 1-dimensional.

On the other hand, we show in Lemma 4.1.5 that the natural map Lie∗(Msc,ab)→
Lie∗(Msc)

Msc is an isomorphism (assuming p 6= 2). Therefore, if we interpret
Yu’s generic elements as lying in Lie∗(M)M (F ), then such an element can be
mapped to Lie∗(Msc)

Msc(F ) by pulling back along the natural map Msc → M ,
and then transporting it to Lie∗(Msc,ab)(F ), thereby producing a good element
in our sense.

Remark 4.1.4. Whenever H is a subgroup of G, we have that h∗ is naturally a
quotient of g∗, via the restriction map.

When H is a twisted Levi subgroup of G, this quotient has a natural section
that allows us also to regard h∗ as a subspace of g∗. Namely, we have the H-
invariant decomposition g = h⊕ h⊥, where h⊥ is the sum of the weight spaces
for Z◦H corresponding to non-trivial weights, and the annihilator of h⊥ in g∗

provides the desired section.

Lemma 4.1.5. The natural maps Lie∗(Msc,ab) → Lie∗(Msc)
Msc and Lie∗(Gsc)

Msc →
Lie∗(Msc)

Msc are isomorphisms (recall that we have assumed p 6= 2).
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Proof. Let us assume that G is simply connected and drop the subscripts sc.
For the second map we let m⊥ be the direct sum of the weight spaces for the
action of Z◦M on g corresponding to non-zero weights. Then g = m ⊕ m⊥ is
an M -invariant decomposition. Since Z◦M has no non-zero invariants in m⊥,
neither does M , and we conclude that the second map is an isomorphism, as
claimed.

For the first map we consider the exact sequence 0 → Lie(Mder) → Lie(M) →
Lie(Mab)→ 0, where Mder is the derives subgroup of M , automatically simply
connected. To prove the claim it is enough to show that Lie∗(Mder) has no
M -invariants.

Write H = Mder, a semi-simple simply connected group. We will show that h∗

has no non-zero H-invariants. This problem immediately reduces to the case
that H is (almost) simple. Consider an H-invariant element of h∗ and let V ⊂ h
be its kernel, an H-invariant subspace of codimension 0 or 1. We want to show
V = h. The structure of the H-representation h has been studied extensively.
We will use the papers [Hur82] and [His84]. It is possible that the Lie algebra h
has a non-trivial center, and the different possibilities are described in [Hur82,
Theorem 3.1]. Since we are assuming that the characteristic of F is not 2, the
center of h is at most 1-dimensional, and occurs only when H is of type An−1

with n = 0 in F , or when H is of type E6 and 3 = 0 in F .

According to [His84, Hauptsatz], h is an indecomposable H-module. There-
fore V must contain the center of h, for otherwise it would be an H-invariant
complement to it. Let V ′ = V/Zh. Using again [His84, Hauptsatz] we see that
h/Zh is an irreducibleH-module except in the case of the groupG2 when F has
characteristic 3, in which case the only possibly submodule has codimension
equal to 7. Therefore, in all cases, V ′ = h/Zh, hence V = h.

With this discussion in mind, we let X ∈ Lie∗(Msc,ab)(F )−r be a good element
associated to φ. While the genericity of φ depends on the point x, the goodness
of X does not. Therefore, using X we can apply Theorem 3.4 to any point
y ∈ B(M,F ) and obtain a character εGad/Mad

[y] of Mad(F )[y]/Mad(F )[y],0+.

Following [Yu01, §3, p. 591], we set

J = (M,G)(F )x,(r,s), J+ = (M,G)(F )x,(r,s+), K ′ = M(F ) ∩G(F )[x],

where G(F )[x] denotes the stabilizer of [x]. We have K ′ = M(F )[x], since [x] is
a point of B(Mad, F ). Hence we have a map fromK ′ toMad(F )[x]/Mad(F )[x],0+

that is trivial on K ′ ∩G(F )x,0+ = M(F )x,0+.

We extend the (restriction of the) character φ to a character φ̂ of J following
[Yu01, §4 and §9], and we denote byN the kernel of φ̂. We also equip J/J+ with
the pairing 〈−,−〉 defined by 〈a, b〉 = φ̂(aba−1b−1) to obtain a non-degenerate
symplectic vector space over Fp (after choosing an isomorphism between p-th
roots of unity in C× and Fp) [Yu01, Lemma 11.1]. Then J/N is a Heisenberg p-
group with center J+/N and Yu provides a symplectic action under which we
can pull back the Weil–Heisenberg representation of Sp(J/J+)n(J/N) toK ′nJ
[Yu01, Proposition 11.4]. Here the map from K ′ to Sp(J/J+) results from the
conjugation action of K ′ on J/J+, which preserves the symplectic form [Yu01,
Lemma 11.3]. Following Yu we denote the resulting representation of K ′ n J

by φ̃, and we write φ′ for the representation of K ′J whose inflation to K ′ n J

is (φ|K′ n 1)⊗ φ̃ [Yu01, §14].

Note that the action of g∩K ′ on J/J+ preserves the totally isotropic subspace
U0,x,g := (gJ+∩J)J+/J+ of J/J+, and we define the character χx,g :

g∩
(K ′J)→
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{±1} as follows. First note that (
g∩
K ′)(g∩J) =

g∩
(K ′J) by [Yu01, Lemma 13.7].

Then we define χx,g(k′) = sgnFp(detFp k
′|U0,x,g) for all k′ ∈ g∩

K ′, and let χx,g
be trivial on g∩J . This definition is consistent, since K ′ ∩ J is contained in
M(F )x,0+, and hence acts trivially on J/J+.

Proposition 4.1.6 (Twist of [Yu01, Proposition 14.1]). Let ε : K ′J → {±1} be a
quadratic character such that

(εχx,g)|g∩(K′J) = ((gε)χg·x,g−1)|g∩(K′J)

for all g ∈M(F ). Then for all g ∈M(F ), we have

dim Homg∩(K′J)(
g
(εφ′), εφ′) = 1.

Remark 4.1.7. The statement of Proposition 4.1.6 without the twist by ε is the
false statement [Yu01, Proposition 14.1]. Yu’s proof relied on a misprinted ver-
sion of [Gér77, Theorem 2.4(b)], and [Fin, §4] provides a counterexample to
[Yu01, Proposition 14.1]. The misprint in [Gér77, Theorem 2.4(b)] is that a re-
quired quadratic character is missing in the statement (but not the proof). We
have therefore introduced the twist by ε that will allow us to apply Yu’s original
proof to the twisted representation to prove Proposition 4.1.6. The existence of
such an ε follows from Theorem 3.4 and is the content of Corollary 4.1.11.

In order to prove Proposition 4.1.6 we will follow Yu’s approach [Yu01, §14].
The mistake in Yu’s proof occurs when studying the restriction of Weil repre-
sentations [Yu01, Lemma 14.6]. In order to correct the statement, we introduce
some of the notation that Yu uses. Let (V, 〈−,−〉) be a non-degenerate symplec-
tic space over Fp and (ω,W ) the Weil–Heisenberg representation of Sp(V )nV ]
associated to a non-trivial character Fp → C×, where V ] is the Heisenberg
group of V with underlying set V ×Fp. For a subspace U ⊂ V , we write U ] for
its preimage under the map V ] → V and U0 for the subspace U × {0} ⊂ U ].
Let U0 be a totally isotropic subspace of V and let U be the orthogonal comple-
ment U⊥0 . Let P0 = {g ∈ Sp(V ) | g · U0 ⊂ U0} and denote by χU0 the quadratic
character P0 → {±1} given by p 7→ sgn(det p|U0

).

Lemma 4.1.8 (Correction of [Yu01, Lemma 14.6]). The group U ]/U0
0 is naturally

isomorphic to (U/U0
0 )] by the map (u, c) + U0

0 7→ (u + U0, c). The subspace WU0
0

is stable under the action of P0 n U ]. Write (ω′,W ′) for the composition of the sur-
jection P0 nU ] → Sp(U/U0) n (U/U0)] with the Weil–Heisenberg representation of
Sp(U/U0) n (U/U0)] associated to the same character as (ω,W ). Then the represen-
tation WU0

0 of P0 n U ] is isomorphic to ω′ ⊗ (χU0 n 1).

Proof. The first sentence is as in [Yu01, Lemma 14.6], and is obvious.

By [Gér77, Theorem 2.4(b)], corrected to include the factor χU0 that appears in
the proof [Gér77, p. 67, (2.19)], the restriction of the Weil–Heisenberg represen-
tation (ω,W ) from Sp(V ) n V ] to P0 n V ] is given by

IndP0nV ]
P0nU]

(
ω′ ⊗ (χU0 n 1)

)
.

Thus WU0
0 is the subspace of the above induction consisting of the functions

that are supported by P0nU ]. HenceWU0
0 is stable under the action of P0nU ]

and isomorphic to ω′ ⊗ (χU0 n 1) as a representation of P0 n U ].

Following [Yu01, §14], we apply Lemma 4.1.8 to the totally isotropic subspace
U0 = U0,x,g = (gJ+ ∩ J)J+/J+ of J/J+, with orthogonal complement U =
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(g∩J)J+/J+. As mentioned above, the resulting action of g∩K ′ on J/J+ pre-
serves U0 = U0,x,g [Yu01, Lemma 14.5], and the composition of the action map
g∩
K ′ → P0 with χU0 is the character χx,g defined before Proposition 4.1.6.

This allows us to correct [Yu01, Proposition 14.7(iii)] based on the correction
Lemma 4.1.8 of [Yu01, Lemma 14.6]. ([Yu01, Proposition 14.7(i, ii)] needs no
correction.)

Corollary 4.1.9 (Correction of [Yu01, Proposition 14.7(iii)]). Denote by π1 the
(gφ̂|gJ+∩J )-isotypic subspace of the representation φ̃ of K ′ n J . Then π1 is natu-
rally a representation of g∩K ′ n g∩J , and this representation is the Weil–Heisenberg
representation coming from Yu’s symplectic action (f1, j1) defined in [Yu01, Proposi-
tion 14.7(i)-(ii)], tensored with the character χx,g n 1.

Proof. The proof is the same as Yu’s proof of Proposition 14.7(iii), except that
we use Lemma 4.1.8 in place of [Yu01, Lemma 14.6]. More precisely, Yu shows
[Yu01, Lemma 14.3] that the (gφ̂|gJ+∩J )-isotypic subspace π1 of φ̃ is the same
as the subspace fixed by j−1(U0

0 ), where j : J/N → (J/J+)] is the special
isomorphism defined in [Yu01, Proposition 11.4]. Now the result follows from
Lemma 4.1.8.

Proof of Proposition 4.1.6. Yu’s proof of [Yu01, Proposition 14.2] reduces it to
showing the inequality dim Homg∩K′ng∩J(

g
(εφ̃), εφ̃) ≥ 1. This reduction does

not depend on the mis-stated result [Gér77, Theorem 2.4(b)], and we refer the
reader to [Yu01, §14] for the details.

Thus it remains to exhibit a nontrivial element of Homg∩K′ng∩J(
g
(εφ̃), εφ̃). Fol-

lowing Yu, we consider the submodule επ1 of εφ̃ arising from Corollary 4.1.9
and the analogous submodule (gε)π•1 in (gε) gφ̃ arising from the same construc-
tion by replacing J by gJ , x by g · x, and g by g−1. As Yu shows, but with the
correction Corollary 4.1.9 to [Yu01, Proposition 14.7(iii)] and our twist ε taken
into account, these submodules are isomorphic to Weil–Heisenberg represen-
tations of g∩K ′n g∩J tensored with ε(χx,g n 1) or gε(χg·x,g−1 n 1), respectively.
Since the characters ε(χx,gn 1) and gε(χg·x,g−1 n 1) agree on g∩

K ′n g∩J by our
assumption on ε, the submodules επ1 and (gε)π•1 are isomorphic as representa-
tions of g∩K ′ n g∩J , which completes the proof.

Definition 4.1.10. We denote by ε
G/M
x the character of K ′J that is trivial on

J , and whose restriction to K ′ is the composition of the above map K ′ →
Mad(F )[x]/Mad(F )[x],0+ with the sign character εGad/Mad

[x] .

Corollary 4.1.11 (Explicit twist of [Yu01, Proposition 14.1]). For all g ∈ M(F ),
we have dim Homg∩(K′J)(

g
(ε
G/M
x φ′), ε

G/M
x φ′) = 1.

Proof. By Proposition 4.1.6 it suffices to show that

(εG/Mx · χx,g)|g∩(K′J) = ((gεG/Mx )χg·x,g−1)|g∩(K′J)

for all g ∈ M(F ). This follows from Lemma 4.1.2, since, in the notation of that
result, we have U0,x,g = Uxg·x and U0,g·x,g−1 = Ug·xx .

Corollary 4.1.12 (Explicit twist of [Yu01, Theorem 14.2]). Let C be a subgroup of
K ′J that contains J . Then for all g ∈M(F ), we have

dim Homg∩C(
g
(εG/Mx φ′), εG/Mx φ′) = 1.
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Proof. The proof is the same as the proof of [Yu01, Theorem 14.2]. We quickly
recall it for the reader. We have dim Homg∩J(gφ̃, φ̃) = 1 according to [Yu01,
Proposition 12.3]. Since εG/Mx φ′ and φ̃ agree on J , we infer

dim Homg∩J(
g
(εG/Mx φ′), εG/Mx φ′) = dim Homg∩J(

g
φ′, φ′) = 1.

Now the result follows immediately from Corollary 4.1.11.

Let ((G0, . . . , Gd = G), x, (r0, . . . , rd), ρ, (φ0, . . . , φd)) be a generic datum as
defined in [Yu01, §15, p. 615], and denote by (KYu, ρYu) the compact-mod-
center open subgroup and smooth representation that Yu attaches to this da-
tum and calls Kd and ρd in [Yu01, §3, p. 591] and [Yu01, §4, p. 592], respec-
tively. In particular, KYu = G0

[x]G
1(F )x,r0/2 · · ·Gd(F )x,rd−1/2. For 1 ≤ i ≤

d, we write εG
i/Gi−1

x for the quadratic character of KYu whose restriction to

G0(F )[x] is given by ε
Gi/Gi−1

x |G0(F )[x]
defined in Definition 4.1.10 and that is

trivial on G1(F )x,r0/2 · · ·Gd(F )x,rd−1/2. Set ε :=
∏

1≤i≤d ε
Gi/Gi−1

x . Recall that
Yu claims in [Yu01, Theorem 15.1] that the compactly induced representation
π := Ind

G(F )
KYu

ρYu is an irreducible supercuspidal representation of depth rd.
This can be proven by other means [Fin, Theorem 3.1], but Yu’s proof relies on
the wrong statement [Yu01, Theorem 14.2] and therefore does not go through
as written. On the other hand, we can apply Yu’s proof directly to the twisted
construction Ind

G(F )
KYu

(ερYu) to obtain the following result.

Theorem 4.1.13 (Explicit twist of [Yu01, Theorem 15.1]). Let ((G0, . . . , Gd =
G), x, (r0, . . . , rd), ρ, (φ0, . . . , φd)) be a generic datum. Then the associated represen-
tation Ind

G(F )
KYu

(ερYu), as defined above, is irreducible, supercuspidal, and of depth rd.

Proof. This follows from Yu’s proof of [Yu01, Theorem 15.1] by replacing φ′i−1

in his proof by εG
i/Gi−1

x · φ′i−1 for 1 ≤ i ≤ d and replacing [Yu01, Theorem 14.2]
by Corollary 4.1.12.

4.2 Change of χ-data

This section is concerned with the term ∆abs
II of the Harish-Chandra character

formula for supercuspidal representations arising from Yu’s construction, as
stated in [Kal19, Corollary 4.10.1]. This term can be written as a product of
corresponding terms, one for each step in the twisted Levi subgroup tower
G0 ⊂ · · · ⊂ Gd that is part of a Yu datum. We therefore consider a single step,
thus a tame twisted Levi subgroup M of a connected adjoint group G and a G-
generic element X ∈ Lie∗(Msc,ab)(F ) of depth −r. In fact, it will be enough for
X to be G-good such that ord(〈X,Hα〉) = −r for all tame maximal tori T ⊂M
and all α ∈ R(T,G/M). Here Msc,ab is the abelianization of the Levi subgroup
Msc of Gsc corresponding to M ⊂ G as in §3.

We will need the concepts of χ-data, ζ-data, and a-data, for which we refer the
reader to [Kal19, §4.6].

The term ∆abs
II involves certain χ-data, denoted by χ′ and defined in [Kal19,

(4.7.2)], where we recall that aα in that formula is defined as 〈X,Hα〉 (the ele-
mentX here was denoted byX∗d−1 in loc. cit.). These χ-data depend not just on
M , G, and X , but also on a tame maximal torus T ⊂ M , with respect to which
the coroot Hα is formed. We will show how the character ε[ = ε[,0 · ε[,1 · ε[,2
of Definition 3.1, which is part of the restriction to T (F )b of the character εG/Mx
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of Theorem 3.4, measures the passage from these χ-data to different ones, de-
fined here and denoted by χ′′. These alternative χ-data have the advantage of
depending only on M , G, and X , not on a choice of maximal torus T of M ,
because they are inflated from χ-data χ′′0 for ZM . The χ-data χ′′0 specify an
L-embedding LM → LG as explained in [Kala, §6] and is therefore linked to
functorial transfer from M to G. This allows for inductive arguments, which
are not possible if one uses χ′.

In §4.3 we apply the results of this section to see that the Harish-Chandra char-
acters of supercuspidal representations obtained from the twisted Yu construc-
tion of §4.1 involve the more natural χ′′.

Since G and M are fixed throughout this subsection, we suppress superscripts
G/M , writing, for example, εx in place of εG/Mx .

We assume here that p does not divide the order of any bond in the Dynkin
diagram for the (possibly reducible) root system R(T,G). In particular, the
adjusted square length `p′(α∨) used in Definition 3.1 and defined in Definition
5.4.1 is just the ordinary square length `(α∨). Note that this restriction is not
needed for Theorem 3.4, only for this application.

Let Λ : F → C× be a character that is non-trivial on OF but trivial on pF and
let Λ0 be the non-trivial character of kF whose inflation to OF equals Λ|OF .

Lemma 4.2.1. For every α ∈ R(T,G)sym,ram choose εα ∈ {±1}, subject to εα = εσα
for all σ ∈ Γ. Define εα = 1 for α ∈ R(T,G)sym,ram. Denote also by εα the unramified
quadratic character of Fα that sends any uniformizer to εα. Then (εα) is a set of ζ-data
in the sense of [Kal19, Definition 4.6.4] and the corresponding character ζT of [Kal19,
Definition 4.6.5] has the formula

t 7→
∏

α∈R(T,G)sym,ram/Γ
α(t)∈−1+pα

εα

for t ∈ T (F ).

Proof. That (εα) is a set of ζ-data is immediate. The corresponding character of
[Kal19, Definition 4.6.5] sends t to∏

α∈R(T,G)sym,ram/Γ

εeα ord(δα)
α ,

where δα ∈ F×α is any element with δα/σα(δα) = α(t). Now α(t) ∈ F 1
α ⊂ O×Fα

and its image in k×α lies in {±1}. If it is +1 ∈ k×α we can choose δα ∈ 1 + pα
and the contribution of this α is 1. If it is −1 ∈ k×α we can choose δα to be
a uniformizer in Fα and the contribution of the corresponding factor to the
character is εα.

Given sets of a-data and χ-data for R(T,G/M) we define, following [Kal19,
Definition 4.6.2],

∆
G/M
II [a, χ] : T (F )→ C×, γ 7→

∏
α∈Γ\R(T,G/M)sym

α(γ)6=1

χα

(
α(γ)− 1

aα

)
.

Of course we have ∆
G/M
II (γ) = ∆G,abs

II (γ)/∆M,abs
II (γ), where we arbitrarily ex-

tend the given a-data and χ-data from R(T,G/M) to R(T,G). Thus the term
∆
G/M
II [a, χ] is introduced purely for notational convenience.
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Notation 4.2.2. Remember that Tsc stands for the pre-image of T in Gsc. Via
the surjective homomorphism Tsc → Msc,ab we map X to Lie∗(Tsc)(F ) and for
α ∈ R(T,G/M) define

aα = 〈X,Hα〉. (4.2.3)

It is immediate that this is a set of a-data for R(T,G/M).

Let χ′α : F×α → C× be

• trivial if α is asymmetric,

• the unique unramified quadratic character if α is unramified symmetric,
and

• the unique extension of the inflation to O×Fα of the quadratic character of
k×α that satisfies

χ′α(2aα) = λFα/F±α(Λ ◦ tr F±α/F ), (4.2.4)

where λFα/F±α is the Langlands λ-constant introduced in [Lan], if α is
ramified symmeetric.

These definitions of a-data and χ-data are as in [Kal19, §4.7]. Recall that the
Langlands λ-constant is closely related to a quadratic Gauss sum. More pre-
cisely, according to [BH05, Lemma 1.5] we have

λFα/F±α(Λ ◦ tr F±α/F ) = κα(e±α)Gkα(Λ0 ◦ tr kα/k),

where the character κα of F×±α is the one corresponding to the quadratic exten-
sion Fα/F±α and Gkα(Λ0 ◦ tr kα/k) is the Gauss sum

q−1/2
α

∑
x∈k×α

sgnkα(x)Λ0(tr kα/k(x)) = q−1/2
α

∑
x∈kα

Λ0(tr kα/k(x2)).

Let α0 be the restriction of α to ZM . We define χ′′α0
analogously to χ′α; namely,

it is

• trivial if α0 is asymmetric,

• the unique unramified quadratic character if α0 is unramified symmetric,
and

• the unique extension of the inflation to O×Fα0
of the quadratic character of

k×α0
that satisfies

χ′′α0
(`(α∨)aα) = (−1)fα0+1Gkα0

(Λ0 ◦ tr kα0
/k), (4.2.5)

where `(α∨) ∈ {1, 2, 3} denotes the integer-normalized square length of
α∨ (so that `(−) is identically 1 on every simply laced component of
R∨(T,G), and `(α∨) = 1 for all short coroots α∨ in every non-simply
laced component of R(T,G), cf. Definition 5.4.1), if α0 is ramified sym-
metric.

We claim that χ′′α0
depends only on α0, and not on α. As we prove in Lemma

5.4.9, for every α ∈ R(T,G/M) the element `(α)aα depends only on α0. If
` ∈ {1, 2, 3} is the multiplicity of the strongest bond in the Dynkin diagram of
the irreducible component containing α, then `(α) · `(α∨) = `. Since each fiber
of the restriction map R(T,G/M)→ R(ZM , G) lies in a single irreducible com-
ponent of R(T,G), the element α0 determines `. Therefore `(α∨)−1aα depends
only on α0. But the restriction of χ′′α0

to O×Fα is quadratic, so χ′′α0
(`(α∨)2) = 1.
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Notation 4.2.6. In this way we obtain a set of χ-data χ′′0 for R(ZM , G). As in
[Kala, Remark 6.4] we obtain from χ′′0 a set of χ-data for R(T,G/M), which we
shall denote by χ′′. Explicitly, χ′′α = χ′′α0

◦NFα/Fα0
.

Lemma 4.2.7. Let x ∈ B(T, F ). For every γ ∈ T (F ) we have

∆
G/M
II [a, χ′′](γ) = ∆

G/M
II [a, χ′](γ)ε

G/M
f (γ)ε

G/M
],x (γ)εG/Mx (γ).

We have used the superscripts G/M in the statement of the lemma for empha-
sis, but will otherwise continue to omit them in this subsection, including in
the proof.

Proof. We apply Theorem 3.4 to the maximal torus T and see that the identity
we are proving becomes

∆II [a, χ
′′](γ) = ∆II [a, χ

′](γ) · ε[(γ). (4.2.8)

We now consider the difference between χ′α and χ′′α. Both of these are tamely
ramified χ-data. By construction χ′ is minimally ramified, in the sense of
[Kal19, Definition 4.6.1]. Although χ′′0 was a set of minimally ramified χ-data
for R(ZM , G), its inflation χ′′ need not be minimally ramified, as discussed in
[Kala, §5.4]. In the notation of loc. cit., we have χ′′ = inf χ′′0 , and we have the
associated minimally ramified χ-data minχ′′. Our comparison of χ′α and χ′′α
will proceed through the intermediary (minχ′′)α. We have χ′′α = (minχ′′)α
when α is ramified symmetric, and (minχ′′)α = χ′α when α is not ramified
symmetric.

The comparison between χ′′ and minχ′′ is handled by [Kala, Proposition 5.27]
and [Kal19, Lemma 4.6.6], which imply

∆II [a, χ
′′](γ) = ∆II [a,minχ′′](γ) · ε[,0(γ). (4.2.9)

Turning to the comparison between minχ′′ and χ′, which only differ at rami-
fied symmetric roots, let α be such a root. Then both χ′α and χ′′α are tamely ram-
ified characters of F×α that restrict to the character κα : F×±α/NFα/F±α(F×α ) →
{±1} of F×±α. Recall that the restriction of κα to O×±α factors through k×±α = k×α
and is the quadratic character of this cyclic group of even order. Therefore, any
tamely ramified character of F×α that extends κα : F×±α → {±1} also extends
the inflation to O×α of the sign charcter of k×α .

We see that χ′α and (minχ′′)α = χ′′α are either equal, or differ by the unram-
ified quadratic character of F×α . To compute their quotient it is enough to
evaluate them at an element of F×α of odd valuation. We have that `(α)aα
is such an element, because its trace in F±α is zero. By definition we have
χ′α(`(α∨)aα) = κα(2`(α∨))λFα/F±α(Λ ◦ tr F±α/F ). By [BH05, Lemma 1.5] the
constant λFα/F±α(Λ ◦ tr F±α/F ) is equal to κα(e±α)Gkα(Λ0 ◦ tr kα/k) and we ar-
rive at

χ′α(`(α∨)aα) = κα(eα · `(α∨))Gkα(Λ0 ◦ tr kα/k).

On the other hand, using that `(α∨)aα depends only on α0 and thus lies in Fα0
,

we compute

χ′′α(`(α∨)aα) = χ′′α0
(NFα/Fα0

(`(α∨)aα))

= χ′′α0
(`(α∨)aα)[Fα:Fα0

]

=
(
(−1)fα0

+1Gkα0
(Λ0 ◦ tr kα0/k

)
)e(α/α0)f(α/α0)

.
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By Lemma 5.6.5 the integer e(α/α0) is odd. Therefore the relation κα0(−1) =
Gkα0

(Λ0 ◦ tr kα0/k
)2 implies

χ′′α(`(α∨)aα) =
(
(−1)fα0+1Gkα0

(Λ0 ◦ tr kα0
/k) · κα0

(−1)(e(α/α0)−1)/2
)f(α/α0)

= (−1)fα · (−Gκα0
(Λ0 ◦ tr kα0

/k))f(α/α0) · κα(−1)(e(α/α0)−1)/2

= (−1)fα+1 ·Gκα(Λ0 ◦ tr kα/k) · κα(−1)(e(α/α0)−1)/2,

where the last equality is due to the Hasse–Davenport relation. We conclude
that the ratio χ′′α(`(α∨)aα)/χ′α(`(α∨)aα) equals

(−1)fα+1κα(eα`(α
∨))κα(−1)

e(α/α0)−1
2 .

With [Kal19, Lemma 4.6.6] and Lemma 4.2.1 we conclude

∆II [a,minχ′′](γ) = ∆II [a, χ
′](γ) · ε[,1(γ) · ε[,2(γ). (4.2.10)

Combining (4.2.8), (4.2.9), and (4.2.10), we obtain the result.

4.3 The character formula for regular supercuspidal representations

In this section we give a formula for the Harish-Chandra character of a super-
cuspidal representation π(S,θ) obtained from a tame elliptic pair that is regular
(cf. [Kal19, Definition 3.7.5]), or more generally kF -non-singular (cf. [Kalb,
Definition 3.4.1]). For shallow elements this formula is based on [Kal19, §4.4],
which in turn is based on [DS18, Theorem 4.28]. For general elements, this for-
mula is based on the forthcoming work [Spi], which in turn rests on [Spi18],
especially [Spi18, Theorem 5.3.11]. Using the twisted Yu construction not only
makes it possible to obtain a formula for the Harish-Chandra character, but also
yields a cleaner formula than those that have previously been available, by re-
moving the auxiliary sign characters that were present in the formula obtained
earlier in special cases from the original Yu construction.

Consider a tame kF -non-singular elliptic pair (S, θ) and let π(S,θ) be the asso-
ciated supercuspidal representation. We emphasize that we are now using the
twisted Yu construction as introduced in Theorem 4.1.13. In this setting, this
amounts to applying the original Yu construction to the pair (S, θ · ε), where ε

is the product of εG
i/Gi−1

x over i = 0, . . . , d, where G0 ⊂ · · · ⊂ Gd is the twisted
Levi tower associated to (S, θ) and x being an arbitrary point in B(S, F ).

We will state two forms of the character formula for π(S,θ) — one (Proposi-
tion 4.3.2) for regular elements of S(F ) that are topologically semi-simple mod-
ulo ZG, and one (Theorem 4.3.7) for arbitrary regular semi-simple elements of
G(F ). The first form is a consequence of the second, but we state it separately
because it has a simpler form, requires less assumptions, and is moreover in-
dependent of [Spi].

Remark 4.3.1. Recall from [Spi08, Definition 2.23] that a topological Jordan
decomposition modulo a central subgroup Z (there called a topological F -
Jordan decomposition) of an element γ is a commuting decomposition γ =
γ0 · γ0+, where γ0 is topologically semisimple modulo Z and γ0+ is topologi-
cally unipotent modulo Z (there called absolutely F -semisimple and topolog-
ically F -unipotent modulo Z), in the sense of [Spi08, Definition 2.15]. To be
explicit, γ0 is semisimple and, for every maximal torus T ⊂ CG(γ0) and every
character χ ∈ X∗(T/Z), we have that χ(γ0) has finite order prime to p; and
the image γ̄0+ of γ0+ in G/Z satisfies limn→∞ γ̄p

n

0+ = 1 [Spi08, Lemma 2.21]. By
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[Spi08, Proposition 2.24], the ingredients in a topological Jordan decomposition
modulo Z are uniquely determined modulo Z(F ), because a topological Jor-
dan decomposition modulo Z projects to a topological Jordan decomposition
(modulo the trivial subgroup) in (G/Z)(F ).

We can consider topological Jordan decompositions modulo Z = ZG and Z =
Z◦G, and the answers may differ, but not by much. Namely, a topological Jordan
decomposition modulo Z◦G is also one modulo ZG; conversely, if γ = γ0 · γ0+ is
a topological Jordan decomposition modulo ZG, then there is some element z
in the maximal bounded subgroup ZG(F )b of ZG(F ) such that γ = (γ0 ·z)(z−1 ·
γ0+) is a topological Jordan decomposition modulo Z◦G.

We use the notations Λ and ∆abs
II [a, χ′′] of §4.2. Let TG be the minimal Levi

subgroup of the quasi-split inner form of G (well-defined up to conjugation, in
particular up to isomorphism). Let e(G) be the Kottwitz sign of G, cf. [Kot83].

Proposition 4.3.2. Let γ ∈ S(F ) be topologically semisimple modulo ZG. The value
of the normalized Harish-Chandra character of π(S,θ) at γ is given by

e(G)εL(X∗(TG)C −X∗(S)C,Λ)
∑

w∈N(S,G)(F )/S(F )

∆abs
II [a, χ′′](wγ)θ(wγ).

Upon comparing this formula to that of [Kal19, Corollary 4.10.1], we see that
the auxiliary characters εf,ram and εram of loc. cit. have disappeared. As dis-
cussed in §4.2, the χ-data used here and denoted by χ′′ are more natural than
the χ-data χ′ used in loc. cit., and allow for inductive arguments along the
chain of groups G0 ⊂ G1 ⊂ · · · ⊂ Gd.

Proof. This follows from Lemma 4.2.7 and [Kal19, Corollary 4.10.1], which gives
a formula for π(S,θ) obtained via the original Yu construction, so in this setting
must be applied to (S, θ · ε). The latter result is stated in terms of topological
Jordan decompositions modulo Z◦G, but, by Remark 4.3.1, this does not affect
the validity of the resulting character formula.

The statement of Theorem 4.3.7 will require a number of assumptions. We as-
sume that the characteristic of F is zero and that the exponential map for G
converges on g(F )0+. According to [DR09, Lemma B.0.3], this happens when-
ever p ≥ (2 + e)n, where e is the ramification degree of F/Qp and n is the
dimension of the smallest faithful algebraic representation of G. This implies,
for every tame, twisted Levi subgroup M of G, that the exponential map for M
converges on M(F )0+; and, by [Kal19, Lemma 3.3.2], that the exponential map
for the abelianisation Mab = M/Mder also converges on Mab(F )0+. Suppose
further that p is not a bad prime for G, and that it does not divide the order of
the fundamental group of Gder.

The following is analogous to [KM06, Definition 4.1.3(2)].

Definition 4.3.3. A character φ : M(F ) → C× will be called strongly generic
with respect to G if there is a G-generic element X ∈ Lie∗(Mab)(F ) such that
φ(exp(Y )) = Λ(〈X,Y 〉) for all Y ∈ Lie(M)(F )0+.

We are applying here the notion of generic elements due to J.-K. Yu for the
subspace Lie∗(Mab)(F ) ⊂ Lie∗(M)M (F ), cf. Remark 4.1.3.

Lemma 4.3.4. Every character θ : S(F ) → C× possesses a Howe factorization
(S,G0, . . . , Gd), (φ−1, φ0, . . . , φd)), in the sense of [Kal19, §3.6], such that, for ev-
ery i = 0, . . . , d− 1, the character φi : Gi(F )→ C× is strongly generic with respect
to Gi+1.
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Proof. We mimic [Kal19, proof of Proposition 3.7], which a priori only shows
existence of a Howe factorization. However, it makes certain choices along the
way, which, under our conditions, can be made in such a way as to guarantee
the desired strong genericity. All referenced results in this proof are in [Kal19].

The proof of Proposition 3.7 uses Lemma 3.6.9 to construct the characters in the
Howe factorization. Specifically, to construct the character φi of Gi, Lemma
3.6.9 extends θi|Di(F )ri

, where Di = Giab is the abelianisation of Gi. The key
point for our purposes is that any extension will do; all we need to do is to
specify how we choose the extension, and otherwise let the proof of Proposi-
tion 3.7 run unchanged.

The proof of Lemma 3.6.8 shows that there is a Gi+1-generic element Xi ∈
Lie∗(Di)(F )−ri (not justXi ∈ Lie∗(Gi)(F )−ri ) such that θi(exp(Y )) = Λ(〈Xi, Y 〉)
for all Y ∈ Lie(Gi)(F )ri . We view Λ(〈Xi, log(−)〉) as a character of Lie(Di)(F )0+,
and extend this character to produce φi.

Using the surjective map S → Giab we can identify each Xi ∈ Lie∗(Giab)(F )
occurring in Lemma 4.3.4 with an element of Lie∗(S)(F ).

We further choose an elementX−1 ∈ Lie∗(S)(F )0 whose image in Lie∗(S◦)(kF )
is strongly regular for G0,◦

x , where G0,◦
x and S◦ are the reductive quotient of the

special fiber of the parahoric model of the group G0, respectively S, associated
to the point x. We set X = X−1 + · · · + Xd−1 ∈ Lie∗(S)(F ). This is a regular
semi-simple element.

Recall the sign character ε̃G/G
0

introduced in [DS18, §4.3] (see also [Kal19,
(4.3.4)], where it was not decorated with a superscript, and was relative to
G/Gd−1). Note that, in this subsection, we use J for the centraliser CG(γ0)◦,
not the compact-modulo-center subgroup of §4.1.

Lemma 4.3.5 ([Spi]). The normalized character of the non-singular supercuspidal
representation π(S,θ) at a strongly regular semi-simple element γ ∈ G(F ) with topo-
logical Jordan decomposition γ = γ0 · γ0+ modulo ZG is given by

(−1)rkF (G0)
∑

g∈S(F )\G(F )/J(F )
gγ0∈S(F )

(−1)rkF (CG0 (gγ0)◦)ẽG/G
0

(θ, gγ0)·θ(gγ0)εG/G
0,](gγ0)·ÔJXg (log γ0+),

where

• J = CG(γ0)◦,

• Xg = Ad∗(g)−1X , i.e., 〈Xg, Y 〉 = 〈X, gY 〉 for all Y ∈ g, which we view as an
element of Lie∗(J)(F ) using Remark 4.1.4, and

• εG/G
0,](gγ0) = ε

G/G0

],x (gγ0) · εG/G
0

x (gγ0).

We now combine Lemmas 4.3.5 and 4.2.7 to obtain the desired character for-
mula. For 0 ≤ i < d, let G̃i be the preimage ofGi in the simply connected cover
of Gi+1, and denote the image of Xi under the natural map Lie∗(Giab)(F ) →
Lie∗(G̃iab)(F ) again by Xi.

Notation 4.3.6. We put on R(S,Gi+1/Gi) the a-data used in Notation 4.2.2,
namely aα = 〈Xi, Hα〉. They are the same as the a-data defined in [Kal19,
(4.10.1)]. Putting these together, and choosing arbitrarily a-data for R(S,G0)
consisting of units, we obtain a-data for R(S,G). We obtain χ-data χ′′ for
R(S,Gi+1/Gi) as in Notation 4.2.6: χ′′α = χ′′αi ◦ NFα/Fαi , where αi is the re-
striction of α ∈ R(S,Gi+1/Gi) to Z◦Gi . Putting these together, and using the
canonical unramified χ-data for R(S,G0), we obtain χ-data χ′′ for R(S,G).
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Theorem 4.3.7. Let γ ∈ G(F ) be a regular semi-simple element with topological
Jordan decomposition γ = γ0 · γ0+ modulo ZG. The value of the normalized Harish-
Chandra character of π(S,θ) evaluated at γ is given by

e(G)e(J)εL(X∗(TG)C −X∗(TJ)C,Λ)∑
g∈S(F )\G(F )/J(F )

gγ0∈S(F )

∆abs
II [a, χ′′](gγ0) · θ(gγ0) · ÔJXg (log γ0+), (4.3.8)

where J = CG(γ0)◦ and TG and TJ are the minimal Levi subgroups of the quasi-split
inner forms of G and J , respectively, e(−) is the Kottwitz sign [Kot83], and εL is the
root number of the given virtual Galois representation.

Proof. We apply Lemma 4.3.5 and need to show that for an element γ0 ∈ S(F )
that is topologically semisimple modulo ZG, the term

(−1)rkF (G0)(−1)rkF (J0)ẽG/G
0

(θ, γ0) · εG/G
0,](γ0) (4.3.9)

equals

e(G)e(J)εL(X∗(TG)C −X∗(TJ)C,Λ)∆abs
II [a, χ′′](γ0), (4.3.10)

where J0 = G0 ∩ J = CG0(γ0)◦. Recall that [Kal19, Corollary 4.7.6] gives
an expression for the product ẽ(θ, γ0)εsym,ram(γ0), see [Kal19, (4.3.2)] for the
definition of εsym,ram. Note that in our current notation, the terms εsym,ram(γ0)
and ẽ(θ, γ) occurring in loc. cit. should carry a superscript Gd/Gd−1. We claim
that εsym,ram(γ0) = 1. Indeed, the definition of εsym,ram(γ0), cf. [Kal19, (4.3.2)],
is as a product over ramified symmetric roots α with the property that α(γ0) 6=
1 and rd−1 − ord(α(γ0) − 1) ∈ 2 ordx(α). By assumption, the root values of
γ0 have finite order prime to p (see Remark 4.3.1), so this condition becomes
rd−1 ∈ 2 ordx(α). [Kal19, Proposition 4.5.1] shows that ordx(α) = e−1

α Z. On
the other hand, 〈Xd−1, Hα〉 is an element of Fα whose trace in F±α vanishes,
so rd−1 = − ord〈Xd−1, Hα〉 ∈ ord(F×α ) r ord(F×±α) = e−1

α (2Z + 1). Therefore,
the product defining εsym,ram(γ0) is empty.

Therefore [Kal19, Corollary 4.7.6] gives an expression for ẽG
d/Gd−1

(θ, γ0). Ap-
plying this Corollary inductively for the chain G0 ⊂ · · · ⊂ Gd we see that
ẽG/G

0

(θ, γ0) equals

ε
G/G0

f (γ0)
e(G)e(J)

e(G0)e(J0)

εL(X∗(TG)C −X∗(TJ)C,Λ)

εL(X∗(TG0)C −X∗(TJ0)C,Λ)
∆
G/G0

II [a, χ′](γ0) (4.3.11)

Consider the denominators in (4.3.11). The term εL(X∗(TG0)C −X∗(TJ0)C,Λ)
was computed in [Kal19, Lemma 4.9.1] as (−1)rkF (TG0 )−rkF (TJ0 ) (note that S is
maximally unramified both in G0 and J0). By [Kot83] we have

e(G0)e(J0) = (−1)rkF (G0)−rkF (TG0 )+rkF (J0)−rkF (TJ0 ).

We see that the combined contribution of the denominators in (4.3.11) is equal
to (−1)rkF (G0)−rkF (J0), hence (4.3.9) becomes

e(G)e(J)εL(X∗(TG)C −X∗(TJ)C,Λ)∆
G/G0

II [a, χ′](γ0) · εG/G
0

f (γ0) · ε],G/G
0

(γ0).

Lemma 4.2.7 converts this to

e(G)e(J)εL(X∗(TG)C −X∗(TJ)C,Λ)∆
G/G0

II [a, χ′′](γ0).
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Finally we claim that ∆abs,G0

II [a, χ′′](γ0) is trivial, which implies

∆abs,G
II [a, χ′′](γ0) = ∆

G/G0

II [a, χ′′](γ0).

To prove the claim, recall S is maximally unramified inG0. This implies that no
element of R(S,G0) is ramified symmetric. By construction, the character χ′′α is
trivial when α is asymmetric, and unramified quadratic when α is symmetric.
We have chosen aα to be a unit in Oα. The element α(γ0) ∈ F×α lies in O×α and
is topologically semi-simple, therefore α(γ0) − 1 is either zero or a unit in Oα.
This proves the claim.

4.4 Endoscopy for non-singular supercuspidal L-packets

We retain the assumptions on p from the previous subsection. In this subsection
we will use the notation G′ for an inner form of G, and not for a twisted Levi
subgroup as in [Yu01].

Let ϕ : WF → LG be a supercuspidal parameter. Due to the assumptions on
p, in particular that it does not divide the order of the Weyl group, ϕ is torally
wild in the sense of [Kalb, Definition 4.1.2]. Let Sϕ = Cent(ϕ, Ĝ). We recall
that there is a pair (S, θ) associated to ϕ, consisting of a torus S and a character
θ : S(F ) → C×, satisfying certain properties that we will review below. There
is a canonical exact sequence

1→ ŜΓ → Sϕ → Ω(S,G)(F )θ → 1,

where Ω(S,G) ⊂ Aut(S) is the Weyl group relative to G (see below), and
Ω(S,G)θ is the stabilizer of θ. When ϕ is regular, so that Ω(S,G)θ is trivial,
this sequence becomes an isomorphism ŜΓ → Sϕ.

Let Πϕ be the L-packet associated to ϕ as in [Kalb, §4] or [Kal19, §5]. In this sec-
tion we prove the stability of Πϕ, as well as the endoscopic character identities
for all s ∈ ŜΓ ⊂ Sϕ.

We begin by briefly recalling the construction of the packet. To ϕ one asso-
ciates a torally wild supercuspidal L-packet datum (S, ̂, χ, θ) in the sense of
[Kalb, Definition 4.1.4]. We recall that S is a tame F -torus whose dimension
is equal to the absolute rank of G, ̂ : Ŝ → Ĝ is an embedding of complex
reductive groups whose Ĝ-conjugacy class is Γ-stable, χ is a set of tamely ram-
ified χ-data for R(S,G) and θ : S(F ) → C× is a character. The embedding
̂ : Ŝ → Ĝ specifies a Γ-stable G(F̄ )-conjugacy class of embeddings S → G, cf.
[Kal19, §5.1]. This conjugacy class allows us to define the root system R(S,G),
equipped with Γ-action, as well as the Weyl group Ω(S,G). It also gives a stable
class of embeddings of S into any inner form of G; we call the embeddings in
this stable class “admissible”. We have a subsystem R0+ ⊂ R(S,G), which can
be defined either as {α ∈ R(S,G) | θ(NE/F (α∨(E×0+))) = 1}, where E/F is the
splitting field of S, or as the dual to the root system of the centralizer of ϕ(PF )

in Ĝ. We write S0 ⊂ S for the connected component of the intersection of the
kernels of the members of R0+. Given an admissible embedding j : S → G′

into an inner form G′ of G, we obtain the twisted Levi subgroup G′0 with root
system R0+, and S0 is identified with Z(G′0)◦. Let R(S0, G) ⊂ X∗(S0) be the
restrictions to S0 of R(S,G) rR0+. We require the χ-data on R(S,G) rR0+ to
be inflated from χ-data for R(S0, G), and the χ-data for R0+ to be unramified.
The pair (S, θ) is F -non-singular in the sense of [Kalb, Definition 3.1.1].

Let (aα) and (χ′′) be the a-data and χ-data for R(S,G) computed in terms of
θ as in Notation 4.3.6. The a-data are the same as given in [Kal19, (4.10.1)],
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but the χ-data are not the same as given in [Kal19, (4.7.2)]. The a- and χ-data
both depend only on θ|S(F )0+

, hence are invariants of the isomorphism class
of the torally wild supercuspidal L-packet datum (S, ̂, χ, θ). After changing
(S, ̂, χ, θ) within its isomorphism class we may, and do, assume that χ = χ′′.

Given a rigid inner twist (G′, ξ, z) of G and an admissible embedding j : S →
G′ we let πj be the supercuspidal representation π(jS,jθ), computed in terms
of the twisted Yu construction of §4.1. When ϕ is regular, πj is an irreducible
regular supercuspidal representation and coincides with the one constructed
in [Kal19, §5.3]. There we used the untwisted Yu construction, the χ-data χ′

of [Kal19, (4.7.2)], and the auxiliary characters εf,ram · ε],x. That the resulting
πj is the same follows from Lemma 4.2.7. The L-packet then consists of the
representations πj for all rational classes of admissible embeddings j. When
ϕ is no long regular, πj may be reducible, where we are using the twisted Yu
construction with a possibly reducible (but semi-simple) depth-zero supercus-
pidal representation of the smallest twisted Levi subgroup G′0 by additivity.
This is how πj was constructed in [Kalb, §4.2]. We refer to the set of irreducible
constituents [πj ] as a “Deligne–Lusztig” packet. The L-packet Πϕ is the union
of all Deligne–Lusztig packets, as j runs over the rational classes of admissible
embeddings j.

In Proposition 4.4.1 we use the notation γg , where g ∈ G(F ), for the conjuga-
tion g−1γg and γj , where j : S → G is an embedding as above, for j−1(γ).
Analogously, we write gY for Ad∗(g)Y for any Y ∈ g∗(F ) and jX for the im-
age of X in Lie∗(j(S))(F ) under the isomorphism Lie∗(j)−1, and then as an
element of g∗ via Remark 4.1.4.

Proposition 4.4.1. Let (S, ̂, χ, θ), (G′, ξ, z), and j be as just discussed. The normal-
ized character of the supercuspidal representation πj evaluated at the strongly regular
semisimple element γ′ = γ′0 · γ′0+ ∈ G′(F ) has the formula

e(G′)e(J ′)εL(TG − TJ)
∑

g∈J′(F )\G′(F )/jS(F )

γ′g0 ∈jS(F )

∆abs
II [a, χ](γ′gj0 )θ(γ′gj0 )ÔJ

′
gjX(log(γ′0+)),

where J ′ = CG′(γ
′
0)◦, TG and TJ are the minimal Levi subgroups in the quasi-split

inner forms of G′ and J ′, and εL(TG − TJ) is the root number of the virtual Galois
representation X∗(TG)C −X∗(TJ)C with respect to the fixed additive character Λ.

Proof. This is immediate from Theorem 4.3.7 and the construction of πj .

We note that the formula in Proposition 4.4.1 is independent of which repre-
sentative of the isomorphism class of (S, ̂, χ, θ) is being used.

In the following we use notation from [Kal16]. In particular, S+
ϕ is the preimage

of Sϕ ⊂ Ĝ in a suitable finite cover of Ĝ, or alternatively in the universal cover
of Ĝ, and [̂̄S]+ is the preimage of ŜΓ.

Let ṡ ∈ S+
ϕ be a semi-simple element. Let w be a Whittaker datum for the

quasi-split group G. The ṡ-stable character of ϕ on a rigid inner form (G′, ξ, z)
is defined as

Θṡ
ϕ,w,z = e(G′)

∑
ρ∈Irr(π0(S+

ϕ ),[z])

tr ρ(ṡ) ·Θπρ .

This definition uses the bijection Irr(π0(S+
ϕ ))→ Πϕ constructed in [Kalb, §§4.4,

4.5]. We briefly recall that this construction involves two steps. First, there is a
natural simply transitive action of the character group π0([̂̄S]+)∗ on the set of
Deligne–Lusztig packets in Πϕ. A choice of Whittaker datum for G selects a
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base point in this set, because there is a unique rational class of admissible em-
beddings j : S → G for which the supercuspidal representation πj is w-generic.
This follows from [Kal19, Lemma 6.2.2], whose proof is valid in our setting
once [Kal19, Lemma 6.2.1] is replaced by Proposition 4.4.1. Therefore the choice
of w gives a bijection between π0([̂̄S]+)∗ and the set of Deligne–Lusztig packets
in Πϕ. The second step is to create a bijection, for every η ∈ π0([̂̄S]+)∗, between
Irr(π0(S+

ϕ ), η) and the corresponding Deligne–Lusztig packet. This is done in
[Kalb] up to the ambiguity of twisting by a character of π0(S+

ϕ ) inflated from
Ω(S,G)(F )θ. Resolving this ambiguity is currently work in progress. How-
ever, in this paper we will be concerned only with elements ṡ that lie in the
subgroup [̂̄S]+ ⊂ S+

ϕ . For such elements, this ambiguity is immaterial, and
Θṡ
ϕ,w,z is unambiguously defined.

Theorem 4.4.2. Let (S, ̂, χ, θ), (G′, ξ, z), and j be as just discussed. Let jw : S → G
be the unique rational class of admissible embeddings for which πjw is w-generic. For
ṡ ∈ [̂̄S]+ ⊂ S+

ϕ , the value of Θṡ
ϕ,w,z at a strongly regular semi-simple element γ′ ∈

G′(F ) with topological Jordan decomposition γ′ = γ′0 · γ′0+ modulo ZG is given by

e(J ′)εL(TG − TJ)
∑

j:S→J′
∆abs
II [a, χ](γ′j0 )θ(γ′j0 )

∑
k:S→J′

〈inv(jw, k), ṡ〉ÔJ
′

kX(log(γ′0+)),

where J ′ = CG′(γ
′
0)◦, TG and TJ are the minimal Levi subgroups in the quasi-split

inner forms of G′ and J ′, εL(TG − TJ) is the root number of the virtual Galois rep-
resentation X∗(TG)C − X∗(TJ)C with respect to the fixed additive character Λ, and
inv(jw, k) ∈ H1(u → W,Z(G) → S) is the invariant defined in [Kal19, §5.1]. The
sum over j runs over the set of J-stable classes of embeddings j : S → J ′ whose com-
position with the inclusion J ′ → G′ is admissible, and the sum over k runs over the
set of J ′(F )-conjugacy classes in the stable class of j.

Proof. The proof is the same as for [Kal19, Lemma 6.3.1], but with [Kal19,
Lemma 6.2.1] replaced by Proposition 4.4.1.

As an immediate application of Theorem 4.4.2 we see that Conjecture [Kala,
§4.3] holds for the supercuspidal L-packets constructed in [Kalb], subject to
the conditions on F stipulated in this section:

Corollary 4.4.3. Let (S, ̂, χ, θ), (G′, ξ, z), and j be as just discussed. The value of
SΘϕ,z at a strongly regular semi-simple element γ′ ∈ G′(F ) with topological Jordan
decomposition γ′ = γ′0 · γ′0+ modulo ZG is given by

e(J ′)εL(TG − TJ)
∑

j:S→J′
∆abs
II [a, χ](γ′j0 )θ(γ′j0 )ŜO

J′

jX(log(γ′0+)),

where J ′, TG, TJ , and j, are as in Theorem 4.4.2.

Theorem 4.4.4.
1. The virtual character SΘϕ,w,∗ = Θ1

ϕ,w,∗ is stable across inner forms. That is,
for any two rigid inner twists (G′1, ξ1, z1) and (G′2, ξ2, z2) and stably conjugate
strongly regular elements γ′1 ∈ G′1(F ) and γ′2 ∈ G′2(F ) we have

SΘϕ,z1(γ′1) = SΘϕ,z2(γ′2).

2. For any ṡ ∈ [̂̄S]+ ⊂ S+
ϕ the endoscopic character identity holds: if ϕṡ is the

parameter for the endoscopic group H corresponding to (ϕ, ṡ), then

Θṡ
ϕ,w,z(f

′) = SΘϕṡ,1(f ṡ),
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where (G′, ξ, z) is a rigid inner twist, f ′ ∈ C∞c (G′(F )) is any test function and
f ṡ ∈ C∞c (H(F )) is its transfer with respect to the transfer factor ∆[ṡ,w, z] of
[Kal16, (5.10)].

Proof. The proof is the same as for [Kal19, Theorems 6.3.2, 6.3.4], with [Kal19,
Lemma 6.3.1] replaced by Theorem 4.4.2.

As discussed in [Kala, §4.4], Corollary 4.4.3 and Theorem 4.4.4 uniquely char-
acterize the local Langlands correspondence for regular supercuspidal param-
eters. The local Langlands correspondence for all supercuspidal parameters
will be uniquely characterized in the same way once Theorem 4.4.4 has been
extended to all ṡ ∈ S+

ϕ .

5 CONSTRUCTION OF ε
G/M
x AND PROOF OF THEOREM 3.4

The goal of this section is to prove Theorem 3.4 by constructing εG/Mx and com-
puting its restriction to every tame maximal torus whose building contains x.
The construction of εG/Mx involves three different techniques that we introduce
in §§5.1, 5.2 and 5.3 in a general set-up before specializing to our set-up in §5.5.

5.1 Sign characters from hypercohomology

Let k be a field of odd characteristic with absolute Galois group Γ relative to
a fixed separable extension k̄. As before we set Σ = Γ × {±1}. Let G be an
algebraic group. We do not assume that G is connected or reductive. Consider
the abelian group of algebraic characters X∗(G), written additively. It has an
action of Σ, where Γ acts according to the k-structure of G and {±1} acts by
multiplication. We view the multiplication-by-2 map X∗(G) → X∗(G) as a
complex of Γ-modules of length 2, which we place in degrees 0 and 1. We
recall the explicit description of the first Galois-hypercohomology group of this
complex.

Definition 5.1.1. 1. The abelian group Z1(Γ, X∗(G) → X∗(G)) of degree-1
hypercocycles consists of pairs (ρ, δ), where ρ ∈ Z1(Γ, X∗(G)) and δ ∈
X∗(G) satisfy (1 − σ)δ = 2ρσ for all σ ∈ Γ. Addition is inherited from
X∗(G).

2. The subgroup B1(Γ, X∗(G) → X∗(G)) of degree-1 hypercoboundaries con-
sists of the pairs ((1− σ)χ, 2χ) for χ ∈ X∗(G).

3. The first hypercohomology group H1(Γ, X∗(G) → X∗(G)) is the quotient
Z1/B1.

Definition 5.1.2. Given (ρ, δ) ∈ Z1(Γ, X∗(G) → X∗(G)) we define for each
g ∈ G(k) and σ ∈ Γ an element ερ,δ(g, σ) ∈ k̄× by choosing arbitrarily a square
root

√
δ(g) ∈ k̄× of δ(g) ∈ k̄× and setting

ερ,δ(g, σ) = ρσ(g) ·
σ
√
δ(g)√
δ(g)

.

Lemma 5.1.3.

1. The element ερ,δ(g, σ) ∈ k̄× is independent of the choice of square root.

2. For fixed g ∈ G(k), the function σ 7→ ερ,δ(g, σ) lies in Z1(Γ, µ2).
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3. The function G(k)→ Z1(Γ, µ2) thus defined is a group homomorphism.

Proof. Fix g ∈ G(k) and
√
δ(g). Both σ 7→ ρσ(g) and σ 7→ (δ/2)(g, σ) :=

(
√
δ(g))−1σ(

√
δ(g)) are elements of Z1(Γ, k̄×). The first one, ρσ(g), is by defi-

nition multiplicative in g. The second, (δ/2)(g, σ), is independent of the choice
of square root, for a different choice of square root will result in both nu-
merator and denominator being multiplied by −1 ∈ k, so the result is un-
changed. This independence then shows that (δ/2)(g · g′, σ) = (δ/2)(g, σ) ·
(δ/2)(g′, σ). It follows that ερ,δ(g,−) lies in Z1(Γ, k̄×) and is multiplicative in g.
Now ερ,δ(g, σ)2 = 1 by the relation (1− σ)δ = 2ρσ .

Define ερ,δ(g) ∈ k×/k×,2 to be the image of ερ,δ(g,−) under the isomorphism
H1(Γ, µ2) ∼= k×/k×,2. Thus

ερ,δ : G(k)→ k×/k×,2 (5.1.4)

is a character.

Remark 5.1.5. 1. If ρ = 0, so that δ is Γ-fixed (i.e., defined over k), then ερ,δ
is the composition G(k)

δ−→ k× → k×/k×,2.

2. In general, Hilbert’s Theorem 90 implies the existence of ζg ∈ k̄× such
that ρσ(g) = ζ−1

g · σζg . Then ερ,δ(g) = ζ2
g · δ(g) ∈ k×/k×,2.

Lemma 5.1.6. The assignment (ρ, δ) 7→ ερ,δ is functorial. More precisely, if f : H→
G is a morphism of algebraic groups over k, then

ερ◦f,δ◦f = ερ,δ ◦ f.

Proof. Immediate.

Lemma 5.1.7. The assignment (ρ, δ) 7→ ερ,δ is a group homomorphism

Z1(Γ, X∗(G)→ X∗(G))→ Hom(G(k), k×/k×,2)

whose kernel contains B1(Γ, X∗(G)→ X∗(G)) and hence descends to a group homo-
morphism

H1(Γ, X∗(G)→ X∗(G))→ Hom(G(k), k×/k×,2)

Proof. The homomorphism statement reduces to showing that for fixed g and
σ the element ερ,δ(g, σ) ∈ µ2 is multiplicative in the pair (ρ, δ), which follows
from the independence of choice of square root. That this homomorphism kills
coboundaries is immediate from the formula for ε(g, σ).

Remark 5.1.8. The construction of the character ερ,δ can be rephrased more
abstractly as follows. Consider G as a complex of length 1 placed in degree 0.
Let Gm → Gm be the squaring map, considered as a complex placed in degrees
0 and 1. Let Hom(G,Gm → Gm) be the Hom-complex. It equals X∗(G) →
X∗(G). Now we have the obvious map

H1(Γ,Hom(G,Gm → Gm))→ Homgrp(G(k), H1(Γ,Gm → Gm)).

But, the squaring map on Gm being surjective, the complex Gm → Gm is quasi-
isomorphic to its kernel µ2.

The following example gives a particular family of hypercocycles to which we
can apply the construction (5.1.4).
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Example 5.1.9. Let S be any set equipped with an action of Σ for which {±1} has
no fixed points, and let i 7→ χi be a Σ-equivariant map S → X∗(G). We allow χ−i
to equal χi. Let S+ be any subset of S such that S is the disjoint union of S+ and
S− := −S+, and define

δS+ =
∑
i∈S+

χi and, for all σ ∈ Γ, ρS+,σ =
∑

i∈S+∩σS−
χi.

Lemma 5.1.10. In the notation of Example 5.1.9, σ 7→ ρS+,σ lies in Z1(Γ, X∗(G)),
and we have the relation (1 − σ)δS+ = 2ρS+,σ in X∗(G). Therefore (ρS+ , δS+) lies
in Z1(Γ, X∗(G) → X∗(G)). The class of this hypercocycle does not depend on the
choice of S+.

Proof. We abbreviate ρS+ and δS+ to ρ and δ, respectively. The character ρσ is
the sum of χi for i running over the set S+ ∩ σS−. In the following computa-
tion, for convenience, we abbreviate

∑
i∈S′ χi to just [S′] when S′ is a subset

of S. Then [σS′] = σ[S′] for all σ ∈ Σ. For σ, τ ∈ Γ we have

ρσ + σρτ = [S+ ∩ σS−] + [σS+ ∩ στS−]

= [(((((((((
S+ ∩ σS− ∩ στS+] + [S+ ∩ σS− ∩ στS−]

+ [S+ ∩ σS+ ∩ στS−] + [(((((((((
S− ∩ σS+ ∩ στS−]

= S+ ∩ στS−

= ρστ ,

justifying the first claim, and

(1− σ)δ = S+ − σS+

= [S+ ∩ σS−] + [(((((
S+ ∩ σS+]

− σ[((((((
S+ ∩ σ−1S+]− σ[S+ ∩ σ−1S−]

= [S+ ∩ σS−]− [S− ∩ σS+]

= 2[S+ ∩ σS−],

justifying the second claim.

For the independence statement it is enough to consider the effect of replacing
S+ by {−i} ∪ S+ r {i} for some i ∈ S+. This change replaces δ by δ − 2χi,
while ρσ is replaced by ρσ + (σ − 1)χi.

Lemma 5.1.10 allows us to make the following definition.

Definition 5.1.11. Let S and i 7→ χi be as in Example 5.1.9. Then we write

εS : G(k)→ k×/k×,2

for the character of (5.1.4) associated to the class of the hypercocycle (ρS+ , δS+)
for any choice of S+ ⊂ S as in Example 5.1.9.

Remark 5.1.12. With the notation of Example 5.1.9, consider another set S′

with Σ-action for which {±1} has no fixed points and a Σ-equivariant surjec-
tive map π : S→ S′. Choose a subset S′,+ of S′ such that S′ = S′,+ t −S′,+
and define S+ to be the pre-image of S′,+. Put

χi′ =
∑
i∈S

π(i)=i′

χi

for all i′ ∈ S′. Then δS′,+ equals δS+ , ρS′,+ equals ρS+ , and hence εS′ = εS.
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Recall that Li denotes the isomorphism k1
i → k×i /k

×
±i that is inverse to a 7→

a/σi(a). Then we can describe εS as follows.

Proposition 5.1.13. For all γ ∈ G(k) we have

εS(γ) =
∏

i∈Sasym/Σ

Nki/k(χi(γ)) ·
∏

i∈Ssym/Γ

Nki/k(Li(χi(γ))) mod k×,2.

Proof. If S admits a Σ-invariant, disjoint decomposition S = S1 ∪ S2, then
δS+ equals δS+

1
+ δS+

2
and ρS+ equals ρS+

1
+ ρS+

2
; so, by Lemma 5.1.7 and the

fact that the claimed formula also respects such a decomposition, we may, and
do, assume that Σ acts transitively on S. The result is obvious if S is empty, so
we may, and do, further suppose that there is some element i ∈ S.

If i is asymmetric and we choose S+ = Γ · i, then ρ is equal to 0, δ is equal to∑
σ∈Γ/Γχi

σχi, and the result follows from Remark 5.1.5(1).

If i is symmetric, then Nki/k±i(χi(γ)) equals 1. Choose a lift δi of Li(χi(γ)) ∈
k×i /k

×
±i to k×i , and put δσi = σδi for all σ ∈ Γ. Then δj/δ−j = χj(γ) for all

j ∈ S. For all σ ∈ Γ, we have that( ∏
j∈S+

δ−1
j

)
σ
( ∏
j∈S+

δj

)
=
∏
j∈S+

δ−1
j ·

∏
j∈σS+

δj =
∏
j∈S+

j /∈σS+

δ−1
j ·

∏
j /∈S+

j∈σS+

δj

=
∏
j∈S+

j /∈σS+

δ−1
j δ−j =

∏
j∈S+

j /∈σS+

χj(γ)−1 = ρσ(γ)−1.

According to Remark 5.1.5(2), ερ,δ(γ) is the class modulo k×,2 of

δ(γ) ·
( ∏
j∈S+

δ−1
j

)
2 = δ(γ) ·

∏
j∈S+

(
(δj/δ−j)(δjδ−j)

)−1

= δ(γ) ·
∏
j∈S+

χj(γ)−1 ·
∏
j∈S

δ−1
j = Nki/k δ

−1
i .

5.2 Sign characters via the spinor norm

We continue with an arbitrary field k of odd characteristic, with absolute Galois
group Γ relative to a fixed separable extension k̄, as well as an algebraic group
G defined over k, which we again do not assume to be reductive or connected.
Recall that we put Σ = Γ× {±1}.
Let (V, ϕ) be a quadratic space over k. We write βϕ for the associated symmetric
bilinear form on V , given by βϕ(v, w) = ϕ(v+w)−ϕ(v)−ϕ(w) for all v, w ∈ V .
(In [Sch85, Chapter 1, Definition 1.6], the associated symmetric bilinear form is
taken to be 1

2βϕ instead. However, this will not trouble us.) If ϕ is understood,
then we may abbreviate βϕ to β. We denote the orthogonal group of (V, ϕ) by
O(V, ϕ) and its special orthogonal group by SO(V, ϕ) (or by O(ϕ) and SO(ϕ),
respectively, if V is understood).

The spinor norm O(V, ϕ)(k) → k×/k×,2 [Sch85, Chapter 9, Definition 3.4] is
a homomorphism determined by the following property: For an anisotropic
vector v ∈ V the reflection τv ∈ O(V, ϕ) is defined by τv(w) = w− 2β(v,w)

β(v,v) v and
its spinor norm is ϕ(v).
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Remark 5.2.1. The spinor norm also has a cohomological interpretation. As an
algebraic group defined over k, O(V, ϕ) has a central extension Pin(V, ϕ) with
kernel µ2. The connecting homomorphism O(V, ϕ)(k)→ H1(Γ, µ2) = k×/k×,2

is the spinor norm. The pre-image Spin(V, ϕ) of SO(V, ϕ) in Pin(V, ϕ) is the
identity component of the latter, and the simply connected cover of SO(V, ϕ).
In particular, if G is a connected, simply connected k-group, then every orthog-
onal representation G → O(V, ϕ) factors through G → Spin(V, ϕ), so that the
spinor norm of the action of any element of G(k) is trivial.

It is possible that two distinct quadratic forms on V that give the same orthog-
onal group O(ϕ) lead to different spinor norm homomorphisms. For example,
if we replace ϕ by aϕ with a ∈ k×, the spinor norm of each reflection will be
multiplied by a ∈ k×/k×,2. However, the restriction of the spinor norm to
SO(ϕ) depends only on SO(ϕ) and not on ϕ, because Spin(ϕ) is determined by
SO(ϕ) (as its simply connected cover). For example, since elements of SO(ϕ)
are products of an even number of reflections, replacing ϕ by aϕ multiplies the
spinor norm of such elements by a power of a2, hence leaves it unchanged (as
a square class).

Every orthogonal representation G→ O(V, ϕ) of G gives rise to the character

G(k)→ O(V, ϕ)(k)→ k×/k×,2, (5.2.2)

where the rightmost map is the spinor norm. We would like to have a more
explicit formula for the values of this character. In order to formulate the result,
Lemma 5.2.4, we need the structure described in Definition 5.2.3.

Definition 5.2.3. Let (V, ϕ) be a non-degenerate quadratic space over k, and
let S be a set equipped with an action of Σ. An S-grading of (V, ϕ) is a Γ-
equivariant map from S to the set of subspaces of Vk̄, denoted by i 7→ (Vi)k̄,
such that Vk̄ =

⊕
i∈S(Vi)k̄ and (Vi)k̄ is orthogonal to (Vj)k̄ unless j = −i.

Given a representation G → O(V, ϕ), we say that the S-grading is G-stable if
each (Vi)k̄ is Gk̄-stable.

Note that we are allowing the action of −1 ∈ Σ to fix elements of S. A non-
zero subspace (Vi)k̄ is anisotropic if and only if i ∈ S is fixed by −1. Note
further that it is implicit in the definition that (Vi)k̄ 6= (Vj)k̄ whenever i 6= j
and (Vi)k̄ 6= {0}.
For i ∈ S, let ki be the fixed field in k̄ of the stabilizer Γi of i. The k̄-vector
space (Vi)k̄ has a natural ki-structure given by Vi = (Vi)

Γi
k̄

.

Lemma 5.2.4 gives an explicit formula for (5.2.2) in a particular situation.

Lemma 5.2.4. Let S be a set equipped with a Σ-action, and G → O(V, ϕ) be an
orthogonal representation endowed with a G-stable S-grading. Assume that for every
g ∈ G(k) and i ∈ S there exists n such that the semisimple part of gp

n

acts on (Vi)k̄
by a scalar, where p is the characteristic exponent of k.

For all g ∈ G(k), the spinor norm of g is∏
i=−i

−g|Vi unipotent

(
disc(ki/k)dimki

(Vi)·Nki/k(detki(ϕ|Vi))
)
·
∏

Γ·i 6=−Γ·i

Nki/k(detki(g|Vi))

·
∏
i6=−i

Γ·i=−Γ·i

Nki/k(Li(detki(g|Vi))),

where the products are taken over the Σ-orbits of elements i ∈ S satisfying the stated
conditions.
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Proof. By [O’M00, 55:4], we may assume that Σ acts transitively on S. The
result is obvious if S is empty, so we may further assume that there is some
element i ∈ S. Upon replacing g by a suitable power gp

n

, which does not
affect the spinor norm (since p is odd), we may assume that g has a rational
Jordan decomposition and that its semisimple part acts as a scalar (necessarily
in the separable closure k̄).

Since unipotent elements of O(ϕ) lie in SO(ϕ) (because they have p-power or-
der in the component group µ2, and p 6= 2), but the spinor norm is trivial on
unipotent elements of SO(ϕ) (by, for example, its cohomological description in
Remark 5.2.1), we may further assume that g is semisimple. We make all of
these assumptions. Then, by the assumption of the lemma, g acts by a scalar
on V .

Assume first that i = −i. Then Vi is non-degenerate and V = Reski/k Vi, where
the notation Reski/kVi means that we view Vi as a k-vector space via the inclu-
sion k → ki. The only way for g to be an orthogonal operator is if the scalar λ
by which it operates satisfies λ2 = 1. If λ is 1 (so that −g|V is not unipotent),
then the spinor norm of g is also 1. If λ is −1 (so that −g|V is unipotent), then,
by [Sch85, Chapter 9, Example 3.6 and Chapter 2, Theorem 5.12], the spinor
norm of g is

det
(
ϕ|Reski/k Vi

)
= disc(ki/k)dimki

(Vi) Nki/k(det(ϕ|Vi)).

Assume now that i 6= −i. Then Vi ⊕ V−i is a hyperbolic plane defined over
ki that descends to k±i, and V = Resk±i/k(Vi ⊕ V−i)

Γ±i . Since det(g|V−i) =
det(g|Vi)−1, the image of g lies in SO(ϕ)(k). By [Sch85, Chapter 9, Example
3.7], it suffices to assume that k±i equals k.

If i is asymmetric, then V is the hyperbolic space H(Vi), in the notation of
[Sch85, Chapter 1, Definition 4.3]. By [Sch85, Chapter 9, Example 3.5], the
spinor norm of g is det(g|Vi).

If i is symmetric, then we have an isometric isomorphism between (V, ϕ) and
(Reski/k±iVi, ϕi) where ϕi(v) = ϕ(v+ σiv) = β(v, σi(v)) for all v ∈ Reski/k±iVi.
Now hi(v, w) = β(v, σi(w)) is a Hermitian form on the ki-vector space Vi with
respect to the quadratic extension ki/k±i, and ϕi(v) = hi(v, v). The element
g preserves hi. By [Sch85, Chapter 10, Theorem 1.5], the spinor norm of g is
Nki/k±i Li det(g|Vi).

Remark 5.2.5. The situation of Lemma 5.2.4 might seem rather specialized.
But, for any g ∈ O(V, ϕ)(k), we can take G to be the closed subgroup generated
by g, S to be k̄×, and (Vi)k̄ to be the i-eigenspace of the semisimple part of a
suitable power gp

n

of g that has rational semisimple part.

5.3 Sign characters from the Moy–Prasad filtration

In this subsection we work with a connected adjoint groupG over a p-adic field
F , a tame twisted Levi subgroup M ⊂ G, and a point x ∈ B(M,F ) ⊂ B(G,F ).

Definition 5.3.1. The adjoint action of ZM on g decomposes g as

g = m⊕m⊥, m⊥ =
⊕

α0∈R(ZM ,G)

gα0
,

where gα0 is the α0-weight space of ZM on g.

1. For O ∈ R(ZM , G)/I , let gO =
⊕

α0∈O gα0 .
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2. For (O, t) ∈ R(ZM , G)/I × R, let V(x,O,t) = gO(F u)x,t:t+.

Then V(x,O,t) carries an action of M(F u)x, which descends to an algebraic ac-
tion of (Mx)k̄.

Note that eα0
depends only on the Σ-orbit of α0, so we may, and do, write eO

for the common value of eα0
for all α0 ∈ O, where O is contained in an orbit of

Σ on R(ZM , G).

Proposition 5.3.2 is a general fact about the determinant of the action of Mx on
certain weight- and Moy–Prasad-subspaces.

Proposition 5.3.2. LetR′M ⊂ R(ZM , G) be a Σ-invariant subset. Choose dω ∈ e−1
ω Z

for every ω ∈ R′M/Γ, write da = dO = dω whenever a ∈ O ⊂ ω, put

Vk̄ :=
⊕

O∈R′M/I

⊕
t∈(0,dO/2)

V(x,O,t)

and let V = V Γ
k̄

. Given a tame maximal torus T ⊂ M with x ∈ B(T, F ), write R′T
for the pre-image in R(T,G/M) of R′M . For every γ ∈ T (F )b, we have

sgnk(det(γ|V )) =
∏

α∈R′T,asym/Σ

0,dα0/2/∈ordx(α)

2-(dα0
·eα)

sgnkα(α(γ)) ·
∏

α∈R′T,sym,ram/Γ

α(γ)∈−1+pα

sgnkα(−1)b(eαdα0−1)/2c.

Proof. For every γ ∈ T (F )b, the value of sgnk(det(γ|V )) is∏
α∈R′T /Γ

sgnk(Nkα/k(α(γ)))|ordx(α)∩(0,dα0
/2)|.

Choose α ∈ R′T , write α0 = α|ZM , and put d = dα0
. Recall sgnk(Nkα/k(α(γ))) =

sgnkα(α(γ)).

Consider first an asymmetric root α. Since sgnkα(α(γ)) is insensitive to replac-
ing α by −α, the orbits of α and −α contribute

sgnkα(α(γ))|ordx(α)∩((−d/2,0)∪(0,d/2))|.

Remember that ordx(α) is an e−1
α Z-torsor and, in particular, is stable under

translation by d. If ordx(α) contains 0 or d/2, then − ordx(α) contains 0 or
−d/2 + d = d/2, respectively; so, since ordx(α) and − ordx(α) are both e−1

α Z-
torsors, they are equal. Thus, in this case, ordx(α)∩((−d/2, 0)∪(0, d/2)) is a set
on which multiplication by −1 is an involution without fixed points, so it has
even cardinality. Otherwise, ordx(α) ∩ ((−d/2, 0) ∪ (0, d/2)) equals ordx(α) ∩
(−d/2, d/2], which, since d lies in e−1

α0
Z ⊂ e−1

α Z, has deα elements. Thus, the
contribution of the asymmetric roots α ∈ R(T,G/M) is∏

α∈R′T,asym/Σ

0,dα0
/2/∈ordx(α)

2-(dα0 ·eα)

sgnkα(α(γ)).

Next consider an unramified symmetric α. Since α(γ) ∈ k×α has trivial norm to
k×±α, it also has trivial norm to k×, so its contribution to sgnk(det(γ|V )) equals
1.

Finally consider a ramified symmetric α. Note that in this case α(γ) ∈ ±1 + pα.
By [Kal19, Proposition 4.5.1] we have 0 ∈ ordx(α), so ordx(α) equals e−1

α Z.
Thus the intersection ordx(α) ∩ (0, d/2) has cardinality b(eαd− 1)/2c.
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5.4 Good elements and quadratic forms

We work with a connected adjoint group G over F and a twisted Levi sub-
group M ⊂ G, and we assume that there exists, and fix, a good element
X ∈ Lie∗(Msc,ab)(F ). The main results of this section hold without assuming
that G is adjoint, cf. Remark 5.4.7, but we impose this condition for conve-
nience.

The spinor-norm construction (5.2.2) discussed in §5.2 takes as an input an
orthogonal representation of an algebraic group. In this section we discuss the
source of such representations for our purposes.

Since G is adjoint, the center ZM of M is a torus. We set

m⊥ =
⊕

α0∈R(ZM ,G)

gα0
.

Our goal is to define a natural non-degenerate quadratic form on m⊥(F ) that
is invariant under M(F ). Such a form can be obtained by Galois descent from
a non-degenerate quadratic form on m⊥(F̄ ) that is invariant under M(F̄ ) and
Γ, where F̄ is the separable closure of F .

We recall that Gsc denotes the simply connected cover of Gder and Msc the
preimage of M in Gsc. The derived subgroup Msc,der of Msc is simply con-
nected. We have the M -stable decomposition gsc = msc ⊕m⊥, which we use to
identify m∗sc, respectively m⊥,∗, with the annihilator of m⊥, respectively of msc,
and so obtain the M -stable decomposition g∗sc = m∗sc ⊕ m⊥,∗. We also have the
M -invariant inclusion Lie∗(Msc,ab)→ m∗sc, where Msc,ab is the abelianization of
Msc.

Definition 5.4.1. Let R be a reduced root system.

1. Assume R is irreducible. For α ∈ R we write `(α) for the integer-normal-
ized square length of α, so that `(α) = 1 ifR is simply laced, and `(α) = 1
for all short roots α if R is not simply laced. Thus `(α) ∈ {1, 2, 3}. Define
`p′(α) = gcd(`(α), p)−1`(α).

2. If R is not necessarily irreducible, define `(α) and `p′(α) for each irre-
ducible factor separately.

Remark 5.4.2. This definition can also be applied to the dual root system R∨.
Then the function `(α) · `(α∨) is constant on each irreducible factor of R, where
it takes one of the values {1, 2, 3}. If this value equals p, then `p′(−) is identi-
cally 1 on this factor of R and the corresponding factor of R∨.

Definition 5.4.3. Let T ⊂ M be a maximal torus. As in [Kot, §1.3.3], for every
α ∈ R(T,G), we define a quadratic pairing Q±α on gα(F̄ )⊕ g−α(F̄ ) as follows.
For Y±α ∈ g±α(F̄ ), we lift Y±α canonically to elements of Lie(Gsc)±α(F̄ ), and
compute the commutator [Yα, Y−α] ∈ Lie(Tsc)(F̄ ) of their lifts. Since Hα 6= 0 in
Lie(Tsc)(F̄ ), there is a unique scalar c such that [Yα, Y−α] = cHα and we define
Q±α(Yα + Y−α) = c. For convenience, we denote the scalar c by [Yα,Y−α]

Hα
.

Lemma 5.4.4. With the notation of Definition 5.4.3, let E/F be a tame extension of
finite ramification degree over which T splits, and define dx : g(E) → R by dx(Y ) =
sup{t ∈ R | Y ∈ g(E)x,t}. Given Y±α ∈ g±α(F̄ ), we have ord(Q±α(Yα + Y−α)) =
dx(Yα) + dx(Y−α).

Proof. For a ∈ E× we have dx(aYα) = dx(Yα) + ord(a); and for y ∈ B(T,E) and
α ∈ O we have dy(Yα) = dx(Yα) + 〈α, x− y〉.

33



It therefore suffices to prove this statement for some x ∈ B(T,E); we choose
a Chevalley basis for gE with respect to tE , and let x be the corresponding
point of A(T,E). It also suffices to prove it for some non-zero elements Y±α ∈
g±α(E), so we take both Yα and Y−α in the chosen Chevalley basis. By the
definition of a Chevalley basis, [Yα, Y−α] = Hα, so Q±α(Yα + Y−α) = 1 and
hence ord(Q±α(Yα + Y−α)) = 0.

Therefore it suffices to show that dx(Yα) = dx(Y−α) = 0. For this, note that,
sinceGE is split, we can easily write down the integral model G ◦E,x for our para-
horic G(E)x,0, and observe that {Yα} is an OE-basis for gα(E)∩Lie(G ◦E,x)(OE).
By [MP94, §3.2] and [MP96, §3.3], we have gα(E)x,0 = gα(E) ∩ Lie(G ◦E,x)(OE)
and gα(E)x,0+ = gα(E) ∩ pE Lie(G ◦E,x)(OE), so that dx(Yα) = 0. It follows
similarly that dx(Y−α) = 0.

We recall that a quadratic form ϕ is said to be non-degenerate if the associated
bilinear form given by βϕ(v, w) = ϕ(v + w)− ϕ(v)− ϕ(w) is non-degenerate.

Definition 5.4.5. Let T ⊂M be a maximal torus, so that m⊥ =
⊕

α∈R(T,G/M) gα.
Let ϕ be the orthogonal sum of the quadratic forms `p′(α∨)Q±α, with `p′(α∨) as
in Definition 5.4.1 andQ±α as in Definition 5.4.3, over the setR(T,G/M)/{±1}.

Proposition 5.4.6. The form ϕ is an M(F̄ )-invariant, Γ-invariant, non-degenerate
quadratic form m⊥(F̄ )→ F̄ . It is independent of the choice of T .

Remark 5.4.7. If we do not assume that G is adjoint, we can apply the discus-
sion in this section to Gad instead. Writing Mad for the image of M in Gad, the
natural map m⊥ → m⊥ad is an M(F̄ )-equivariant isomorphism. Pulling back ϕ
along this isomorphism we obtain a form on m⊥(F̄ ) that satisfies Proposition
5.4.6 without the assumption that G is adjoint.

Before we prove Proposition 5.4.6, we record the way in which we will use it.
Note that for any Galois extension E/F we obtain from ϕ a non-degenerate
quadratic form m⊥(E) → E that is Γ-invariant and M(E)-invariant. Let x ∈
B(M,F ) ⊂ B(G,F ). Recall from Definition 5.3.1 the k̄-vector space V(x,O,t)

associated to any O ∈ R(ZM , G)/I and t ∈ R.

Definition/Lemma 5.4.8. For every finite subset S of R(ZM , G)/I × R, the bi-
linear form βϕ : m⊥(F un) × m⊥(F un) → F un descends to a non-degenerate,
Mx(k̄)-invariant pairing⊕

(O,t)∈S

V(x,O,t) ×
⊕

(O,t)∈S

V(x,−O,−t) → k̄.

If S is stable under (O, t) 7→ (−O,−t), then this yields a non-degenerate,
Mx(k̄)-invariant symmetric bilinear form, which we again denote by βϕ. We
denote by ϕ(v) = 1

2βϕ(v, v) the associated quadratic form on the k̄-vector space
VS,k̄ :=

⊕
(O,t)∈S V(x,O,t).

Proof. It is enough to consider a single O ∈ R(ZM , G)/I and t ∈ R. The restric-
tion of βϕ to gO(F un)× g−O(F un) is a non-degenerate pairing taking values in
F un and invariant under M(F un) and Γ. Therefore, it is enough to show that
the further restriction to gO(F un)x,t × g−O(F un)x,−t takes values in OF un and
induces a non-degenerate pairing V(x,O,t) × V(x,−O,−t) → k̄.

Fix a tame maximal torus T ⊂ M with x ∈ B(T, F ) and let E/F un be a finite
tame Galois extension splitting T .

34



Note that we have the decomposition of E-vector spaces

gO =
⊕

α∈R(T,G)
α|ZM∈O

gα.

According to Lemma 5.4.4, βϕ restricts to an OE-bilinear pairing

gα(E)x,t × g−α(E)x,−t → OE

whose values on gα(E)x,t × g−α(E)x,(−t)+ and gα(E)x,t+ × g−α(E)x,−t lie in
pE . It thus induces a k̄-bilinear pairing

gα(E)x,t:t+ × g−α(E)x,(−t):(−t)+ → kE = k̄,

which we will call β̄ϕ,α. Given O ∈ R(ZM , G)/I , the orthogonal sum of β̄ϕ,α
for α ∈ O gives a pairing on V(x,O,t) × V(x,−O,−t) by restriction, which we will
call β̄ϕ,O. Since M(F ur)x → Mx(k̄) is surjective, the Mx(k̄)-invariance of β̄ϕ,O
follows from the M(F ur)x-invariance of βϕ.

It remains only to show that β̄ϕ,O is non-degenerate. For this, fix α ∈ O. Notice
that, by tameness, the ramification degree eα = |I/Iα| is non-zero in k̄; and,
since I acts trivially on k̄, that β̄ϕ,σα(σYα, σY−α) = β̄ϕ,α(Yα, Y−α) for all Y±α ∈
g±α(E)x,(±t):(±t)+ and all σ ∈ I . Let γ be a square root of eα in k̄. Then we have
the isomorphisms πx,±t : g±α(E)x,(±t):(±t)+ → g±O(F ur)x,(±t):(±t)+ given by
Y±α 7→ γ−1

∑
σ∈I/Iα σY±α. For Y±α in g±α(E)x,(±t):(±t)+, we have that

β̄ϕ,O(πx,t(Yα), πx,−t(Y−α)) = γ−2
∑

σ∈I/Iα

β̄ϕ,σα(σYα, σY−α)

= e−1
α

∑
σ∈I/Iα

β̄ϕ,α(Yα, Y−α) = β̄ϕ,α(Yα, Y−α).

That is, the bilinear forms β̄ϕ,α and β̄ϕ,O are isomorphic in the obvious sense,
so that we need only show the non-degeneracy of β̄ϕ,α.

For this, fix Yα ∈ gα(E)x,t, and choose Y−α ∈ g−α(E) such that [Yα, Y−α] =
Hα. Since βϕ(Yα, Y−α) = 1, we have that ord(βϕ(Yα, Y−α)) = 0 and hence by
Lemma 5.4.4 that dx(Y−α) = −dx(Yα). It follows that either dx(Y−α) ≥ −t, so
that the images Ȳ±α of Y±α in g±α(E)x,(±t):(±t)+ satisfy β̄ϕ,α(Ȳα, Ȳ−α) = 1, or
dx(Y−α) < −t, in which case dx(Yα) > t and so the image Ȳα equals 0.

The remainder of this section is devoted to the proof of Proposition 5.4.6. That
ϕ is non-degenerate is clear from its construction as orthogonal sum of hyper-
bolic planes. It is also clear that it is Γ-invariant. We need to prove that it is
M(F̄ )-invariant. Once this is done, the independence of T will follow at once,
since all maximal tori in M are M(F̄ )-conjugate.

The M(F̄ )-invariance follows from some basic observations made in [Kot]. In
fact, the discussion of [Kot, §5.1, §I.3] shows that, when no root in R(T,G/M)
satisfies `(α) = p, so that `p′(−∨) = `(−∨), the form ϕ is the restriction to
m⊥(F̄ ) of a G(F̄ )-invariant non-degenerate quadratic form on gsc, so the proof
of Proposition 5.4.6 is complete in that case.

The rest of this section is concerned with the remaining case where some root
inR(T,G/M) does satisfy `(α) = p, although Lemma 5.4.9 is valid without this
assumption.

Lemma 5.4.9. Let Y ∈ Lie∗(Msc,ab)(F ), T ⊂M a maximal torus, α ∈ R(T,G/M).
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1. The element `(α)〈Y,Hα〉 ∈ F̄ depends only on α|ZM .

2. If in addition Y is good, i.e., there exists r ∈ R such that ord(〈Y,Hβ〉) = −r
for all β ∈ R(T,G/M), then the element `p′(α)〈Y,Hα〉 ∈ F̄ depends only on
α|ZM .

Proof. Recall that Msc and Tsc are the preimages of M and T in Gsc, respec-
tively. Note that the character lattice X∗(Msc,ab) is the annihilator R∨(T,M)⊥

inX∗(Tsc) of the coroot systemR∨(T,M) ofM relative to T . The element Y lies
in Lie∗(Msc,ab)(F̄ ) = X∗(Msc,ab)⊗ZF̄ = R∨(T,M)⊥⊗ZF̄ . Therefore it is enough
to check, for every α ∈ R(T,G/M) and χ ∈ R∨(T,M)⊥, that `(α)〈χ, α∨〉 ∈ Z
for (1), and `p′(α)〈χ, α∨〉 ∈ Z for (2), depend only on α|ZM .

(1) Suppose that α, β ∈ R(T,G/M) satisfy α|ZM = β|ZM . Then α − β lies
in ZR(T,M). Since the map R(T,M) → ZR∨(T,M) given by r 7→ `(r)r∨ is
additive in the obvious sense, it extends to a homomorphism ZR(T,M) →
ZR∨(T,M) by [Bou02, Corollary 2 of Proposition VI.1.6.19]. It follows that
`(α)α∨ − `(β)β∨ lies in ZR∨(T,M), and hence that `(α)〈χ, α∨〉 = `(β)〈χ, β∨〉.
(2) The only case not covered by (1) is `(α) = p, which we now assume.
Given α, β ∈ R(T,G/M) with equal restriction to ZM , they belong to the
same irreducible component of R(T,G) and hence `(α), `(β) ∈ {1, p}. Since
ord(〈Y,Hα〉) = ord(〈Y,Hβ〉) ∈ R, the equality `(α)〈Y,Hα〉 = `(β)〈Y,Hβ〉 from
(1) implies `(α) = `(β). Both sides of the equality `(α)〈χ, α∨〉 = `(β)〈χ, β∨〉 lie
in Z, not in F , so we may divide by `(α) = `(β). Noting that `p′(α) = `p′(β) = 1
we find that `p′(α)〈χ, α∨〉 = `p′(β)〈χ, β∨〉.

Recall that X ∈ Lie∗(Msc,ab)(F ) denotes a good element. For convenience, we
assume from now on that G is absolutely simple, in addition to being adjoint.
This is mostly a notational convenience, but there is also no loss of generality
in this assumption; to reduce from the general case to this case, we base change
so that G is a product of absolutely simple factors, and then check each simple
factor whose intersection with M is a proper twisted Levi subgroup (with the
restriction of X to this factor) separately.

By absolute simplicity, there is a unique integer ` such that `(α) · `(α∨) = ` for
all α ∈ R(T,G). We finally make the key assumption that p = ` (so that, in
particular, R(T,G) is not simply laced). By combining both parts of Lemma
5.4.9 and the fact that X is good, we may unambiguously call a root α0 ∈
R(ZM , G) “long” or “short” according as it is the restriction to ZM of a long or
short element of R(T,G/M). Put

m⊥long =
⊕

α0∈R(ZM ,G)long

gα0
, m⊥short =

⊕
α0∈R(ZM ,G)short

gα0
.

These are subspaces of the spaces

Vlong =
⊕

α∈R(T,G)long

gα, Vshort =
⊕

α∈R(T,G)short

gα,

where the sum is taken over the long or short roots, respectively.

We equip Vlong(F̄ ) and Vshort(F̄ ) with the quadratic forms QVlong and QVshort that
are the orthogonal sums of the quadratic forms Q±α : Yα + Y−α 7→ [Yα,Y−α]

Hα
over appropriate α ∈ R(T,G).

Consider the group G̃ = (Gsc × Tsc)/ZGsc and its maximal torus T̃ = (Tsc ×
Tsc)/ZGsc . In [Kot, §3, §4, §5.1] Kottwitz constructs a quadratic formQT̃ on t̃(F̄ )
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and shows that the quadratic form QG̃ on g̃(F̄ ) = t̃(F̄ ) ⊕ Vlong(F̄ ) ⊕ Vshort(F̄ )
given by QT̃ ⊕ QVlong ⊕ `QVshort is G(F̄ )-equivariant. (Note, when comparing
our notation with Kottwitz’s, that he writes G where we write G; V ′ where we
write Vlong; and V ′′ where we write Vshort.)

Consider first the case that ` is non-zero in F . Since the restrictions of ϕ to
m⊥long(F̄ ) and m⊥short(F̄ ) coincide with the restrictions of QG̃ and 1

` ·QG̃, respec-
tively, we see that ϕ is M(F̄ )-invariant.

Consider now the case that ` is zero in F . In [Kot, §§4.3, 5.4], Kottwitz con-
structs NG(T )(F̄ )-modules t̃′(F̄ ) and t̃′′(F̄ ) such that we have a NG(T )(F̄ )-
equivariant exact sequence 0 → t̃′′(F̄ ) → t̃(F̄ ) → t̃′(F̄ ) → 0; and then puts
G(F̄ )-module structures on g̃′′(F̄ ) = t̃′′(F̄ ) ⊕ Vshort(F̄ ) and g̃′(F̄ ) = t̃′(F̄ ) ⊕
Vlong(F̄ ) such that Qg̃′ := Qt̃′ ⊕ QVlong and Qg̃′′ := Qt̃′′ ⊕ QVshort are G(F̄ )-
invariant, where Qt̃′ and Qt̃′′ are quadratic forms on t̃′(F ) and t̃′′(F ), respec-
tively, and such that

0→ g̃′′(F̄ )→ g̃(F̄ )→ g̃′(F̄ )→ 0

is a G(F̄ )-equivariant (automatically exact) sequence. In particular, the M(F̄ )-
actions on m⊥long(F̄ ) are the same whether we regard it as a subset of g̃′′(F̄ ) or
of g̃(F̄ ), and similarly for the M(F̄ )-actions on m⊥short(F̄ ) regarded as a subset
of g̃′(F̄ ) or of g̃(F̄ ).

Now the restrictions of Qg̃′ and ϕ to m⊥long(F̄ ) ⊂ Vlong(F̄ ) ⊂ g̃′(F̄ ) agree, so
that ϕ|m⊥long(F̄ ) is M(F̄ )-invariant; and similarly for the restrictions of Qg̃′′ and ϕ

to m⊥short(F̄ ) ⊂ g̃′′(F̄ ), so that ϕ|m⊥short(F̄ ) is M(F̄ )-invariant. Since m⊥long(F̄ ) and
m⊥short(F̄ ) are ϕ-orthogonal, we have shown the desired invariance. The proof
of Proposition 5.4.6 is now complete.

Remark 5.4.10. While we can always form the subspaces

m⊥short =
⊕

α∈R(T,G/M)short

gα and m⊥long =
⊕

α∈R(T,G/M)long

gα,

whether or not p = `, they will rarely be M -invariant when p 6= `, even when
a good element exists. For example, consider G = PGSp4 and a ‘Siegel’ Levi
subgroup M ∼= GL2 /µ2. When p 6= 2, there is a good element of Lie(Msc,ab),
but this invariance fails, essentially because there are a long root and a short
root in R(T,G/M) that have the same restriction to ZM . (In fact, this situation
even arises in the setting of [Yu01]; as shown in [KY11, §1.4.2], we may arrange
by twisting that M becomes an anisotropic unitary group in 2 variables.)

Specifically, choose a maximal torus T ⊂ M and a basis of simple roots ∆M =
{αshort} forR(T,M), and let {αshort, αlong} be a basis of simple roots forR(T,G)
containing ∆M . ThenX = dαshort +dαlong is a good element of Lie∗(Msc,ab)(F ).
(Twisting to make M anisotropic might destroy the rationality of X ; but, since
Lie∗(Msc,ab) is 1-dimensional, there is some F -rational element of F̄X r {0},
which is still good.) If m is a non-trivial element of the αshort-root subgroup of
M and Y is a non-trivial element of the root space corresponding to the short
root αshort + αlong ∈ R(T,G/M), then Ad(m)Y − Y is a non-trivial element
of the root space corresponding to the long root 2αshort + αlong. Both of these
statements use p 6= 2.

5.5 The construction of εG/Mx

From now on and for the rest of the paper we return to the notation of §3. Thus
we have a connected adjoint group G over the non-archimedean local field F ,
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a tame twisted Levi subgroup M ⊂ G, a point x ∈ B(M,F ) ⊂ B(G,F ), and
an G-good element X ∈ Lie∗(Msc,ab)(F ). We set r = − ord(〈X,Hα〉) for some
(hence by goodness for any) α ∈ R(T,G/M), and put s = r/2.

We now construct the character εG/Mx as the product of three pieces using the
general constructions outlined so far.

For the first piece, we use the notation from Definition 5.3.1.

Definition 5.5.1. LetM εsym,ram : Mx(k)→ {±1} be the character sgnk(det(−|V )),
where

Vk̄ :=
⊕

O∈R(ZM ,G)sym,ram/I

⊕
t∈(0,e−1

O /2)

V(x,O,t),

V = (Vk̄)Γ, and eO is the common value of eα0
for every α0 ∈ O.

To construct the second piece, we also adopt the notation of Definition 5.3.1.

Lemma 5.5.2. For O ∈ R(ZM , G)/I and t ∈ R the Mx(k̄)-modules V(x,O,t) and
V(x,O,t−r) are isomorphic.

Proof. Note that (Y1, Y2) 7→ 〈X, [Y1, Y2]〉 is a non-degenerate, equivariant pair-
ing between the Mx(k̄)-modules V(x,O,t) and V(x,O,r−t), so that they are dual
modules. At the same time, V(x,O,r−t) and V(x,O,t−r) are dual modules accord-
ing to Definition/Lemma 5.4.8. Therefore V(x,O,t) and V(x,O,t−r) are isomorphic
as Mx(k̄)-modules.

Remark 5.5.3. The isomorphism of Lemma 5.5.2 can be made explicit using the
definition of the quadratic formϕ of Definition 5.4.5. Choosing a maximal torus
T ⊂M that splits over a tame Galois extensionE/F and such that x ∈ B(T, F ),
[Yu01, Corollary 2.3] implies

V(x,O,t) =

(⊕
α0∈O

gα0
(Eur)x,t:t+

)Gal(Eur/F ur)

.

It is therefore enough to produce an M(Eur)x-equivariant isomorphism⊕
α0∈O

gα0
(Eur)x,t:t+ →

⊕
α0∈O

gα0
(Eur)x,(t−r):(t−r)+.

On the component gα0(Eur)x,t:t+ this isomorphism is given by multiplication
by the scalar `p′(α∨)−1〈X,Hα〉, where α ∈ R(T,G/M) is any element restrict-
ing to α. Since `p′(α∨)−1 = `p′(α)/`p′ , where `p′ is the largest value of `p′(β)
for all β belonging to the same irreducible component as α, and since this ir-
reducible component is uniquely determined by α0, we see from Lemma 5.4.9
that the scalar `p′(α∨)−1〈X,Hα〉 depends only on α0. It is moreover assigned
to α (and hence to α0) in a Galois-equivariant way. Therefore the isomor-
phisms on the various components indexed by α0 splice together to a Galois-
equivariant isomorphism between the direct sums. That this isomorphism is
the explication of the double duality of the proof of Lemma 5.5.2 follows from
Definition 5.4.5.

We extend the action of Σ on R(ZM , G)/I to an action on R(ZM , G)/I × R/rZ,
by letting −1 ∈ Σ act on R/rZ by multiplication by −1 and Γ ⊂ Σ act trivially
on R/rZ.

Lemma 5.5.4. The map R(ZM , G)/I × R → X∗(Mx) sending (O, t) to χ(O,t) :=
det(−|V(x,O,t)

) is Σ-equivariant and descends to R(ZM , G)/I × R/rR.
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Proof. Since σV(x,O,t) equals V(x,σO,t) for all σ ∈ Γ, it suffices to verify that
χ(−O,−t) equals χ−1

(O,t). This follows from the fact that the Mx(k̄)-modules V(x,O,t)

and V(x,−O,−t) are dual to one another (Definition/Lemma 5.4.8). The second
statement follows from Lemma 5.5.2.

Since −s and s are congruent modulo r, if we put χO = det(−|V(x,O,s)) for all
O ∈ R(ZM , G)/I , then O 7→ χO is Σ-equivariant. Given any Σ-stable subset
R′ ⊂ R(ZM , G)sym,ram we may set S = R′/I and use Definition 5.1.11 to asso-
ciate to it a character εS : Mx(k)→ k×/k×,2, which can be computed by Propo-
sition 5.1.13. Of immediate use for us is the special case R′ = R(ZM , G)sym,ram.

Definition 5.5.5. Let M ε
sym,ram
s : Mx(k) → {±1} be the composition of the iso-

morphism sgnk : k×/k×,2
'−→ {±1} with the character εS : Mx(k) → k×/k×,2

obtained by applying Definition 5.1.11 to the set S = R(ZM , G)sym,ram/I and
the assignment S 3 O 7→ χO = det(−|V(x,O,s)) ∈ X∗(Mx).

We now come to the third piece. Let R′M be a Σ-stable subset of R(ZM , G). In
the notation of Definition 5.3.1, we have an action of Mx on

Vk̄ :=
⊕

O∈R′M/I
t∈(−s,s)

V(x,O,t)

that preserves the form ϕ of Definition/Lemma 5.4.8, and that stabilizes each
of the subspaces

V0,k̄ :=
⊕

O∈R′M/I

V(x,O,0) and V ±
k̄

:=
⊕

O∈R′M/I
t∈±(0,s)

V(x,O,t).

Then ϕ yields non-degenerate quadratic forms on V , V0, and V + ⊕ V −, where,
as usual, V = V Γ

k̄
, V0 = V Γ

0,k̄
, and V ± = (V ±

k̄
)Γ. SinceW , forW = V , V0, or V +⊕

V −, is Γ-stable and ϕ is Γ-fixed, we obtain a rational orthogonal representation

Mx → O(W,ϕ),

hence a homomorphism

Mx(k)→ O(W,ϕ)(k)
sn−→ k×/k×,2

sgnk−−−→ {±1}, (5.5.6)

where sn denotes the spinor norm on the appropriate orthogonal group, as in
§5.2. We temporarily write εsn, εsn,0, and ε0sn for the resulting characters. By
[O’M00, 55:4], we have that εsn equals εsn,0 · ε0sn.

Definition 5.5.7. Let M ε0 be the character εsn,0 of Mx(k) given by (5.5.6) relative
to R′M = R(ZM , G)sym,ram.

Definition 5.5.8. Let εG/Mx be the product of the characters M εsym,ram (Defini-
tion 5.5.1), M ε

sym,ram
s (Definition 5.5.5), and M ε0 (Definition 5.5.7).

The character εG/Mx has now been constructed. In §5.6 we prove that its values
are as required by Theorem 3.4. As preparation, we compute the values of the
character εsn,0 constructed with respect to an arbitrary subset R′M .

39



Proposition 5.5.9. Fix a tame maximal torus T ⊂M with x ∈ B(T, F ), and let R′T
be the pre-image in R(T,G/M) of R′M . For every γ ∈ T(k), the value εsn,0(γ) equals∏

α∈R′T,asym/Σ

0∈ordx(α)

sgnkα(α(γ)) ·
∏

α∈R′T,sym,unram/Γ

0∈ordx(α)

sgnk1
α

(α(γ))

·
∏

α∈R′T,sym,ram/Γ

(
(−1)[kα:k]+1 sgnkα(eα`p′(α

∨))f(G,T )(α)
)

Proof. Fix γ ∈ T(k). We use Lemma 5.2.4, applied to G = T and S = {α ∈ R′T |
0 ∈ ordx(α)}/I , with (VO)k̄ = gO(F ur)x,0:0+ for all O ∈ S, to write the desired
spinor norm as a product over the Σk-orbits in S, and then apply sgnk to it.

For all α ∈ R′T , we have that kI·α is the residue field kα of Fα; that sgnk ◦Nkα/k

equals sgnkα ; and that sgnkα ◦Lα equals sgnk1
α

if α is unramified symmetric.
Thus, the contribution of the roots that are not ramified symmetric is as stated.

Now fix α ∈ R′T,sym,ram, and let O be the I-orbit of α. By [Kal19, Proposition
4.5.1], we have that gα(Fα)x,0 6= gα(Fα)x,0+, and hence that O lies in S. Since
α(γ) lies in F 1

α, it belongs to ±1 + pα. If α(γ) ∈ 1 + pα, then O contributes only
trivially to εsn,0 and to the product in the statement. Thus, we may, and do,
restrict to the case that α(γ) ∈ −1 + pα. The contribution of the Γ-orbit of α to
the spinor norm is

disc(kα/k) Nkα/k(det(ϕ|
V

Gal(k̄/kα)

(x,O,0)

)),

where we note that the k̄-vector space V(x,O,0) is 1-dimensional. By [JMV90,
p. 24, Theorem 1, and p. 25, Lemma 1], we have that disc(kα/k) is the triv-
ial square class if and only if [kα : k] is odd. To compute the determinant
it is enough to evaluate the quadratic form ϕ on any non-zero element of
the 1-dimensional vector space V(x,O,0). Let Yα be an element of gα(Fα)x,0 r
gα(Fα)x,0+. Then YO :=

∑
σ∈I/Iα σ(Yα) is a non-zero element of V(x,O,0), and

ϕ(YO) equals

`p′(α
∨)tr Fα/FO

(
[Yα, σαYα]

Hα

)
= eα`p′(α

∨) · [Yα, σαYα]

Hα

in kO = kα. Since sgnk

(
[Yα,σαYα]

Hα

)
equals f(G,T )(α), by definition, the value of

sgnk at the entire product equals

(−1)[kα:k]+1f(G,T )(α) sgnk(eα`p′(α
∨)).

Remark 5.5.10. One can interpret all three pieces of εG/Mx in terms of the spinor
norm as follows. Note that M ε0 is already defined in those terms.

For the piece M ε
sym,ram
s constructed via hypercohomology, we consider more

generally a subset S ofR(ZM , G)/I that contains no orbits of ramified symmet-
ric weights (withM ε

sym,ram
s corresponding to S = R(ZM , G)rR(ZM , G)sym,ram).

A choice of subset S+ ⊂ S as in Example 5.1.9 gives rise to subspaces

V ±s =
⊕

O∈±S+

V(x,O,s),

and so allows us to define an Mx(k̄)-invariant quadratic form ϕs on V +
s ⊕ V −s

by ϕs(Y + + Y −) = 〈X, [Y +, Y −]〉 for all Y ± ∈ V ±s .
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Then Lemma 5.2.4 allows us explicitly to compute

Mx(k)→ O(V +
s ⊕ V −s , ϕs)(k)

sn−→ k×/k×,2,

and Proposition 5.1.13 shows that it agrees with the hypercohomology charac-
ter εS, so that the spinor-norm construction (5.2.2) generalizes the construction
of §5.3.

For the piece M εsym,ram constructed via Moy–Prasad filtrations, we can again
use Lemma 5.2.4 to show more generally that, in the notation of Proposition
5.3.2, the composition

Mx(k)→ O
( ⊕
O∈R′M/I

⊕
t∈(−d−1

O /2,d−1
O /2)

t 6=0

V(x,O,t), ϕ
)
(k)

sn−→ k×/k×,2

agrees with det(−|V ).

5.6 Proof of Theorem 3.4

We now come to the proof of Theorem 3.4. Fix a tame maximal torus T ⊂ M
such that x ∈ B(T, F ). For a finite Σ-stable subset Φ ⊂ X∗(T ) we can define a
character εΦ : T(k)→ {±1} by

εΦ(γ) =
∏

α∈Φasym/Σ

sgnkα(α(γ)) ·
∏

α∈Φsym,unram/Γ

sgnk1
α

(α(γ)). (5.6.1)

Example 5.6.2. The characters ε],x and ε[,0 of Definition 3.1 come via the construc-
tion (5.6.1) from the subsets

Φ] = {α ∈ R(T,G/M) | s ∈ ordx(α)}

and

Φ[,0 = {α ∈ R(T,G/M) | α0 ∈ R(ZM , G/M)sym,ram, 2 - e(α/α0)}.

Lemma 5.6.3. If Φ1,Φ2 ⊂ X∗(T ) are finite Σ-stable subsets, then so is their sym-
metric difference

Φ1 ∆ Φ2 = (Φ1 ∪ Φ2) r (Φ1 ∩ Φ2),

and moreover
εΦ1 · εΦ2 = εΦ1 ∆ Φ2 .

Proof. Immediate.

Definition 5.6.4. Let ε0,sym,ram, εsym,ram
s , and ε0,ssym,ram be the characters of T(k)

defined via the construction (5.6.1) using the following subsets of R(T,G/M):

Φ0,sym,ram = {α0 ∈ R(ZM , G)sym,ram, 0 ∈ ordx(α)},
Φsym,ram
s = {α0 /∈ R(ZM , G)sym,ram, s ∈ ordx(α)},

and

Φ0,s
sym,ram = {α0 ∈ R(ZM , G)sym,ram, 2 - e(α/α0), 0 /∈ ordx(α) 63 s}.

Lemma 5.6.5. If α ∈ R(T,G/M) is such that α0 = α|ZM is ramified symmetric,
then the rational number eα0

r is an odd integer. If α itself is ramified symmetric,
then the rational number eαr is an odd integer, and in particular the natural number
e(α/α0) is odd.
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Proof. By Lemma 5.4.9(2), c := `p′(α)〈X,Hα〉 depends only on α0 and is there-
fore fixed by Γα0 and negated by σα0 ∈ Γ±α0 r Γα0 . Thus c ∈ Fα0 satisfies
tr Fα0

/F±α0
(c) = 0. Since the extension Fα0

/F±α0
is ramified, this implies that

−r = ord(c) ∈ ord(F×α0
) r ord(F×±α0

) = e−1
α0

Z r 2e−1
α0

Z, and therefore eα0r is
odd.

If α is ramified symmetric, then an analogous argument gives that also eαr,
and hence eαr

eα0r
= e(α/α0), is odd.

Corollary 5.6.6. The contribution of R(T,G)sym,unram to the character ε0,ssym,ram is triv-
ial.

Proof. The definition of ε0,ssym,ram involves a product over roots α that satisfy the
conditions that α0 is ramified symmetric, e(α/α0) is odd, and 0 /∈ ordx(α) 63 s.
Let α be such a root. Lemma 5.6.5 implies that eα0

r is odd. Then eαr is also
odd, hence eαs ∈ Z + 1

2 . Now eα · ordx(α) is a Z-torsor that, since it contains
neither eα · 0 = 0 nor the half-integer eα · s, equals neither Z nor Z + 1

2 . Thus
ordx(α) 6= − ordx(α) = ordx(−α), so α /∈ −Γ · α.

Lemma 5.6.7. With notation as in Example 5.6.2 and Definitions 3.1 and 5.6.4, we
have the equality

ε],x · ε[,0 = ε0,sym,ram · εsym,ram
s · ε0,ssym,ram.

Proof. By Lemma 5.6.3 it is enough to show

Φ] ∆ Φ[,0 = Φ0,sym,ram ∆ Φsym,ram
s ∆ Φ0,s

sym,ram.

In fact the three sets on the right are pairwise disjoint, so their symmetric dif-
ference is just their union. The set Φ[,0 can be expressed as the disjoint union of
the following subsets ofR(T,G/M), where “r.s.” stands for “ramified symmet-
ric”, and “n.r.s.” for “not ramified symmetric” (i.e., asymmetric or unramified
symmetric):

{α0 r.s., 2 - e(α/α0), 0 ∈ ordx(α) 3 s} ∪ {α0 r.s., 2 - e(α/α0), 0 /∈ ordx(α) 3 s}
∪ {α0 r.s., 2 - e(α/α0), 0 ∈ ordx(α) 63 s} ∪ {α0 r.s., 2 - e(α/α0), 0 /∈ ordx(α) 63 s}

while Φ] has the analogous subdivision

{α0 r.s., 2 - e(α/α0), 0 ∈ ordx(α) 3 s} ∪ {α0 r.s., 2 - e(α/α0), 0 /∈ ordx(α) 3 s}
∪ {α0 r.s., 2 | e(α/α0), 0 ∈ ordx(α) 3 s} ∪ {α0 r.s., 2 | e(α/α0), 0 /∈ ordx(α) 3 s}
∪ {α0 n.r.s., ordx(α) 3 s}.

The symmetric difference Φ] ∆ Φ[,0 is therefore the disjoint union

{α0 r.s., 2 - e(α/α0), 0 ∈ ordx(α) 63 s} ∪ {α0 r.s., 2 - e(α/α0), 0 /∈ ordx(α) 63 s}
∪ {α0 r.s., 2 | e(α/α0), 0 ∈ ordx(α) 3 s} ∪ {α0 r.s., 2 | e(α/α0), 0 /∈ ordx(α) 3 s}
∪ {α0 n.r.s., ordx(α) 3 s}.

By Lemma 5.6.5, eα0
r is odd when α0 is ramified symmetric, so the parities of

eαr and e(α/α0) are the same. If e(α/α0) is even, then eαs = 1
2eαr is an integer,

so, since ordx(α) is an e−1
α Z-torsor, the conditions s ∈ ordx(α) and 0 ∈ ordx(α)

are equivalent. If e(α/α0) is odd, then eαs is a half-integer, but not an integer,
and so the conditions 0 ∈ ordx(α) and s ∈ ordx(α) are mutually exclusive.
Therefore, the above set of roots becomes the disjoint union of

Φ0,sym,ram = {α0 r.s., 0 ∈ ordx(α)},
Φ0,s

sym,ram = {α0 r.s., 2 - e(α/α0), 0 /∈ ordx(α) 63 s},
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and

Φsym,ram
s = {α0 n.r.s., ordx(α) 3 s}.

Proof of Theorem 3.4. We apply Proposition 5.3.2 to compute the restriction of
M εsym,ram to T (F )b. The contribution of the roots α ∈ R(T,G)sym,ram equals
ε[,2(γ). In view of Corollary 5.6.6, all the remaining contribution comes from
α ∈ R(T,G)asym ∩Φ0,s

sym,ram, for which e(α/α0) is odd. By Lemma 5.6.5, for such
roots, eα0r, hence also eαr, is an odd integer, so eα(e−1

α0
/2 − s) = 1

2 (e(α/α0) −
eαr) lies in Z. Since ordx(α) is an e−1

α Z-torsor, we therefore have that the state-
ments e−1

α0
/2 /∈ ordx(α) and s /∈ ordx(α) are equivalent, so that the remaining

contribution is precisely ε0,ssym,ram.

On the other hand, Lemma 5.1.6, Remark 5.1.12 (applied to the restriction map
R(T,G/M)/I → R(ZM , G)/I), and Proposition 5.1.13 imply that the restriction
of M ε

sym,ram
s to T (F )b equals εsym,ram

s . Finally, Proposition 5.5.9 shows that the
restriction of M ε0 to T (F )b equals ε0,sym,ram · εf · ε[,1. The result now follows
from Lemma 5.6.7.
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