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Algebraic geometry starts with cubic polynomial equations. Everything of smaller degree, like linear maps or quadratic forms, belongs to the realm of linear algebra. An important body of work, from the beginning of algebraic geometry to our days, has been devoted to cubic equations. In fact, cubic hypersurfaces of dimension one, so elliptic curves, are occupying a very special and central place in algebraic and arithmetic geometry and cubic surfaces with their 27 lines form one of the most studied classes of geometric objects.

Besides the intrinsic interest in cubic hypersurfaces, their study allows one to test key techniques in modern algebraic geometry. In fact, quite a few central notions were originally introduced to answer questions concerning cubic hypersurface before later developed into indispensable tools for a broad range of problems. Most of the material covered by these notes has been taught in classes and the guiding principle often was to first introduce a general concept and then to see how it works in practice for cubic hypersurfaces. As the title indicates, it is the geometry of these varieties that is at center stage. In particular, the many interesting arithmetic aspects of cubic hypersurfaces are barely touched upon. Moreover, as Hodge theory is one of the key technical tools, we often stick to hypersurfaces over the complex numbers.

The first three chapters cover the general theory of cubic hypersurfaces, their Fano varieties and their moduli spaces. The next three chapters are devoted to cubic hypersurfaces of dimension two, three, and four. The theory is less well developed beyond dimension four and we leave out completely the case of dimension one, i.e. of elliptic curves. The last chapter deals with some general categorical aspects of cubic hypersurfaces, again mostly of dimension three and four. The (detailed) list of contents should give a fairly clear idea of the subjects and results that will be discussed.
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Cross-references and proofs: Cross-references of the type ‘Theorem 1.2.3’ refer to Theorem 2.3 in another chapter, here in Chapter 1, whereas ‘Proposition 2.3’ refers to Proposition 2.3 within the same chapter.

Notation: In the first chapters we discuss cubic hypersurfaces of arbitrary dimensions. Later when dealing with particular dimensions we will usually denote cubic surfaces by $S \subset \mathbb{P}^3$, cubic threefolds by $Y \subset \mathbb{P}^4$, and cubic fourfolds by $X \subset \mathbb{P}^5$. 
Basic facts

This first chapter collects general results concerning smooth hypersurfaces, especially those of relevance to cubic hypersurfaces. Results that are particular to any special dimension – cubic surfaces, threefolds, etc., behave all very differently – will be dealt with in subsequent chapters in greater detail.

1 Numerical and cohomological invariants

The goal of this first section is to compute the standard invariants, numerical and cohomological, of smooth cubic hypersurfaces $X \subset \mathbb{P}^{n+1}$. Essentially all results and arguments are valid for arbitrary degree, but specializing to the case of cubics often simplifies the formulae. Most of the results hold for hypersurfaces over arbitrary (algebraically closed) fields. However, to keep the discussion as geometric as possible, we often provide arguments relying on the ground field being the complex numbers and only indicate how to reason in the general situation. See Section 1.6 for more specific comments.

1.1 Lefschetz hyperplane theorem

Let us begin by recalling the Lefschetz hyperplane theorem, see e.g. [474, V.13] and, for the $\ell$-adic versions over arbitrary fields, [209, Exp. XIII], [1, Exp. XI], or [147, IV]:

Assume $X \subset Y$ is a smooth ample hypersurface in a smooth complex projective variety $Y$ of dimension $n + 1$. Pull-back and push-forward define natural maps between (co)homology and homotopy groups. They satisfy:

(i) $H^k(Y, \mathbb{Z}) \longrightarrow H^k(X, \mathbb{Z})$ is bijective for $k < n$ and injective for $k \leq n$.
(ii) $H_k(X, \mathbb{Z}) \longrightarrow H_k(Y, \mathbb{Z})$ is bijective for $k < n$ and surjective for $k \leq n$.
(iii) $\pi_k(X) \longrightarrow \pi_k(Y)$ is bijective for $k < n$ and surjective for $k \leq n$.

Combined with Poincaré duality $H^k(X, \mathbb{Z}) \simeq H_{2n-k}(X, \mathbb{Z})$, these results provide information about the cohomology groups of $X$ in almost all degrees. For example, combin-
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ing the Lefschetz hyperplane theorem with the usual ring isomorphism \( H^r(\mathbb{P}^{n+1}, \mathbb{Z}) \cong \mathbb{Z}[h]/(h^{n+2}_p) \), where \( h_p \coloneqq c_1(O(1)) \in H^2(\mathbb{P}^{n+1}, \mathbb{Z}) \), implies the following result.

**Corollary 1.1.** Let \( X \subset \mathbb{P}^{n+1} \) be a smooth hypersurface of dimension \( n > 1 \) and degree \( d \). Then \( X \) is simply connected and for \( k \neq n \) one has

\[
H^k(X, \mathbb{Z}) = \begin{cases} 
\mathbb{Z} & \text{if } k \text{ is even} \\
0 & \text{if } k \text{ is odd.}
\end{cases}
\]

For smooth cubic hypersurfaces \( X \) of dimension at least two, \( \pi_1(X) = \{1\} \) can also be deduced from the unirationality of \( X \), see Remark 5.13 or Remark 2.1.23.

**Exercise 1.2.** To make the above more precise, prove for \( h \coloneqq h_p|_X \) that

\[
H^{2k}(X, \mathbb{Z}) = \begin{cases} 
\mathbb{Z} \cdot h^k & \text{if } 2k < n \\
\mathbb{Z} \cdot (h^k/d) & \text{if } 2k > n.
\end{cases}
\]

**Remark 1.3.** At this point it is natural to wonder which of the classes \((1/d)h^k \in H^{2k}(X, \mathbb{Z}), 2k > n,\) are actually algebraic, i.e. can be written as an integral(!) linear combination \( \sum n_i[Z_i] \) of fundamental classes \([Z_i]\) of subvarieties \( Z_i \subset X \) of codimension \( k \). This is not always possible and first examples of non-effective curve classes on hypersurfaces in \( \mathbb{P}^3 \) of large degree were constructed by Kollár [34].

However, every smooth cubic hypersurface \( X \subset \mathbb{P}^{n+1}, n > 1 \) contains a line \( \mathbb{P}^1 \subset X \), see Proposition 2.1.19 or Remark 2.3.6. Hence, for \( d = 3 \) the generator \((1/3)h^{n-1}\) of \( H^{2n-2}(X, \mathbb{Z}) \) is algebraic. In Exercise 5.2 we will see that for example the generic cubic hypersurface \( X \subset \mathbb{P}^7 \) does not contain a linear \( \mathbb{P}^2 \subset X \) and, therefore, there is no natural candidate for a cycle representing the generator \( h^3/3 \) of \( H^3(X, \mathbb{Z}) \).

**Remark 1.4.** According to the universal coefficient theorem, see e.g. [155, p. 186], there exist short exact sequences

\[
0 \longrightarrow \text{Ext}^1(H_{n-1}(X, \mathbb{Z}), \mathbb{Z}) \longrightarrow H^3(X, \mathbb{Z}) \longrightarrow \text{Hom}(H_{n}(X, \mathbb{Z}), \mathbb{Z}) \longrightarrow 0.
\]

We apply this to the hypersurface \( X \subset \mathbb{P}^{n+1} \) and \( k = n \). As \( H_{n-1}(X, \mathbb{Z}) \cong H_{n-1}(\mathbb{P}^{n+1}, \mathbb{Z}) \) is trivial or isomorphic to \( \mathbb{Z} \), one finds that

\[
H^n(X, \mathbb{Z}) \cong \text{Hom}(H_{n}(X, \mathbb{Z}), \mathbb{Z}) \cong \mathbb{Z}^{\text{sh}(X)}.
\]

In other words, \( H^n(X, \mathbb{Z}) \) is torsion free.

**Exercise 1.5.** Assume \( X \subset \mathbb{P}^{n+1} \) is a smooth hypersurface of degree \( d > 1 \) and \( \mathbb{F}^\ell \subset X \) is a linear subspace contained in \( X \). Show that then \( \ell \leq n/2 \). The same result then holds for all smooth hypersurface over a field of characteristic zero. See Remark 3.3 for a geometric and more elementary argument which also works for \( \text{char}(k) > d \).
1.2 Twisted Hodge numbers and Picard group

There is an algebraic proof of the Lefschetz hyperplane theorem, at least with coefficients in a field. The argument can be combined with Bott’s vanishing results to gain control over more general twisted Hodge numbers (and not merely Betti numbers). As those will be frequently used in the sequel, we record them here.

We start with the classical Bott vanishing for \( \mathbb{P} \cong \mathbb{P}(V) \cong \mathbb{P}^{n+1} \), which can be deduced from the (dual of the) Euler sequence

\[
0 \longrightarrow \Omega_p \longrightarrow V^* \otimes O(-1) \longrightarrow O \longrightarrow 0 \tag{1.1}
\]

and the short exact sequences obtained by taking exterior products

\[
0 \longrightarrow \Omega_p^p \longrightarrow \bigwedge^p (V^* \otimes O(-1)) \longrightarrow \Omega_p^{p-1} \longrightarrow 0.
\]

A closer inspection of the associated long exact cohomology sequences reveals that

\[
H^q(\mathbb{P}, \Omega_p^p) = 0
\]

for all \( p, q \), and \( k \) with a short list of exceptions for which the dimensions \( h^q(\mathbb{P}, \Omega_p^p(k)) \) are computed as follows:

(i) If \( 0 \leq p = q \leq n+1, k = 0 \), then \( h^p(\mathbb{P}, \Omega_p^p) = 1 \),
(ii) If \( q = 0, k > p \), then \( h^p(\mathbb{P}, \Omega_p^p(k)) = \binom{n+1+k-p}{k} \cdot (k-1) \), or
(iii) If \( q = n+1, k < p - (n+1) \), then \( h^{n+1}(\mathbb{P}, \Omega_p^p(k)) = (-k+p) \cdot (-k-1) \).

The last two cases are Serre dual to each other and the well known formula

\[
h^0(\mathbb{P}, O(k)) = \binom{n+1+k}{k} \tag{1.2}
\]

is a special case of (ii).

To deduce vanishings for \( X \) one then uses the standard short exact sequences

\[
0 \longrightarrow \Omega_p^p(-d) \longrightarrow \Omega_p^p \longrightarrow \Omega_p^p|_X \longrightarrow 0,
0 \longrightarrow O_X(-d) \longrightarrow \Omega_p^p|_X \longrightarrow O_X \longrightarrow 0, \tag{1.3}
\]

the dual of the normal bundle sequence, and the exterior powers of the latter

\[
0 \longrightarrow \Omega_X^{p-1}(-d) \longrightarrow \Omega_X^{p-1}|_X \longrightarrow \Omega_X^p \longrightarrow 0. \tag{1.4}
\]

Note that as a special case of (1.4) one obtains the following adjunction formula.

**Lemma 1.6.** The canonical bundle of a smooth hypersurface \( X \subset \mathbb{P}^{n+1} \) of degree \( d \) is

\[
\omega_X \cong O_X(d - (n + 2)). \tag{1.5}
\]
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It is ample for \( d > n + 2 \), trivial for \( d = n + 2 \), and anti-ample (i.e. its dual \( \omega_X^* \) is ample) in all other cases. \( \square \)

Applying cohomology and Bott vanishing to (1.3) and (1.4) then gives

**Corollary 1.7.** For \( k < d \), the natural map

\[
H^q(P, \Omega^p_P(k)) \rightarrow H^q(X, \Omega^p_X(k))
\]

is bijective for \( p + q < n \) and injective for \( p + q \leq n \). \( \square \)

Note that in particular, Kodaira vanishing holds (over any field!):

\[
H^q(X, \Omega^p_X(k)) = 0
\]

for \( k > 0 \) and \( p + q > n \), which is Serre dual to the vanishing for \( p + q < n \) and \( k < 0 \).

**Remark 1.8.** For \( d = 3 \) and \( n > 1 \), the vanishing of \( H^0(X, \Omega^p_X) = 0, p > 0 \), can also be deduced (at least in characteristic zero) from the fact that cubic hypersurfaces are unirational, see Section 2.1.5.

**Corollary 1.9.** Let \( X \subset \mathbb{P}^{n+1} \) be a smooth hypersurface of degree \( d \). If \( n > 2 \), then

\[ \text{Pic}(X) \cong \mathbb{Z} \cdot \mathcal{O}_X(1). \]

For \( n = 2 \), \( d \leq n + 1 = 3 \), and \( k = \mathbb{C} \), one has \( \text{Pic}(X) \cong H^2(X, \mathbb{Z}) \).

**Proof** For \( k = \mathbb{C} \), the proof is a consequence of the exponential sequence (in the analytic topology) \( 0 \rightarrow \mathbb{Z} \rightarrow \mathcal{O}_X \rightarrow \mathcal{O}_X^* \rightarrow 0 \), which gives the exact sequence

\[
H^1(X, \mathcal{O}_X) \rightarrow H^1(X, \mathcal{O}_X^*) \rightarrow H^2(X, \mathbb{Z}) \rightarrow H^2(X, \mathcal{O}_X).
\]

Now, by the Lefschetz hyperplane theorem or Corollary 1.7, \( H^1(X, \mathcal{O}_X) = 0 \) for \( n > 1 \) and \( H^2(X, \mathcal{O}_X) = 0 \) for \( n > 2 \) and, using Serre duality, also for \( d \leq n + 1 = 3 \).

See [209, XII. Cor 3.6] for a proof over arbitrary fields. The vanishing \( H^2(X, \mathcal{O}_X) = 0 \) is there used to extend any line bundle on \( X \) to a formal neighbourhood and then to \( \mathbb{P}^{n+1} \) by algebraization. \( \square \)

**Exercise 1.10.** Show that the cotangent bundle \( \Omega_X \), and hence the tangent bundle \( T_X \), of a smooth hypersurface \( X \subset \mathbb{P}^{n+1} \) of degree \( d \geq 3 \) is stable. In other words, for any subsheaf \( \mathcal{F} \subset \Omega_X \) of rank \( 0 < r < n \) with \( \det(\mathcal{F}) \cong \mathcal{O}_X(k) \) one has the slope inequality \( k/r < (d - (n + 2))/n \).

**Remark 1.11.** Let us rephrase the above results in the motivic setting, cf. [21, 367] for basic facts and standard notations. For the pure motive \( h(X) \) of a smooth hypersurface \( X \subset \mathbb{P}^{n+1} \) of degree \( d \) there exists a decomposition

\[
h(X) = h(X)_{pr} \oplus \bigoplus_{i=0}^{n} \mathbb{Q}(-i)
\]
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in the category of rational Chow motives \( \text{Mot}(k) \), cf. [388]. Here, \( \mathbb{Q}(1) \) is the Tate motive \((\text{Spec}(k), \text{id}, 1)\) and the primitive part \( h(X)_{pr} \) has cohomology concentrated in degree \( n \). Moreover, \( \text{CH}^n(h(X)_{pr}) \) contains the homological trivial part of \( \text{CH}^n(X) \). The decomposition is known to be multiplicative, which is a result of Diaz [153] and Fu, Laterveer, and Vial [184].

Note that not so much more is known about the Chow ring of (cubic) hypersurfaces. However, according to Paranjape [385], see also [427], one knows \( \text{CH}^{n-1}(X) \otimes \mathbb{Q} \simeq \mathbb{Q} \) for smooth cubic hypersurfaces of dimension \( n \geq 5 \). See Section 7.4 for further information on Chow groups and Chow motive and references.

1.3 Euler and Betti numbers

It remains to compute the Betti number \( b_n(X) := \dim_{\mathbb{Q}} H^n(X, \mathbb{Q}) \) of a smooth hypersurface \( X \subset \mathbb{P} = \mathbb{P}^{n+1} \) and we approach this via the Euler number

\[
e(X) := \frac{2n}{\pi} \sum_{i=0}^{2n} (-1)^i b_i(X) = \frac{2n}{\pi} \left( \sum_{i=0}^{2n} (-1)^i b_i(X) + (-1)^n b_n(X) \right).
\]

Using \( b_i(X) = b_i(\mathbb{P}) \) for \( i = 0, \ldots, 2n \), but \( i \neq n \), one finds

\[
e(X) = \begin{cases} 
  n + b_n(X) & \text{if } n \text{ is even} \\
  n + 1 - b_n(X) & \text{if } n \text{ is odd}.
\end{cases}
\]

Rephrasing this in terms of the primitive Betti number \( b_n(X)_{pr} := \dim_{\mathbb{Q}} H^n(X, \mathbb{Q})_{pr} \), which equals \( b_n(X) - 1 \) for even \( n > 0 \) and \( b_n(X) \) for \( n \) odd (use \( b_{n-1}(X) = 1 \) and 0, respectively), implies

\[
b_n(X)_{pr} = (-1)^n(e(X) - (n + 1)).
\]

This reduces our task to computing \( e(X) = \int_X c_n(X) \). Now, the total Chern class of \( X \) can be computed by using the restriction of the Euler sequence (1.1) and the dual (1.3) of the normal bundle sequence:

\[
c(X) := \sum c_i(X) = c(T_{\mathbb{P}} | X) \cdot c(O_X(d))^{-1} = c(O_X(1))^{n+2} \cdot c(O_X(d))^{-1}
\]

\[
= \frac{(1 + h)^{n+2}}{(1 + d h)} = \left( 1 - d h + (d h)^2 \pm \cdots \right) \sum_{i=0}^{n} \binom{n + 2}{i} h^i,
\]

where as before \( h = c_1(O_X(1)) \). Hence,

\[
c_n(X) = \frac{1}{d^n} \cdot \left( (-1)^{n+2} \cdot d^{n+2} \pm \cdots \pm \binom{n + 2}{n} d^2 \right) \cdot h^n
\]

\[
= \frac{1}{d^n} \cdot \left( (1 - d)^{n+2} + d \cdot (n + 2) - 1 \right) \cdot h^n
\]
which combined with \( \int_X h^n = d \) leads to
\[
e(X) = \frac{1}{d} \cdot \left( (1-d)^{n+2} + d \cdot (n+2) - 1 \right).
\]
For \( d = 3 \) the right-hand side becomes
\[
e(X) = \frac{1}{3} \left( (-2)^{n+2} + 3 \cdot n + 5 \right)
\] (1.6)
or, more instructively, for the Euler number \( e_n \) of the \( n \)-dimensional cubic hypersurface:
\[
e_{2m} = 2m + 2 + \sum_{i=0}^{m} 4^i \quad \text{and} \quad e_{2m+1} = 2m + 2 - \sum_{i=0}^{m} 4^i.
\]

**Corollary 1.12.** The primitive middle Betti number of a smooth hypersurface \( X \subset \mathbb{P}^{n+1} \) of degree \( d \) and dimension \( n > 0 \) is given by
\[
b_n(X)_{pr} = \frac{(-1)^n}{d} \left( d - 1 + (1-d)^{n+2} \right),
\]
which for \( d = 3 \) becomes \( b_n(X)_{pr} = (-1)^n \cdot (2/3) \cdot \left( 1 + (-1)^n \cdot 2^{n+1} \right. \).

We record the result for cubics and small dimensions in the following table. Further information about the intersection form, to be discussed a little later, is also included.

<table>
<thead>
<tr>
<th>( n )</th>
<th>( e(X) )</th>
<th>( b_n(X)_{pr} )</th>
<th>( b_n(X) )</th>
<th>( \tau(X) )</th>
<th>( (b^<em>_n(X), b^</em>_n(X)) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>(3, 0)</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>9</td>
<td>6</td>
<td>7</td>
<td>-5</td>
<td>(1, 6)</td>
</tr>
<tr>
<td>3</td>
<td>-6</td>
<td>10</td>
<td>10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>27</td>
<td>22</td>
<td>23</td>
<td>19</td>
<td>(21, 2)</td>
</tr>
<tr>
<td>5</td>
<td>-36</td>
<td>42</td>
<td>42</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>93</td>
<td>86</td>
<td>87</td>
<td>-53</td>
<td>(17, 70)</td>
</tr>
<tr>
<td>7</td>
<td>-162</td>
<td>170</td>
<td>170</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>351</td>
<td>342</td>
<td>343</td>
<td>163</td>
<td>(253, 90)</td>
</tr>
<tr>
<td>9</td>
<td>-672</td>
<td>682</td>
<td>682</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>1377</td>
<td>1366</td>
<td>1367</td>
<td>-485</td>
<td>(441, 926)</td>
</tr>
</tbody>
</table>

**Exercise 1.13.** Denote by \( b_{n,pr} \) the \( n \)-th primitive Betti number of a smooth cubic hypersurface \( X \subset \mathbb{P}^{n+1} \). Show that then
\[
b_{n+1,pr} = 2 \cdot b_{n-1,pr} + b_{n,pr}.
\]
For a geometric reason behind this equality see Remark 5.21.
Exercise 1.14. Let $b_n$ be the $n$-th Betti number of a smooth cubic hypersurface of dimension $n$. Show that then

$$b_n = \frac{1}{6} \left( 2^{n+3} + 3 + (-1)^n \cdot 7 \right)$$

or, alternatively,

$$b_{2m} = 2 + \sum_{i=0}^{m} 4^i, \quad b_{2m+1} = 2 \cdot \sum_{i=0}^{m} 4^i, \quad \text{and} \quad b_{2m+1} = 2b_{2m} - 4.$$

1.4 Hodge numbers and $\chi_y$-genus After having computed all Betti numbers $b_i(X)$ of smooth hypersurfaces $X \subset \mathbb{P}^{n+1}$, we now aim at determining their Hodge numbers $h^{p,q}(X) := \dim H^q(X, \Omega^p_X)$. In principle, the Hodge numbers can be computed from the normal bundle sequence (1.3) and the Euler sequence (1.1) and it is a good exercise to do this in low dimensions. However, the information is more elegantly expressed via a universal formula that determines all the Hodge numbers for hypersurfaces of a fixed degree but of arbitrary dimension.

Exercise 1.15. Use the description of the canonical bundle $\omega_X$ in Lemma 1.6 and the sequences (1.4) to compute the remaining Hodge numbers for cubic hypersurfaces of dimension three and four. More precisely, show that for a cubic threefold $Y \subset \mathbb{P}^4$ one has

$$h^{3,0}(Y) = h^{0,3}(Y) = 0 \quad \text{and} \quad h^{2,1}(Y) = h^{1,2}(Y) = 5$$

and that for a cubic fourfold $X \subset \mathbb{P}^5$ the middle Hodge numbers are

$$h^{0,4}(X) = h^{4,0}(X) = 0, \quad h^{3,1}(X) = h^{1,3}(X) = 1, \quad \text{and} \quad h^{2,2}(X) = 21.$$

In general, the Hodge numbers are encoded by the Hirzebruch $\chi_y$-genus, which for an arbitrary smooth projective variety $X$ of dimension $n$ is defined as the polynomial

$$\chi_y(X) := \sum_{p=0}^{n} \chi^p(X) y^p$$

with coefficients $\chi^p(X) := \chi(X, \Omega^p_X) = \sum_{q=0}^{n} (-1)^q h^{p,q}(X)$. For example, $\chi_y(\mathbb{P}^n) = 1 - y + \cdots + (-1)^n y^n$.

Corollary 1.16. For a smooth hypersurface $X \subset \mathbb{P}^{n+1}$ one has

$$\chi^p(X) = (-1)^{n-p} h^{p,n-p}(X) + \begin{cases} (-1)^p & \text{if } 2p \neq n \\ 0 & \text{if } 2p = n \end{cases}$$

and, therefore, for $2p \neq n$
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\[ h^{p, n-p}(X) \neq 0 \quad \text{if and only if} \quad \chi^p(X) \neq (-1)^p \]
\[ h^{p, n-p}(X) = 1 \quad \text{if and only if} \quad \chi^p(X) = (-1)^{n-p} + (-1)^p. \]

This can be pictured by the Hodge diamond, which distinguishes the two cases \( n \) even and \( n \) odd. The discussion prompts certain natural questions: For which \( d \) and \( n \) is \( h^{n,0} \neq 0 \)? Or, how can one compute \( \max\{p \mid h^{p, n-p} \neq 0\} \), which encodes the level of the Hodge structure of \( X \)? For example, by Corollary 1.7 one knows that \( h^{n,0} = 0 \) for cubic hypersurfaces of dimension \( n > 1 \).

\[
\begin{array}{cccccccc}
1 & & & & & 1 \\
\vdots & \chi^0 & & & & \vdots \\
1 & & & \cdots & & \cdots & 1 \\
h^{p,0} & \ldots & h^{p, n/2} & \ldots & h^{0,n} & \ldots & h^{(n+1)/2, (n-1)/2} & \ldots & h^{(n-1)/2, (n+1)/2} \\
1 & & & \cdots & & \cdots & 1 \\
\vdots & \chi^{n/2} & & & & \vdots \\
1 & & & & & 1 \\
\end{array}
\]

In principle, \( \chi_y(X) \) can be computed by the Hirzebruch–Riemann–Roch formula

\[ \chi^p(X) = \int_X \text{ch}(\Omega^p_X) \cdot \text{td}(X), \]

which expressed in terms of the Chern roots \( \gamma_i \) of \( T_X \) becomes

\[ \chi_y(X) = \int_X \prod_{i=1}^p \frac{(1 - y e^{-\gamma_i}) \gamma_i}{1 - e^{-\gamma_i}}, \]

cf. [245, Cor. 5.1.4]. The characteristic classes of \( \Omega^p_X \) and of \( T_X \), the latter are needed for the computation of \( \text{td}(X) \), can all be explicitly determined by means of the Euler sequence for \( \mathbb{P} \) and the normal bundle sequence for \( X \subset \mathbb{P} \). However, the computation is not particularly enlightening until everything is put in a generating series, cf. [235, Thm. 22.1.1].

**Theorem 1.17** (Hirzebruch). For smooth hypersurfaces \( X_n \subset \mathbb{P}^{n+1} \) of degree \( d \) one has

\[
\sum_{n=0}^{\infty} \chi_y(X_n) z^{n+1} = \frac{1}{(1+y z)(1-z)} \cdot \frac{(1+y z)^d - (1-z)^d}{(1+y z)^d + y(1-z)^d}. \quad (1.7)
\]
A variant of this formula for the primitive Hodge numbers

\[ h^{p,q}(X)_\text{pr} := \dim H^{p,q}(X)_\text{pr} = h^{p,q}(X) - \delta_{p,q} \]

was worked out in [1, Exp. XII]:

\[
\sum_{p+q \geq 0, n \geq 0} h^{p,q}(X_n)_{\text{pr}} y^p z^q = \frac{1}{(1+y)(1+z)} \left[ \frac{(1+y)^d - (1+z)^d}{(1+z)^d y + (1+y)^d z} - 1 \right].
\]

We consider the usual specializations of the \( \chi \)-genus for cubic hypersurfaces (\( d = 3 \)):

(i) \( y = 0 \). So, we consider \( \chi_{y=0}(X) = \chi^0(X) = \chi(X, \mathcal{O}_X) \). The left-hand side of (1.7) is readily computed as

\[
\sum_{n=0}^\infty \chi(X_n, \mathcal{O}_{X_n}) z^{n+1} = 3 z + 0 z^2 + z^3 + z^4 \ldots .
\]

Indeed, the first two coefficients are \( \chi(X_0) = \{x_1, x_2, x_3\}, \mathcal{O}_{X_0} = 3 \) and \( \chi(X_1 = E, \mathcal{O}_E) = 0 \), where \( E \) is an elliptic curve. For \( n > 1 \) we use Bott vanishing and the short exact sequence \( 0 \rightarrow \mathcal{O}_X(-3) \rightarrow \mathcal{O}_X \rightarrow \chi \rightarrow 0 \) to compute \( \chi(X, \mathcal{O}_X) = \chi(\mathbb{P}, \mathcal{O}_\mathbb{P}) - \chi(\mathbb{P}, \mathcal{O}_\mathbb{P}(-3)) = 1 \). Alternatively, simply use \( h^{p,q}(X) = h^{p,q}(X) = \dim H^p(X, \Omega_X^q) = 0 \) for \( q > 0 \).

To confirm (1.7) in this case, we compute its right-hand side and indeed find

\[
\frac{1}{1-z} \left( 1 - (1-z)^3 \right) = \frac{1}{1-z} - (1-z)^2 \\
= (1 + z + z^2 + \cdots) - (1 - 2z + z^2) \\
= 3z + 0z^2 + z^3 + \cdots .
\]

(ii) \( y = -1 \). Observe that \( \chi_{y=-1}(X) = e(X) \). In this case, (1.7) taken literally gives

\[
\sum_{n=0}^\infty e(X_n) z^{n+1} = \frac{1}{(1-z)^2} \cdot \frac{(1-z)^3 - (1-z)^3}{(1-z)^3 - (1-z)^3},
\]

which is of course not very instructive. Only when the right-hand side of (1.7) for \( y = -1 \) is computed as the limit for \( y \rightarrow -1 \) via L’Hôpital’s rule, one obtains the useful formula

\[
\sum_{n=0}^\infty e(X_n) z^{n+1} = \frac{3z}{(1-z)^2(1+2z)} \\
= 3z \cdot (1 + z + z^2 + \cdots)^2 \cdot (1 - 2z + (2z)^2 - (2z)^3 + \cdots) \\
= 3z + 0z^2 + 9z^3 + \cdots ,
\]

which sheds a new light on (1.6). The reader may want to check that one indeed gets the same answer.
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(iii) \( y = 1 \). This is the most interesting case. According to the Hirzebruch signature theorem \([235, \text{Thm. 15.8.2}]\) we have

\[
\chi_{y=1}(X) = \tau(X).
\]

To prove this, recall that for \( n \equiv 0 (2) \) the intersection pairing

\[
H^p(X, \mathbb{R}) \times H^q(X, \mathbb{R}) \to \mathbb{R}
\]

is a non-degenerate symmetric bilinear form which, of course, can be diagonalized to become diag\((+1, \ldots, +1, -1, \ldots, -1)\). Now, by definition,

\[
\tau(X) := b^+_n(X) - b^-_n(X),
\]

(1.8)

where \( b^+_n(X) \) is the number of \( +1 \). Then the Hodge–Riemann bilinear relations imply

\[
\tau(X) = \sum_{p,q} (-1)^p h^{p,q}(X) = \sum_{p,q} (-1)^p h^{p,q}(X), \text{cf. [245, Cor. 3.3.18]}. \]

Note that, although the definition of the signature only involves the middle cohomology, indeed all Hodge numbers \( h^{p,q}(X) \), also the ones for \( p + q \neq n \), enter the sum.

As a side remark, observe that the right-hand side of (1.7) for \( y = 1 \) reads

\[
\frac{1}{(1-z^2)} \cdot \frac{(1+z)^d - (1-z)^d}{(1+z)^d + (1-z)^d},
\]

which is anti-symmetric in \( z \). Hence, only the \( X_n \) with \( n \equiv 0 (2) \) enter the computation, so that one need not worry about defining an analogue of the signature for alternating intersection forms. In any case, (1.7) implies for \( d = 3 \) the intriguing formula

\[
\sum_{n=0}^{\infty} \tau(X_n) z^{n+1} = \frac{6z + 2z^3}{(1-z)^2(2 + 6z^2)}
\]

\[
= z \cdot (1 + z^2) \cdot (1 + z^2 + z^4 + \cdots) \cdot (1 - 3z^2 + (3z^2)^2 - (3z^2)^3 + \cdots)
\]

\[
= z \cdot (3 - 5z^2 + 19z^4 - 53z^6 + 163z^8 - 485z^{10} + \cdots).
\]

Maybe more instructive is the explicit formula for the signature of an even dimensional smooth cubic hypersurface \( X_{2m} = X \subset \mathbb{P}^{2m+1} \):

\[
\tau(X_{2m}) = (-1)^m \cdot 2 \cdot 3^m + 1. \quad (1.9)
\]

**Remark 1.18.** Later, see Theorem 4.21 and (4.7) in Section 4.3, we will see that for a smooth cubic hypersurface \( X \subset \mathbb{P}^{n+1} \) the middle Hodge numbers are given by

\[
h^{p,n-p}(X)_{\text{pr}} = \binom{n+2}{2n+1-3p}.
\]

These numbers are reasonable in the sense that they satisfy complex conjugation \( h^{p,n-p} = h^{n-p,p} \), but the combinatorial consequence of combining \( \sum_{p=0}^{n} h^{p,n-p}(X)_{\text{pr}} = b_n(X)_{\text{pr}} \) with Corollary 1.12 seems less clear, see Exercise 4.13. From this description
we will eventually be able to read off easily properties of Hodge numbers. For example, one finds:

(i) $h^{n-p}(X)_{pr} \neq 0$ if and only if $n - 1 \leq 3p \leq 2n + 1$ and

(ii) $h^{n-p}(X)_{pr} = 1$ if and only if $3p = 2n + 1$ or $3p = n - 1$.

(iii) The level of the Hodge structure

$$\ell = \ell(H^n(X)) := \max\{|p - q| \mid H^{p,q}(X) \neq 0\}$$

satisfies $\ell > 1$ for $n > 5$ and $\ell > 2$ for $n > 8$. The first computations of this sort were done by Rapoport [398].

Note that the two cases in (ii) are Serre dual to each other.

**Exercise 1.19.** Show that only for $n = 3$ and $n = 5$ the middle cohomology $H^n(X, \mathbb{Z})$ is the Tate twist of the Hodge structure of a (principally polarized) abelian variety. In other words, only in these cases the intermediate Jacobian $J^n(X)$ is naturally a principally polarized abelian variety, see Section 2.5.5 for a reminder of the definition.

In principle, we have now computed all Hodge numbers of smooth (cubic) hypersurfaces, but decoding (1.7) is not always easy. For later use, we record the middle Hodge numbers of smooth cubic hypersurfaces of dimension $\leq 10$. See Section 3.3.1 for a brief reminder of Hodge structures.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$b_n(X)_{pr}$</th>
<th>$H^n_{pr}$</th>
<th>$h^{p,q}_{pr}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>$H^{1,0} \oplus H^{0,1}$</td>
<td>1 1</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>$H^{1,1}$</td>
<td>6</td>
</tr>
<tr>
<td>3</td>
<td>10</td>
<td>$H^{0,2} \oplus H^{1,2}$</td>
<td>5 5</td>
</tr>
<tr>
<td>4</td>
<td>22</td>
<td>$H^{2,1} \oplus H^{2,2} \oplus H^{1,3}$</td>
<td>1 20 1</td>
</tr>
<tr>
<td>5</td>
<td>42</td>
<td>$H^{1,2} \oplus H^{2,3}$</td>
<td>21 21</td>
</tr>
<tr>
<td>6</td>
<td>86</td>
<td>$H^{1,3} \oplus H^{3,3} \oplus H^{2,4}$</td>
<td>8 70 8</td>
</tr>
<tr>
<td>7</td>
<td>170</td>
<td>$H^{2,2} \oplus H^{3,3} \oplus H^{4,4} \oplus H^{1,5}$</td>
<td>1 84 84 1</td>
</tr>
<tr>
<td>8</td>
<td>342</td>
<td>$H^{3,3} \oplus H^{3,4} \oplus H^{4,5} \oplus H^{5,5}$</td>
<td>45 252 45</td>
</tr>
<tr>
<td>9</td>
<td>682</td>
<td>$H^{3,4} \oplus H^{4,5} \oplus H^{3,6}$</td>
<td>11 330 330 11</td>
</tr>
<tr>
<td>10</td>
<td>1366</td>
<td>$H^{3,3} \oplus H^{6,4} \oplus H^{5,5} \oplus H^{4,6} \oplus H^{3,7}$</td>
<td>1 220 924 220 1</td>
</tr>
</tbody>
</table>
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1.5 Intersection form

Our next goal is to determine the intersection form on $H^n(X, \mathbb{Z})$ for a smooth cubic hypersurface $X \subset \mathbb{P} = \mathbb{P}^{n+1}$. Recall from Section 1.1 that $H^n(X, \mathbb{Z})$ is torsion free, i.e. $H^n(X, \mathbb{Z}) \cong \mathbb{Z}^{b_n(X)}$. The non-degenerate, and in fact unimodular, intersection pairing

$$H^n(X, \mathbb{Z}) \times H^n(X, \mathbb{Z}) \longrightarrow H^{2n}(X, \mathbb{Z}) \cong \mathbb{Z}$$

is symplectic for $n \equiv 1 \pmod{2}$ and symmetric for $n \equiv 0 \pmod{2}$. In the first case, $H^n(X, \mathbb{Z})$ admits a basis $\gamma_1, \ldots, \gamma_{b_n} = 2m$ for which the intersection matrix has the standard form

$$
\begin{pmatrix}
0 & 1 & & \\
& 0 & 1 & \\
& & 0 & 1 \\
& & & -1
\end{pmatrix}
$$

For $n \equiv 0 \pmod{2}$ the intersection pairing on $H^n(X, \mathbb{Z})$ defines a unimodular lattice. In other words, the determinant of the intersection matrix (with respect to any integral basis), i.e. the discriminant of the lattice, is $\pm 1$. The classification of unimodular lattices is a classical topic. It distinguishes between even lattices, i.e. those for which $(\alpha, \alpha) \equiv 0 \pmod{2}$ for all $\alpha \in \Lambda$, and odd lattices.

Assume that $\Lambda$ is an odd lattice, i.e. that there exists $\alpha \in \Lambda$ with $(\alpha, \alpha) \equiv 1 \pmod{2}$, which is unimodular and indefinite. Then, see [422, V. Thm. 4]:

$$\Lambda \cong \mathbb{I}_{r+s} \oplus \mathbb{Z}(1)^{b_+} \oplus \mathbb{Z}(-1)^{b_-},$$

where $\mathbb{Z}(a)$ is the lattice of rank one with intersection form given by $(1,1) = a$. This can be applied to the middle cohomology of any even-dimensional, smooth hypersurface of odd degree, as $(h^{n/2}, h^{n/2}) = \int_X h^{n/2} \cdot h^{n/2} = d$.

That the intersection pairing on $H^n(X, \mathbb{Z})$ is indeed indefinite can be deduced easily (at least for cubic hypersurfaces) from a comparison of $\tau(X)$ and $b_n(X)$, cf. Corollary 1.12 and (1.9).

**Corollary 1.20.** Let $X \subset \mathbb{P}^{n+1}$ be a smooth cubic hypersurface of even dimension. Then the intersection form on its middle cohomology describes a lattice isomorphic to

$$H^n(X, \mathbb{Z}) \cong \mathbb{Z}(1)^{b_+} \oplus \mathbb{Z}(-1)^{b_-} \cong \mathbb{I}_{b_+} \oplus \mathbb{I}_{b_-}.$$

Here, $b_\pm := b_\pm^n(X)$ are uniquely determined by $b_+ + b_- = b_n(X) = (1/3)(2n^2 + 5)$, see Corollary 1.12, and $b_+ - b_- = \tau(X) = (-1)^{n/2} \cdot 2 \cdot 3^{n/2} + 1$, see (1.9). □

More interesting, however, is the primitive cohomology $H^n(X, \mathbb{Z})_{pr}$. The intersection form is still non-degenerate there, but not unimodular, and, as it turns out, not odd. By definition and using that $b_{n-2} = 1$ for even $n > 0$, $H^n(X, \mathbb{Z})_{pr}$ is the orthogonal complement $(h^{n/2})^\perp \subset H^n(X, \mathbb{Z})$. 

$\square$
It is important to note that
\[ \mathbb{Z} \cdot h^{n/2} \oplus H^n(X, \mathbb{Z})_{\text{pr}} \subset H^n(X, \mathbb{Z}) \] (1.10)
is not an equality. It describes a subgroup of finite index. The square of the index is
\[ \text{ind}^2 = \pm \text{disc}(\mathbb{Z} \cdot h^{n/2}) \cdot \text{disc}(H^n(X, \mathbb{Z})_{\text{pr}}) = \pm 3 \cdot \text{disc}(H^n(X, \mathbb{Z})_{\text{pr}}), \]
where we use that $H^n(X, \mathbb{Z})$ is unimodular and $\mathbb{Z} \cdot h^{n/2} \simeq \mathbb{Z}(3)$, see [249, Ch. 14.0.2] for the general statement and references. This also shows that the discriminant of the intersection form on $H^n(X, \mathbb{Z})_{\text{pr}}$ is at least divisible by three and, therefore, $H^n(X, \mathbb{Z})_{\text{pr}}$ is not unimodular. In fact, $\text{disc}(H^n(X, \mathbb{Z})_{\text{pr}}) = 3$, because the discriminant groups of $\mathbb{Z} \cdot h$ and $H^n(X, \mathbb{Z})_{\text{pr}}$ are naturally isomorphic, cf. [249, Prop. 14.0.2]. This can also be deduced from the explicit description below.

The following is a folklore result for cubics (in dimension four, cf. [226] and Section 6.5.2) and has been generalized to other degrees and complete intersections by Beauville [55]. For the definition of the lattices $A_2, E_6, E_8$, and $U$ see [249, Ch. 14] and the references therein.

**Proposition 1.21.** Let $X \subset \mathbb{P}^{n+1}$ be a smooth cubic hypersurface of even, positive dimension. Then the intersection form on its middle primitive cohomology $H^n(X, \mathbb{Z})_{\text{pr}}$ is described as follows:

(i) For $n = 2$ one has $H^n(X, \mathbb{Z})_{\text{pr}} \simeq E_6(-1)$.

(ii) For $n > 2$ one has $H^n(X, \mathbb{Z})_{\text{pr}} \simeq A_2 \oplus E_8^{\text{orb}} \oplus U^{\text{orb}}$. Here, $b := \min\{b_{+}^n(X) - 3, b_{-}^n(X)\} \geq 0$.

\[ a := \begin{cases} 
\frac{1}{8}(b_{-}^n - b_{+}^n - 3) = \frac{1}{8}(\tau(X) - 3) = \frac{1}{4}(3^{n/2} - 1) & \text{if } n \equiv 0 \pmod{4} \\
\frac{1}{8}(b_{-}^n - b_{+}^n + 3) = \frac{1}{8}(3 - \tau(X)) = \frac{1}{4}(3^{n/2} + 1) & \text{if } n \equiv 2 \pmod{4}.
\end{cases} \]

In particular, $\text{disc}(H^n(X, \mathbb{Z})_{\text{pr}}) = 3$ and the inclusion (1.10) has index three.

Note that $n \equiv 0 \pmod{4}$ if and only if $b_{+}^n \geq b_{+}^n$, see (1.9). Also, observe that $b \geq (1/3)(2^{n+1} - 3^{n+1}/2 - 1)$, which is rather large for $n \geq 4$, i.e. $H^n(X, \mathbb{Z})_{\text{pr}}$ contains many copies of the hyperbolic plane $U$. This often simplifies lattice theoretic arguments.

**Proof** Assume $n > 2$, so that $b_{+}^n(X) > 3$, and consider the odd, unimodular lattice
\[ \Lambda := \mathbb{Z}^{\oplus 3} \oplus E_8^{\text{orb}} \oplus U^{\text{orb}}. \]
It has rank $\text{rk}(\Lambda) = b_{+}(X)$ and signature $\tau(\Lambda) = \tau(X)$.\footnote{Note that $\tau \equiv 3(8)$ is a general fact for unimodular lattices containing a characteristic element $\alpha$ with $(\alpha, \alpha) \equiv 3(8)$, cf. [422, V. Thm. 2]. In our situation, $\tau(X) \equiv 3(8)$ can be deduced from (1.9).} Therefore, $\Lambda$ and $H^n(X, \mathbb{Z})$ are
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odd, indefinite, unimodular lattices of the same rank and signature and hence isomorphic to each other (and to \( \Omega_{\nu \kappa} \)), cf. \[422, \text{V. Thm. 6}\].

Recall that a primitive vector \( \alpha \in \Lambda \) in an odd unimodular lattice \( \Lambda \) is called characteristic if \((\alpha, \beta) \equiv (\beta, \beta) \mod 2 \) for all \( \beta \in \Lambda \). Obviously, the orthogonal complement \( \alpha^\perp \subset \Lambda \) of a characteristic vector is always even. The converse also holds, cf. \[322, \text{Lem. 3.3}\]. Indeed, for any primitive \( \alpha \in \Lambda \) in the unimodular lattice \( \Lambda \) there exists \( \beta_0 \in \Lambda \) with \((\alpha, \beta_0) = 1\). Then for all \( \beta \in \Lambda \) the vector \( \beta - (\alpha, \beta)\beta_0 \) is contained in \( \alpha^\perp \) and in particular of even square if \( \alpha^\perp \) is assumed to be even. Hence, \((\beta, \beta) \equiv (\alpha, \beta)^2 \cdot (\beta_0, \beta_0) \mod 2\). As \( \Lambda \) is odd, there exists a \( \beta \) with \((\beta, \beta) \) odd and hence \((\beta_0, \beta_0)^2 \) must be odd. Altogether this proves \((\beta, \beta) \equiv (\alpha, \beta)^2 \equiv (\alpha, \beta) \mod 2 \) for all \( \beta \), i.e. \( \alpha \) is characteristic.

For example, \((1, 1, 1) \in \mathbb{Z}^3 \) is characteristic, for its orthogonal complement is \( \Lambda_2 \).

In this case it can also be checked directly by observing that \(((1, 1, 1), (x_1, x_2, x_3)) = x_1 + x_2 + x_3 \equiv x_1^2 + x_2^2 + x_3^2 \equiv ((x_1, x_2, x_3), (x_1, x_2, x_3)) \mod 2\). But then \((1, 1, 1) \in \mathbb{Z}^3 \subset \Lambda \) is also characteristic for \( \Lambda \) and its orthogonal complement is the lattice in (ii).

One now applies a general result for unimodular lattices from \[487, \text{Thm. 3}\]: Two primitive vectors \( \alpha, \beta \in \Lambda \) are in the same \( \Omega(\Lambda) \)-orbit if and only if \((\alpha, \alpha) = (\beta, \beta) \) and both are either characteristic or both are not.

Therefore, to prove the assertion, it suffices to show that \( h^{n/2} \in H^n(X, \mathbb{Z}) \) is characteristic or, equivalently, that \( H^n(X, \mathbb{Z})_{\text{pr}} \) is even. We postpone the proof of this statement to Corollary 2.14, where it fits more naturally in the discussion of Picard–Lefschetz reflections and of the monodromy action for the universal family of hypersurfaces. A more topological argument was given by Libgober and Wood \[322\].

It remains to deal with the case \( n = 2 \), where we have \( H^2(X, \mathbb{Z}) \cong \Omega_{1,6} \). It is easy to check that \( \alpha := (3, 1, \ldots, 1) \in \Omega_{1,6} \) is characteristic with \((\alpha, \alpha) = 3 \) and its orthogonal complement turns out to be \( E_6(-1) \cong \alpha^\perp \subset \Omega_{1,6} \). Indeed a computation shows that \( e_1 := (0, 1, -1, 0, 0, 0, 0) \), \( e_2 := (0, 1, 1, 0, 0, 0, 0) \), \( e_3 := (0, 0, 0, 0, 1, -1, 0, 0) \), \( e_4 := (1, 0, 0, 0, 1, 1, 1) \), \( e_5 := (0, 0, 0, 0, 1, -1, 0, 0) \), and \( e_7 := (0, 0, 0, 1, -1, 0, 0) \) span \( \alpha^\perp \) and that their intersection matrix is indeed \( E_6(-1) \). See also the discussion in Section 4.3.4.

Now consider the class of the hyperplane section \( h \in H^2(X, \mathbb{Z}) \). As in this case \( \text{Pic}(X) \cong H^1(X, \mathbb{Z}) \), one can argue algebraically, using the Hirzebruch–Riemann–Roch formula, to prove that \( h \) is characteristic. Indeed,

\[ \chi(X, L) = \frac{(L, L) + (L, h)}{2} + 1 \]

implies \((L, L) \equiv (L, h) \equiv 0 \mod 2\) and \((L, h) = 0 \) for \( L \in h^\perp \). Hence, using \[487, \text{Thm. 3}\] again, \( H^2(X, \mathbb{Z})_{\text{pr}} \cong \alpha^\perp \cong E_6(-1) \).

Later we will describe the isomorphisms \( H^2(X, \mathbb{Z})_{\text{pr}} \cong E_6(-1) \) from a more geometric perspective and, in particular, write down bases of both lattices in terms of lines, see Sections 4.1-3. \( \square \)
Remark 1.22. Kulkarni and Wood [290, Thm. 11.1] show that the purely lattice theoretic description in Corollary 1.20 of the intersection product on $H^0(X, \mathbb{Z})$ can be realized geometrically in the following sense:

• For $n \equiv 0 \ (4)$ a smooth cubic hypersurface $X \subset \mathbb{P}^{n+1}$ is diffeomorphic to a connected sum of the form $M \#(S^n \times S^n)$ with $k = b_n^+(X)$ and, therefore, $b_n^-(M) = b_n^-(M) = \tau(M) = \tau(X)$.

• For $n \equiv 2 \ (4)$, $n \geq 4$ the hypersurface is diffeomorphic to a connected sum of the form $M \#(S^n \times S^n)$ with $k = b_n^+(X) - 1$ and, therefore, $b_n^-(M) = b_n^-(M) + 1 = -\tau(M) + 2 = -\tau(X) + 2$.

• For $n \equiv 1 \ (2)$, a smooth cubic hypersurface $X$ is diffeomorphic to a connected sum $M \#(S^n \times S^n)$, with $k = b_n(X)/2 - 1$ and, hence, $b_n(M) = 2$. For $n = 1, 3,$ or $7$ this can be improved to $k = b_n(X)/2$ and $b_n(M) = 0$.

• The remaining case of smooth cubic surfaces $X \subset \mathbb{P}^3$ is slightly different. Viewing $X$ as the blow-up of $\mathbb{P}^2$ in six points, as in Section 4.2.2, reveals that it is diffeomorphic to the connected sum $\mathbb{P}^2 \# 6 \mathbb{P}^1$.

1.6 Cubics over other fields We conclude with a number of comments on (cubic) hypersurfaces over arbitrary fields and notably in positive characteristics. Most of the subtleties and pathologies that usually occur for varieties over fields of positive characteristic can safely be ignored for hypersurfaces. In the following, let $X \subset \mathbb{P}^{n+1}_{k}$ be a smooth hypersurface over an arbitrary field $k$.

(i) The Hodge–de Rham spectral sequence

$$E_1^{p,q} = H^p(X, \Omega^q_X) \Rightarrow H^{p+q}_{dR}(X/k) \tag{1.11}$$

degenerates, cf. Section 4.5. For $\text{char}(k) = 0$ or $\text{char}(k) > \text{dim}(X)$, this follows from results of Deligne and Illusie [148]. For the latter use that smooth hypersurfaces over fields of positive characteristic can of course be lifted to characteristic zero. More directly and avoiding the assumption $\text{char}(k) > \text{dim}(X)$, one can argue as follows. The computations in Section 1.4 show in particular that the Hodge numbers $h^{p,q}(X) = \dim(E_1^{p,q})$ of smooth hypersurfaces only depend on $d$ and $n$, but not on $\text{char}(k)$. From (1.11) one deduces that $\sum_{p+q=n} h^{p,q}(X) \geq \dim H^{n}_{dR}(X/k)$. Moreover, equality holds if and only if the spectral sequence degenerates. On the other hand, $\dim H^{n}_{dR}(X/k)$ is upper semi-continuous. Hence, the degeneration of the spectral sequence in characteristic zero implies its degeneration in positive characteristic as well.

(ii) The Kodaira vanishing $H^p(X, \Omega^q_X \otimes L) = 0$ for $p + q > n$ and $L \in \text{Pic}(X)$ ample holds. This can either be seen as a consequence of [148] for large enough characteristic or be read off from Corollaries 1.7 and 1.9. In particular, all numerical assertions on Hodge numbers remain valid over arbitrary fields. Also, for algebraically closed fields,
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the étale Betti numbers equal the ones computed in characteristic zero. The only case
not covered by these comments is the case of cubic surfaces in characteristic two.

(iii) Assume \( k = \mathbb{F}_q \). Then the Weil conjectures show that

\[ Z(X, t) := \exp \left( \sum_{i=1}^{\infty} \frac{|X(\mathbb{F}_{q^i})|}{|X(\mathbb{F}_q)|} t^i \right) = \frac{P(t)^{1-1/p}}{\prod_{i=0}^{p-1} (1 - q^i)} \]

with \( P(t) = \prod (1 - a_i t) \) of degree \( b_n(X) \). This was established by Bombieri and Swinnerton-Dyer [81] for cubic threefolds
and by Dwork [166] for arbitrary hypersurfaces, prior
to the proof of the general Weil conjectures by Deligne.

Of course, as cubic surfaces are rational, the Weil conjectures follow in this case from
the Weil conjectures for \( \mathbb{P}^2 \). This was first noted by Weil himself [492].

2 Linear system and Lefschetz pencils

This section discusses the linear system of (cubic) hypersurfaces. Basic facts concern-
ing the discriminant divisor are reviewed and its degree is computed. We describe the
monodromy group of the family of smooth hypersurfaces as a subgroup of the orthogo-
nal group of the middle cohomology and complement the results with a comparison of
the monodromy action with the action of the group of diffeomorphisms.

2.1 Universal hypersurface

Hypersurfaces \( X \subset \mathbb{P} = \mathbb{P}^{n+1} \) of degree \( d \) are para-
metrized by the projective space

\[ |\mathcal{O}_\mathbb{P}(d)| = \mathbb{P}^{N(d,n)}, \quad N(d,n) = \binom{n+1+d}{d} - 1. \]

We will often abbreviate \( N(d,n) = h^0(\mathbb{P}^{n+1}, \mathcal{O}_\mathbb{P}(d)) - 1 \) simply by \( N \).

The universal hypersurface shall be denoted by

\[ \mathcal{X} \subset \mathbb{P}^N \times \mathbb{P}. \] (2.1)

It is a hypersurface of bidegree \( (1, d) \), i.e. \( \mathcal{X} \) is a divisor contained in the linear system
\[ |\mathcal{O}_{\mathbb{P}^N}(1) \boxtimes \mathcal{O}_\mathbb{P}(d)|, \] and the fibre of the (flat) first projection \( \mathcal{X} \to \mathbb{P}^N \) over the point
corresponding to \( X \subset \mathbb{P} \) is indeed just \( X \).

More explicitly, \( \mathcal{X} \) can be described as the zero set of the universal equation
\( G = \sum a_i x^i \), where \( a_i \in H^0(\mathbb{P}^N, \mathcal{O}_{\mathbb{P}^N}(1)) \) are the linear coordinates corresponding to the
monomials \( x^i \in H^0(\mathbb{P}, \mathcal{O}_\mathbb{P}(d)) \). In other words, writing \( \mathbb{P} \) as \( \mathbb{P} = \mathbb{P}(V) \) for some vector
space \( V \) of dimension \( n + 2 \), \( H^0(\mathbb{P}, \mathcal{O}_\mathbb{P}(d)) = S^d(V^*) \), and \( \mathbb{P}^N = \mathbb{P}(S^d(V^*)) \), one has
\( H^0(\mathbb{P}^N, \mathcal{O}_{\mathbb{P}^N}(1)) = S^d(V) \) and \( G \) corresponds to

\[ \text{id} \in \text{End}(S^d(V)) = S^d(V) \otimes S^d(V^*) = H^0(\mathbb{P}^N \times \mathbb{P}, \mathcal{O}_{\mathbb{P}^N}(1) \boxtimes \mathcal{O}_\mathbb{P}(d)). \]
The universal hypersurface $X$ is smooth. To prove this, observe that the second projection $X \to \mathbb{P}$ is the projective bundle $\mathbb{P}(\text{Ker}(ev)) \to \mathbb{P}$, where $ev$ is the surjective(!) evaluation map

$$ev: H^0(\mathbb{P}, \mathcal{O}_\mathbb{P}(d)) \otimes \mathcal{O} \to \mathcal{O}_\mathbb{P}(d).$$

The natural $\text{SL}(n+2)$-action on $H^0(\mathbb{P}, \mathcal{O}_\mathbb{P}(d))$ descends to an action of $\text{SL}(n+2)$ and $\text{PGL}(n+2)$ on $|\mathcal{O}_\mathbb{P}(d)|$. Both are linearized in the sense that they are obtained by composing homomorphisms $\text{SL}(n+2) \to \text{SL}(N+1)$ and $\text{PGL}(n+2) \to \text{PGL}(N+1)$ with the natural actions of $\text{SL}(N+1)$ and $\text{PGL}(N+1)$ on $H^0(\mathbb{P}^N, \mathcal{O}_{\mathbb{P}^N}(1))$ and $|\mathcal{O}_{\mathbb{P}^N}(1)|$.

The following table records the dimensions of the linear system of cubic hypersurfaces of small dimensions. We also include information about the moduli space $M_n := |\mathcal{O}_\mathbb{P}(3)|_{\text{sm}}/\text{PGL}(n+2)$ and the discriminant divisor $D(n) := D(3, n) := |\mathcal{O}_\mathbb{P}(3)| \setminus |\mathcal{O}_\mathbb{P}(3)|_{\text{sm}}$, both to be discussed below, see Sections 2.3 and 3.1.3. We write $N(n) := N(3, n)$.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$N(n)$</th>
<th>dim(PGL(n+2))</th>
<th>dim($M_n$)</th>
<th>$\text{deg}(D(n))$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>1</td>
<td>9</td>
<td>8</td>
<td>1</td>
<td>12</td>
</tr>
<tr>
<td>2</td>
<td>19</td>
<td>15</td>
<td>4</td>
<td>32</td>
</tr>
<tr>
<td>3</td>
<td>34</td>
<td>24</td>
<td>10</td>
<td>80</td>
</tr>
<tr>
<td>4</td>
<td>55</td>
<td>35</td>
<td>20</td>
<td>192</td>
</tr>
<tr>
<td>5</td>
<td>83</td>
<td>48</td>
<td>35</td>
<td>448</td>
</tr>
</tbody>
</table>

The closed formula for the dimension of the moduli space is

$$\text{dim}(M_n) = \left(\frac{n + 2}{3}\right)^3 = \frac{n^3 + 3n^2 + 2n}{6}. \text{ (2.2)}$$

### 2.2 Discriminant divisor

We are mostly interested in smooth hypersurfaces. They are parametrized by a Zariski open subset which shall be denoted by

$$U(n, d) := |\mathcal{O}_\mathbb{P}(d)|_{\text{sm}} := \{ X \in |\mathcal{O}_\mathbb{P}(d)| \mid X \text{ smooth} \} \subset |\mathcal{O}_\mathbb{P}(d)|.$$

For an algebraically closed ground field $k$, Bertini’s theorem shows that there exists a smooth hypersurface of the given degree $d$. Hence, $U(n, d)$ is non-empty and, therefore, dense. In fact, if $\text{char}(k) = 0$ or at least $\text{char}(k) \nmid d$, then the Fermat hypersurface

$$X := V \left( \sum_{i=0}^{n+1} x_i^d \right) \subset \mathbb{P}$$
is smooth, as it is easy to check using the Jacobian criterion. The following explicit equations for smooth hypersurfaces over arbitrary fields are taken from [270, p. 333]:

\[
\begin{cases}
\sum_{i=0}^{n-1} x_i x_{i+m} & \text{if } d = 2, n + 2 = 2m \\
\sum_{i=0}^{n-1} x_i x_{i+m} + x_{n+1}^2 & \text{if } d = 2, n + 1 = 2m \\
\sum_{i=0}^{n-1} x_i x_{i+1}^d & \text{if } d \geq 3, \operatorname{char}(k) \not| d \\
\sum_{i=0}^{n} x_i x_{i+1}^{d-1} + x_d & \text{if } d \geq 3, \operatorname{char}(k) | d.
\end{cases}
\]

Hence, the set of \( k \)-rational points of \( U(n, d) = |O_P(d)|_{\text{sm}} \) is always non-empty.

**Definition 2.1.** The discriminant divisor

\[
D(d, n) \subset |O_P(d)|
\]

is the complement of the Zariski open (and dense) subset \( U(d, n) \subset |O_P(d)| \) of smooth hypersurfaces. Thus, \( D(d, n) \) is closed and, in a first step, it will be viewed with its reduced induced scheme structure. However, in Section 2.3 we observe that its natural scheme structure provided by its description as the zero set of the resultant is reduced.

**Theorem 2.2.** The discriminant divisor \( D(d, n) \subset |O_P(d)| \) is an irreducible divisor. Its degree is \((d - 1)n + 1 \cdot (n + 2)\), which for \( d = 3 \) reads

\[
\deg(D(3, n)) = 2^{n+1} \cdot (n + 2).
\]

**Proof** Consider the universal hypersurface \( X \subset \mathbb{P}^N \times \mathbb{P} \) as above and define

\[
X_{\text{sing}} := X \cap \bigcap_{i=0}^{n+1} V_i,
\]

where the \( V_i := V(\partial_i G) \) are the hypersurfaces of bidegree \((1, d - 1)\) defined by the derivatives of the equation of the universal hypersurface

\[
\partial_i G := \sum a_i \frac{\partial x^d}{\partial x_i} \in H^0\left(\mathbb{P}^N \times \mathbb{P}, O_{\mathbb{P}^N}(1) \boxtimes O_{\mathbb{P}}(d - 1)\right).
\]

By the Jacobian criterion, \( X_{\text{sing}} \subset X \longrightarrow \mathbb{P}^N \) is the (non-flat) family of singular loci of the fibres \( X_i \), i.e. \( (X_{\text{sing}})_i = (X_i)_{\text{sing}} \).

As the Euler equation, see [91, Ch. 4], holds in its universal form \( \sum x_i \partial_i G = d \cdot G \), one has \( \bigcap V_i \subset X \) if \( \operatorname{char}(k) \not| d \) (which we will tacitly assume, but see Remark 2.3). Hence, \( X_{\text{sing}} = \bigcap V_i \) and, therefore, \( \text{codim}(X_{\text{sing}}) \leq n + 2 \). To prove that equality holds, consider the other projection \( X_{\text{sing}} \longrightarrow \mathbb{P} \), which we claim is a \( \mathbb{P}^d \)-bundle with \( k = N - n - 2 \). To see this, observe that the homomorphism of sheaves on \( \mathbb{P} \)

\[
\phi: H^1(\mathbb{P}, O_{\mathbb{P}}(d)) \otimes O_{\mathbb{P}} \longrightarrow O_{\mathbb{P}}(d - 1)^{\oplus n+1}, \ F \longmapsto (\partial_i F)
\]
is surjective, which can be checked e.g. at the point \( z = [1 : 1 : \cdots : 1] \) by using that 
\[ (\partial_i x_j^i)(z) = d \cdot \delta_{ij}. \]
Then 
\[ X_{\text{sing}} \cong \mathbb{P}(\ker(\phi)) \]
This clearly proves \( \text{codim}(X_{\text{sing}}) = n + 2 \), but also that \( X_{\text{sing}} \) is smooth and irreducible. 
To be precise, one needs to verify that \( X_{\text{sing}} \cong \mathbb{P}(\ker(\phi)) \) as schemes and not only as sets, which is left to the reader.

Next, \( D \) is by definition the image of \( X_{\text{sing}} \) under the projection \( X_{\text{sing}} \subset X \subset \mathbb{P}^N \times \mathbb{P} \rightarrow \mathbb{P}^N \).

Let us denote the pull-backs of the hyperplane sections on \( \mathbb{P}^N \) and \( \mathbb{P}(\nu_d) \) (both denoted by \( h \)) to \( \mathbb{P}^N \times \mathbb{P} \) by \( h_1 \) and \( h_2 \). Suppose \( D \) is of codimension \( > 1 \). Then 
\[ (h_{N-1}^N - 1).X_{\text{sing}} = (h_1^{N-1}.(h_1 + (d - 1) h_2)^{\nu+2}) = (n + 2) \cdot (d - 1)^{\nu+1}. \]
Hence, \( D \subset \mathbb{P}^N \) really is a divisor. The computation also shows that in order to prove the claimed degree formula for \( D \), it suffices to prove that \( X_{\text{sing}} \rightarrow D \) is generically injective or, in other words, that the generic singular hypersurface \( X \in |O_{\mathbb{P}^N}(d)| \) has exactly one singular point (which is in fact an ordinary double point). (Note that one needs to assume \( \text{char}(k) = 0 \) for the set-theoretic injectivity to imply that the morphism is of degree one.) One way of doing this would be to write down examples of hypersurfaces in each degree with exactly one ordinary double point or to argue geometrically (assuming \( \text{char}(k) = 0 \)) by considering again the projective bundle \( X_{\text{sing}} \rightarrow \mathbb{P} \). The fibre over a point \( z \) can be thought of as a linear system with \( z \) as its only base point. By Bertini’s theorem with base points, see e.g. [222, III. Rem. 10.9.2], the generic element will then be singular exactly at \( z \).

To see that generically it has to be an ordinary double point, just write down one hypersurface with such a singular point at \( z \) (but possibly other singular points), e.g. the union of \( d - 2 \) generic hyperplanes \( \mathbb{P}^n \subset \mathbb{P} \) and of a cone with vertex \( z \) over a quadric in some hyperplane.

\[ \square \]

**Remark 2.3.** In [1, Exp. XVII] the discriminant divisor is viewed as the dual variety of the Veronese embedding \( \nu_d : \mathbb{P} \hookrightarrow (\mathbb{P}^N)^* \), i.e. as the locus of hyperplanes (parametrized by \( \mathbb{P}^N \)) that are tangent to \( \nu_d(\mathbb{P}) \). It is also proved that the smooth locus of \( D(d, n) \) is the maximal open subset over which \( X_{\text{sing}} \rightarrow D(d, n) \) is an isomorphism and that it coincides with the set of those singular hypersurfaces with one ordinary double point as only singularity.

---

2 D. van Straten has provided me with examples in certain degrees. Note that writing down examples with just one (badly) singular point is easy, e.g. the cone over the smooth examples in (2.3) has only one singular point, which however is an ordinary double point only for \( d = 2 \). Since hypersurfaces with a singularity worse than an ordinary double point may deform generically to a hypersurface with more than one singular point, they cannot be used to prove injectivity in this fashion.
2.3 Resultant There is a classical and more algebraic approach to the discriminant divisor using resultants, cf. [102, 128, 150, 192]. Let us review some general facts. Consider homogeneous polynomials in \( k[x_0, \ldots, x_{n+1}] \) of degree \( d_i > 0, i = 0, \ldots, m. \) Then there exists a unique polynomial, the \textit{resultant}, \( R_{y_i}(y, \alpha) \in k[y], i = 0, \ldots, m, |I| = d_i, \) such that:

(i) For all choices of polynomials \( f_i \in k[x_0, \ldots, x_{n+1}] \) of degree \( d_i \), \( \bigcap_{i=0}^{m} V(f_i) \subseteq \mathbb{P}^{n+1} \) is non-empty if and only if \( R(f_0, \ldots, f_m) = 0 \).

(ii) \( R(x_0^d_0, \ldots, x_m^d_m) = 1 \) (normalization).

(iii) \( R \in k[y_i] \) is irreducible.

Moreover, \( R \) is homogeneous of degree \( \prod_{j \neq i} d_j \) in the variables \( y_i \) for fixed \( i \) and so of total degree \( \prod d_i \cdot \sum (1/d_i) \).

Consider a homogeneous polynomial \( F \in k[x_0, \ldots, x_{n+1}] \) of degree \( d \) and apply the above to \( f_i = \partial_i F, i = 0, \ldots, m = n + 1, \) which are all homogeneous of degree \( d_i = d - 1 \). Then, \( X = V(F) \) is singular, i.e. \( \bigcap_{i=0}^{m} V(f_i) \neq \emptyset \), if and only if \( X \in |\mathcal{O}(d)| \) is in the zero locus of \( R \).

Strictly speaking, \( R \) defines a hypersurface in \( \mathbb{P}^N = \operatorname{Proj}(k[y_i]), i = 0, \ldots, n + 1, |I| = d - 1, \) so \( N' = (n + 2)(d - 1) - 1. \) Its pull-back via the linear embedding \( \mathbb{P}^N \rightarrow \mathbb{P}^{n+1} \) that maps \( x' \) to \( [j, x'] \), where \( I_j := (i_0, \ldots, i_j) \), describes the image of \( X_{\text{sing}} \), i.e. the discriminant divisor. The irreducibility still holds, cf. [150, Sec. 5&6]. This leads to

\[ D(d, n) = V(R_{x_0} \partial_0 G, \ldots, \partial_{n+1} G) \subset \mathbb{P}^N = |\mathcal{O}(d)|, \]

which also defines a natural scheme structure on \( D(d, n) \).

Remark 2.4. The resultant is usually normalized to yield the discriminant

\[ \Delta_{d,n} := a^{d_n} \cdot R_{d_0}(\partial_1 G) \in H^0 \left( \mathbb{P}^N, \mathcal{O}_{\mathbb{P}^n}((d - 1)^{n+1} \cdot (n + 2)) \right), \tag{2.4} \]

where \( c_{d,n} = (1/d) (-1)^{n+2} - (d - 1)^{n+2} \). With this normalization, \( \Delta_{d,n} \) becomes an irreducible polynomial in \( \mathbb{Z}[y_i] \), which makes it unique up to a sign.

Example 2.5. The case \( n = 0 \) and \( d = 3 \), so three points in \( \mathbb{P}^1 \), leads to the classical discriminant for cubic polynomials \( f(X) \). If \( \alpha_1, \alpha_2, \alpha_3 \) are the zeros of \( f(X) \), then by definition \( \Delta(f(X)) = (a_1 - a_2)(a_1 - a_3)(a_2 - a_3)^3 \). For \( f(X) = X^3 + aX + b \) one has \( \Delta(f(X)) = -4a^3 - 27b^2 \).

The discriminant of a general polynomial \( a_0 x^3 + a_1 x^2 \cdot x_1 + a_2 x_0 x_1^2 + a_3 x_1^3 \) is the rather complicated polynomial of degree four

\[ \Delta_{3,0} = a_0^2 a_2^2 - 4a_0 a_1 a_2 a_3 + 4a_0^3 a_1 - 27a_2^2 a_0^2 + 18a_0 a_1 a_2 a_3, \]

\(^3\) Here, \( R(f_0, \ldots, f_m) \) is the shorthand for applying \( R \) to the coefficients of the polynomials \( f_i \).
which thus defines the discriminant surface of degree four
\[ D(3, 0) = V(\Delta_{3,0}) \subset \mathbb{P}^3. \]

As an exercise, the reader may want to compare this with the normalization \( R(x_0^2, x_1^3) = 1 \), which in (2.4), using \( c_{1,0} = -1 \), implies \( \Delta_{1,0} \left((1/3)(x_0^3 + x_1^3)\right) = (1/3). \)

To confirm Remark 2.3, one can verify that the singular set of \( D(3, 0) = V(\Delta_{3,0}) \) is indeed the curve of triple points.

**Example 2.6.** (i) For \( n = 1 \) and \( d = 3 \) the discriminant divisor \( D(3, 1) \subset \mathbb{P}^9 \)
is of degree 12 or, equivalently, the discriminant is an element of the vector space \( H^0(\mathbb{P}^9, \mathcal{O}_{\mathbb{P}^9}(12)) \), which is of dimension 293.930. Written as a linear combination of monomials, 12.894 of the coefficients are non-trivial, cf. [128, p. 99]. If the partial derivatives \( \partial_i F \) are written as \( \partial_i F = a_{11}x_0^2 + a_{12}x_1^2 + a_{13}x_0x_1 + a_{14}x_0x_2 + a_{15}x_1x_2, \) etc., and one defines \( \ell_i \ell_j \ell_k \) := \( \det(a_{\ell_i \ell_j \ell_k}) \in H^0(\mathbb{P}^9, \mathcal{O}_{\mathbb{P}^9}(3)) \), with pairwise distinct \( \ell_i \), then \( \Delta \) is a polynomial of degree four in the \([\ell_1 \ell_2 \ell_3]\) that involves less but still 68 terms.

In short, the discriminant is complicated.

Maybe just one word on the comparison between the discriminant introduced here and the discriminant of a plane cubic \( E \subset \mathbb{P}^2 \) in Weierstrass form \( y^2 = 4x^3 - g_2x - g_3 \)
which is classically defined as \( \Delta(E) := g_2^3 - 27g_3^3 \). This is a rather simple polynomial of degree three in the coefficients, whereas the full discriminant of cubic plane curves is a polynomial of degree 12. The reason for this is that bringing a cubic polynomial in the variables \( x_0, x_1, x_2 \) into Weierstrass form involves non-linear transformations. More concretely, the coefficients \( g_2 \) and \( g_3 \) of the Weierstrass form are of degree four and six, respectively, in the coefficients of the original cubic equation, see e.g. [278, Ch. 3].

(ii) The case \( n = 2 \) and \( d = 3 \) the discriminant divisor \( D(3, 2) \subset \mathbb{P}^{10} \)
is of degree 32. Its equation can be expressed in terms of certain fundamental invariants, see Section 4.4.1. This was first done by Salmon [415] with correction by Edge [171]. For more recent considerations see [101].

As a consequence of Theorem 2.2 and the discussion in its proof, we deduce the following.

**Corollary 2.7.** Assume \( k \) is algebraically closed. Then for the generic line \( \mathbb{P}^1 \subset \mathbb{P}^N \)
the induced family \( \mathcal{X}_t \mapsto \mathbb{P}^1 \) has exactly \( (d - 1)^{p+1} \cdot (n + 2) \) singular fibres \( \mathcal{X}_1, \mathcal{X}_2, \ldots, \)
each with exactly one singular point \( x_i \in \mathcal{X}. \) Moreover, each \( x_i \) is an ordinary double point of \( \mathcal{X}_t \) and they are all distinct as points in \( \mathbb{P}^{p+1}. \)

A pencil with these properties is called a Lefschetz pencil. Note that by Bertini’s theorem [222, III. Cor. 10.9], at least when \( \text{char}(k) = 0 \), the total space \( \mathcal{X}_t \) is still smooth. See [1, Exp. XVII].
In more concrete terms, for the generic choice of polynomials \( F_0, F_1 \in H^0(\mathbb{P}, \mathcal{O}_\mathbb{P}(d)) \) for exactly \((d - 1)^{n+1} \cdot (n + 2)\) values \( t = [t_0 : t_1] \) the hypersurface \( \mathcal{X}_t = V(t_0 F_0 + t_1 F_1) \) is singular. Each singular fibre \( \mathcal{X}_t \) has exactly one singular point \( x_t \), which, moreover, is an ordinary double point. Note that \( x_i \neq x_j \) for \( i \neq j \), as otherwise \( x_i \) would be a singular point of all the fibres. Also observe that the projection \( \mathcal{X} \longrightarrow \mathbb{P} \) is the blow-up of the base locus \( V(F_0, F_1) \subset \mathbb{P} \).

Example 2.8. There are, of course, pencils \( \mathcal{X}_P \longrightarrow \mathbb{P}^1 \subset \mathbb{P}^N \) with more singular fibres, i.e. with more or worse singularities. The Hesse pencil of plane cubics \( \mathcal{X}_t \subset \mathbb{P}^2 \) given by

\[
t_0 (x_0^3 + x_1^3 + x_2^3) - t_1 x_0 x_1 x_2
\]

is such an example. Here, the fibre \( \mathcal{X}_{[0:1]} \) consists of three lines yielding three singular points. The Hesse pencil is a special instance of the Dwork pencil (or Fermat pencil), see [69], defined by the equation

\[
t_0 \left( \sum_{i=0}^{n+1} x_i^{n+2} \right) - t_1 d \prod_{i=0}^{n+1} x_i
\]

of hypersurfaces of degree \( d = n + 2 \).

Clearly, the number of singular fibres of any pencil does not exceed \((d - 1)^{n+1} \cdot (n + 2)\), unless all fibres are singular. Note that for an arbitrary pencil the total space \( \mathcal{X}_P \) need not be smooth.

2.4 Monodromy group   We now assume \( k = \mathbb{C} \) and consider the universal family

\[
\pi : \mathcal{X} \longrightarrow U(d, n) \subset |\mathcal{O}_{\mathbb{P}^n}(d)|
\]

of smooth hypersurfaces of degree \( d \) and dimension \( n \). Note the change in notation. If needed later, we will denote the universal family of all hypersurfaces by \( \tilde{\mathcal{X}} \), which is
smooth projective and contains $X$ as a dense open subset. Fix a point $0 \in U(d, n)$ and denote the fibre over it by $X := X_0$. The monodromy representation

$$\rho : \pi_1(U(d, n), 0) \longrightarrow \text{GL}(H^d(X, \mathbb{Z}))$$

(2.5)

is the homomorphism obtained by parallel transport with respect to the Gauss–Manin connection. Equivalently, $R^d\pi_*\mathbb{Z}$ is a locally constant system on $U(n, d)$ and (2.5) is the corresponding representation of the fundamental group. The monodromy group is by definition the image of the monodromy representation

$$\Gamma(d, n) := \text{Im} (\rho : \pi_1(U(d, n), 0) \longrightarrow \text{GL}(H^d(X, \mathbb{Z}))).$$

It depends on the base point $0 \in U(d, n)$ only up to conjugation.

The monodromy group has been determined by Beauville [47] in complete generality. In fact, Beauville shows that $\Gamma$ is the group obtained by parallel transport with respect to the Gauss–Manin connection. Equivalently, $R^d\pi_*\mathbb{Z}$ is a locally constant system on $U(n, d)$ and (2.5) is the corresponding representation of the fundamental group. The monodromy group is by definition the image of the monodromy representation

$$\Gamma(d, n) := \text{Im} (\rho : \pi_1(U(d, n), 0) \longrightarrow \text{GL}(H^d(X, \mathbb{Z}))).$$

It depends on the base point $0 \in U(d, n)$ only up to conjugation.

The monodromy group has been determined by Beauville [47] in complete generality. We discuss the result for $d = 3$ and use the shorthand

$$\Gamma_n := \Gamma(3, n) \subseteq \text{GL}(H^d(X, \mathbb{Z})).$$

**Theorem 2.9.** The monodromy group $\Gamma_n$ of the universal smooth cubic hypersurface $X := |O_{\mathbb{P}^n}(3)|_{\text{sm}}$ is the group

$$\Gamma_n = \begin{cases} \tilde{O}^+(H^d(X, \mathbb{Z})) & \text{if } n \equiv 0 \pmod{2} \\ \text{SpO}(H^d(X, \mathbb{Z}), q) & \text{if } n \equiv 1 \pmod{2}. \end{cases}$$

In fact, Beauville shows that $\Gamma(d, n)$ for $n$ even and arbitrary $d$ and also for $n$ odd and all odd $d$ admits this description. If $n$ is odd and $d$ is even, then the monodromy group is the full symplectic group $\text{Sp}(H^d(X, \mathbb{Z}))$.

Before sketching the main steps of the proof in Section 2.5, let us explain the notation and add a few related comments.

For $n$ even, one defines $\tilde{O}(H^d(X, \mathbb{Z})) \subseteq \text{O}(H^d(X, \mathbb{Z}))$ as the subgroup of all orthogonal transformations $g : H^d(X, \mathbb{Z}) \longrightarrow H^d(X, \mathbb{Z})$ with $g(h^{1/2}) = h^{1/2}$. Via the induced action on $H^d(X, \mathbb{Z})_{\text{pr}}$, it can be identified with the subgroup, cf. [249, Prop. 14.2.6]:

$$\tilde{O}(H^d(X, \mathbb{Z})) = \{ g \in \text{O}(H^d(X, \mathbb{Z})_{\text{pr}}) \mid \text{id} = \bar{g} \in \text{O}(A_{H^d(X, \mathbb{Z})_{\text{pr}}}) \}.$$

Here, $A_{\Lambda} := \Lambda^*/\Lambda$ is the discriminant of a lattice $\Lambda$, which for the primitive cohomology $\Lambda = H^d(X, \mathbb{Z})_{\text{pr}}$ of a smooth cubic hypersurface is $\mathbb{Z}/3\mathbb{Z}$, see Proposition 1.21.

Another natural group in this context is the subgroup

$$\text{O}^+(H^d(X, \mathbb{Z})_{\text{pr}}) := \text{Ker} \left( s_{\Lambda_\mathbb{Z}} : \text{O}(H^d(X, \mathbb{Z})_{\text{pr}}) \longrightarrow \{ \pm 1 \} \right),$$

where the spinor norm $s_{\Lambda_\mathbb{Z}}$ is the group homomorphism that sends a reflection $s_\delta$ in a hyperplane $\delta^\perp$ to $(-1)^{\delta^2} \cdot (\delta^2)/(\delta^2)$. In other words, if by means of the Cartan–Dieudonné theorem $g$ is written as a product $\prod s_{\delta_i}$ of reflections with $\delta_i \in H^d(X, \mathbb{R})_{\text{pr}},$
then \( \text{sn}_n(q) = 1 \) if for \( n \equiv 0 \mod 4 \) the number of \( \delta_i \) with \( (\delta_i)^2 < 0 \) is even and for \( n \equiv 2 \mod 4 \) the number of \( \delta_i \) with \( (\delta_i)^2 > 0 \) is even.

The orthogonal group in the theorem is the finite index subgroup of \( O(H^n(X, \mathbb{Z})_{pr}) := O(H^n(X, \mathbb{Z})) \cap O^+(H^n(X, \mathbb{Z})_{pr}) \).

For \( n \) odd, the intersection product on \( H^n(X, \mathbb{Z}) = H^n(X, \mathbb{Z})_{pr} \) is alternating and can be put in the standard normal form. However, there exists an auxiliary rather subtle topological invariant, which is the quadratic form \( q: H^n(X, \mathbb{Z}) \to \mathbb{Z}/2\mathbb{Z} \), see [96, Sec. 1], that enters the definition of the group \( \text{SpO}(H^n(X, \mathbb{Z}), q) \) in the above theorem. Using that any \( \alpha \in H^n(X, \mathbb{Z}) \) can be represented by an embedded sphere \( S^n \hookrightarrow X \), one has for \( n \neq 1, 3, 7 \) that \( q(\alpha) = 0 \) if and only if the topological normal bundle of \( S^n \hookrightarrow X \) is trivial.\(^4\) The definition of \( q \) for \( n = 1, 3, 7 \) is more involved. In any case, for \( n \) odd \( \text{SpO}(H^n(X, \mathbb{Z}), q) \) is defined as the group of all isomorphisms \( g: H^n(X, \mathbb{Z}) \to H^n(X, \mathbb{Z}) \) that are compatible with the alternating intersection form \( (\cdot, \cdot) \) and the quadratic form \( q \).

**Remark 2.10.** The occurrence of the primitive cohomology in Theorem 2.9 is not a surprise. Indeed, the restriction \( h^{n/2}o(\mathbb{Z}) = c_1(O(\mathbb{Z})(1))^{n/2} \in H^2(\mathbb{P}^{n+1}, \mathbb{Z}) \) to any of the fibres \( X \) defines a section of the locally constant system \( R^0\pi_*\mathbb{Z} \). Hence, the primitive cohomology groups \( H^n(X, \mathbb{Z})_{pr} \) of the fibres glue to a locally constant subsheaf \( R^0\pi_*\mathbb{Z} \subset R^n\pi_*\mathbb{Z} \). Equivalently, the monodromy representation (2.5) satisfies \( \rho(\gamma)(h^{n/2}) = h^{n/2} \) for all \( \gamma \in \pi_1(U(d, n)) \), i.e. \( h^{n/2} \) is monodromy invariant.

In fact, \( h^{n/2} \) is the only monodromy invariant class up to scaling. Indeed, Deligne’s invariant cycle theorem [474, V. Thm. 16.24] shows that the monodromy invariant part \( H^n(X, \mathbb{Q})_{pr} \) of \( H^n(X, \mathbb{Q}) \) is the image of the restriction \( H^n(\tilde{X}, \mathbb{Q}) \to H^n(X, \mathbb{Q}) \), where \( \tilde{X} \subset \mathbb{P}^N \times \mathbb{P} \) denotes the universal family of all hypersurfaces. Now writing \( \tilde{X} \) as a projective bundle over \( \mathbb{P} \) shows that

\[
H^n(\tilde{X}, \mathbb{Q}) \simeq \bigoplus H^{n-2i}(\mathbb{P}, \mathbb{Q}) \cdot c_1(O(\mathbb{P})(1))^i.
\]

As \( c_1(O(\mathbb{P})(1)) \) restricts trivially to the fibres of the first projection \( \tilde{X} \to \mathbb{P}^N \), only \( H^n(\mathbb{P}, \mathbb{Q}) \) survives the map \( H^n(\tilde{X}, \mathbb{Q}) \to H^n(X, \mathbb{Q}) \) and, therefore, its image is spanned by \( h^{n/2} \).

Similarly, the monodromy representation preserves the intersection form on \( H^n(X, \mathbb{Z}) \). Therefore, \( \text{Im}(\rho) \subset O(H^n(X, \mathbb{Z})) \) for \( n \) even and \( \text{Im}(\rho) \subset \text{SpO}(H^n(X, \mathbb{Z})) \) for \( n \) odd.

Note that one can deduce from the theorem the well-known fact [474, V. Thm. 15.27] that \( H^n(X, \mathbb{Q})_{pr} \) is an irreducible \( \Gamma(d, n) \)-module or, equivalently, that \( R^0\pi_*\mathbb{Z} \) cannot

\(^4\) The Arf invariant of \( q \), also called the Kervaire invariant of \( X \), is often viewed as the analogue of the discriminant of the symmetric intersection form for \( n \) even. Recall that the Arf invariant \( A(q) \in \mathbb{F}_2 \) of the binary quadratic form \( q = ax^2 + xy + by^2 \) is \( ab \). For arbitrary \( q \), which can be written as a direct sum of those, it is defined by additive extension, cf. [95, Ch. III]. According to a result of Kulkami and Wood [290, Prop. 12.1], the Kervaire invariant is non-trivial for cubic hypersurfaces.
be written as a direct sum of non-trivial locally constant systems. Remark 2.11 and Corollary 2.12 below are related to this.

**Remark 2.11.** In the general setting, where instead of working over \( \mathbb{C} \) the ground field can be an arbitrary algebraically closed field \( k \), the geometric \( \ell \)-adic monodromy group is the Zariski closure \( G \) of the image of the representation \( \pi_1^\text{ét}(U) \to \text{GL}(H^n(X, \bar{Q}_\ell)) \). It has been determined in [147, Sec. 4.4]:

\[
G = \begin{cases} \text{finite} & \text{if } n = 2 \\ O(H^n(X, \bar{Q}_\ell)) & \text{if } 2 < n \equiv 0 (2) \\ \text{Sp}(H^n(X, \bar{Q}_\ell)) & \text{if } n \equiv 1 (2). \end{cases}
\]

Instead of working with coefficients in \( \bar{Q}_\ell \) one can as well use coefficients in \( \mathbb{C} \). For \( n \) even the proof comes down to the fact that an algebraic subgroup \( G \subset O(V) \) of a complex vector space \( V \) with a non-degenerate symmetric bilinear form is \( O(V) \) as soon as there exists a \( G \)-orbit of classes \( \delta \) with \( (\delta)^2 = 2 \) generating \( V \) and such that \( G \) contains all reflections \( s_\delta \) induced by classes in that orbit, cf. [147, Lem. 4.4.2] or the account in [390].

When working over \( \mathbb{C} \), one defines the algebraic monodromy group as the algebraic group \( G \subset \text{GL}(H^n(X, Q)_{\text{pr}}) \) over \( Q \) obtained as the Zariski closure of the monodromy group \( \Gamma_n \subset \text{GL}(H^n(X, Z)_{\text{pr}}) \subset \text{GL}(H^n(X, Q)_{\text{pr}}) \).

For the following result, which for \( n \) even strengthens Remark 2.10, recall the following two notions:

(i) A very general point in \( |O_3(3)| \) is a point in the complement of a countable union of proper Zariski closed subsets;

(ii) The Hodge structure \( H^n(X, Q)_{\text{pr}} \) is irreducible if it cannot be written as a direct sum of non-trivial sub-Hodge structures or, equivalently, if it does not contain any non-trivial proper sub-Hodge structure.

The equivalence of the two characterizations in (ii) uses the existence of a polarization.

**Corollary 2.12.** Assume \( X \in |O_3(3)| \) is a very general cubic hypersurface of (even) dimension \( n > 2 \). Then \( H^n(X, Q)_{\text{pr}} \) is an irreducible Hodge structure. In particular, the (rational) Hodge conjecture holds for the very general cubic hypersurface.

**Proof** We follow the exposition of Peters and Steenbrink [390, Sec. 7]. The main input is that for \( n > 2 \) the identity component \( G^0 \subset G \) of the geometric monodromy group (thought of as algebraic groups over \( Q \)) acts irreducibly on \( H^n(X, Q)_{\text{pr}} \), see Remark 2.11.

We write the primitive cohomology of the very general cubic hypersurface \( X \) as direct sum \( H^n(X, Q)_{\text{pr}} \simeq \bigoplus_{i=1}^k V_i \) of irreducible Hodge structures. Then the projection \( H^n(X, Q)_{\text{pr}} \to V_1 \) can be extended to a multivalued flat section of the local system...
End\((R^p_\text{pr}\pi, \mathbb{Q})\) which is everywhere of type \((0, 0)\). As any polarizable variation of Hodge structures of type \((0, 0)\) has finite monodromy, this section becomes univalued after passing to a finite étale cover of \(\mathcal{O}_X(3)\) of \(X\). In the process, the group \(G^0\) does not change, so that it still acts irreducibly. The image of the flat section of \(\text{End}(R^p_\text{pr}\pi, \mathbb{Q})\) defines a locally constant sub-system of \(R^p_\text{pr}\pi, \mathbb{Q}\) with image \(V_1\) at the point corresponding to \(X\). However, as \(G^0\) acts irreducibly this shows that \(k = 1\), i.e. \(H^p(X, \mathbb{Q})_{\text{pr}}\) is irreducible.

Concerning the Hodge conjecture, note that for an arbitrary smooth cubic hypersurface \(X\) and \(2p \neq n\), we have \(H^{p,n}(X, \mathbb{Q}) = H^{2p}(X, \mathbb{Q}) = \mathbb{Q} \cdot h^p\). For a very general cubic hypersurface \(X\) of even dimension \(n = 2p\), the irreducibility of the Hodge structures \(H^p(X, \mathbb{Q})_{\text{pr}}\) in particular says that \(H^{p,n}(X, \mathbb{Q})_{\text{pr}} = 0\). Therefore, Hodge classes in \(H^p(X, \mathbb{Q})\) are again just multiples of \(h^p\).

Note that for \(n = 2\), the identity component \(G^0\) is trivial and indeed \(H^2(S, \mathbb{Q})_{\text{pr}}\) is of type \((1, 1)\) for any cubic surface. As it is of dimension six, it is certainly not irreducible.

**Remark 2.13.** (i) The identity component \(G^0 \subset G\) of the geometric monodromy group is contained in the Mumford–Tate group of the Hodge structure \(H^p(X, \mathbb{Q})_{\text{pr}}\) of the very general \(X\), see [146, Prop. 7.5] or [20, Lem. 4]. By definition, the Mumford–Tate group of a Hodge structure determines the space of all Hodge classes in tensor products of the Hodge structure and of its dual. Thus, whenever the monodromy group is big, also the Mumford–Tate group is and, therefore, the various tensor products have only few Hodge classes. The proof makes this philosophy explicit for \(H^p(X, \mathbb{Q}) \otimes H^p(X, \mathbb{Q})\).

So, the arguments in the above proof actually show that for the very general cubic hypersurface \(X\) any endomorphism of the Hodge structure \(H^p(X, \mathbb{Q})_{\text{pr}}\) is a multiple of the identity, cf. [483, Lem. 5.1]:

\[
\text{End}_{\text{Hdg}}(H^p(X, \mathbb{Q})_{\text{pr}}) \simeq \mathbb{Q}.
\]

(ii) Arguments similar to the ones above also show that for the very general cubic \(X\) of dimension \(n > 2\) the Hodge structures \(S^2H^p(X, \mathbb{Q})_{\text{pr}}\) for \(n\) even and \(\bigwedge^2 H^p(X, \mathbb{Q})\) for \(n\) odd split into the direct sum of two irreducible Hodge structures, i.e.

\[
S^2H^p(X, \mathbb{Q})_{\text{pr}} \simeq \mathbb{Q} \cdot q_X \oplus q_X^\perp \quad \text{resp.} \quad \bigwedge^2 H^p(X, \mathbb{Q})_{\text{pr}} \simeq \mathbb{Q} \cdot q_X \oplus q_X^\perp.
\]

Here, \(q_X\) denotes the symmetric resp. alternating bilinear intersection form on the primitive cohomology \(H^p(X, \mathbb{Q})_{\text{pr}}\).

To see this, one uses the classical fact that the orthogonal group \(O(V, q)\) resp. the symplectic group \(\text{Sp}(V, q)\) of a vector space \(V\) with a non-degenerate symmetric or alternating bilinear form \(q\) acts irreducibly on the orthogonal complement \(q^\perp\) in \(S^2V\) resp. \(\bigwedge^2 V\). For example, for a symmetric forms the orthogonal complement \(q^\perp\) is the space of harmonic polynomials, i.e. those contained in the kernel of the Laplacian, which is an irreducible representation of \(O(V)\), see [196, Ch. 10].
2.5 Vanishing classes

The computation of the monodromy group $\Gamma_n$, or more generally of $\Gamma(d,n)$, proceeds in three steps.

(i) Show that $\Gamma(d,n)$ equals the monodromy group of the smooth part of a Lefschetz pencil $\mathcal{X}_p \to \mathbb{P}^1$.

(ii) Assume $\mathcal{X} \to \Delta$ is a family of hypersurfaces over a disk with $\mathcal{X}$ and $\mathcal{X}_{|t=0}$ smooth and such that the central fibre $\mathcal{X}_0$ has one ordinary double point as its only singularity. Let $y$ be the simple loop around $0 \in \Delta$. Describe the induced monodromy operation $\rho(y): H^n(X,Z) \to H^n(X,Z)$ as a reflection $s_y$. Here, $X = \mathcal{X}_e$ is a distinguished smooth fibre.

(iii) Let $\mathcal{X}_p \to \mathbb{P}^1$ be a Lefschetz pencil with nodal singular fibres over $t_1, \ldots, t_\ell \in \mathbb{P}^1 \setminus \infty$. Describe the subgroup $\langle s_{t_i} \rangle \subset \text{GL}(H^n(X,Z))$ generated by the monodromy operations around all the nodal fibres $\mathcal{X}_{t_1}, \ldots, \mathcal{X}_{t_\ell}$.

To have at least a rough idea, let us give a few more details for all three steps. For details of the statements and of the proofs we have to refer to the literature, cf. [474].

(i) Similar to the Lefschetz hyperplane theorem for smooth hyperplane sections of smooth projective varieties, cf. Section 1.1, a result of Zariski, see [216] or [474, V. Thm. 15.22], shows that for a very general line $\mathbb{P}^1 \subset \mathbb{P}^N = |\mathcal{O}_\mathbb{P}(d)|$ the induced map

$$\pi_1(\mathbb{P}^1 \setminus D) \to \pi_1(\mathbb{P}^N \setminus D)$$

is surjective. (From now on we omit mentioning the base point in $\mathbb{P}^1 \subset \mathbb{P}^N$ in the notation.) The restriction of $R^n, \mathbb{Z}$ to $\mathbb{P}^1 \setminus D$, which is isomorphic to the higher direct image for the restriction of the family to $\mathbb{P}^1 \setminus D$, corresponds to the representation

$$\pi_1(\mathbb{P}^1 \setminus D) \to \pi_1(\mathbb{P}^N \setminus D) \to \text{GL}(H^n(X,Z))$$

obtained by composing (2.5) with (2.6). Hence, $\Gamma(d,n)$ can be computed as the monodromy group of an arbitrary Lefschetz pencil $\mathcal{X}_p \to \mathbb{P}^1$, i.e. as the image of

$$\rho_p: \pi_1(\mathbb{P}^1 \setminus D) \to \text{GL}(H^n(X,Z)).$$

By Theorem 2.2, $\mathbb{P}^1 \setminus D \approx \mathbb{P}^1 \setminus \{t_1, \ldots, t_\ell\}$ with $\ell = (d-1)^{\ell+1} \cdot (n+2)$. Therefore, $\pi_1(\mathbb{P}^1 \setminus D)$ is isomorphic to a quotient of the free group $\pi_1(\mathbb{C} \setminus \{t_1, \ldots, t_\ell\}) \approx \mathbb{Z}^\ell$ with free generators given by the simple loops $\gamma_i$ around the points $t_i \in \mathbb{C}$.

Thus, in order to describe the image of (2.7), we need to compute the monodromy operators $\rho_p(\gamma_i)$ and the group they generate. (In our discussion the details concerning the base point and the dependence on the path connecting it to circles around the critical values are suppressed.)

(ii) Let $x \in \mathcal{X}_0$ be the ordinary double point of the central fibre of the family $\mathcal{X} \to \Delta$ obtained from the Lefschetz pencil above by restriction to a small disk $\Delta \subset \mathbb{P}^1$, $0 \to t_\ell$. The intersection of a ball $B(x) \subset \mathcal{X}$ around $x$ with the nearby smooth fibre
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$X = \mathcal{X}_d$ retracts to a sphere $S^n \subset B(x) \cap X \subset X$. It is called the vanishing sphere and its cohomology class $\delta = [S^n] \in H^n(X, \mathbb{Z})$ is the vanishing class. Its main property, responsible for the name and verified by a local computation, is that it generates the kernel of the push-forward map, cf. [474, V. Cor. 14.17]:

$$H^n(X, \mathbb{Z}) \cong H_0(X, \mathbb{Z}) \to H_0(\mathbb{X}, \mathbb{Z}).$$

The self intersection $(\delta, \delta)$, determined by the normal bundle of $S^n \subset X$, is given by

$$(\delta, \delta) = \begin{cases} 0 & \text{if } n \equiv 1 \ (2) \\ -2 & \text{if } n \equiv 2 \ (4) \\ 2 & \text{if } n \equiv 0 \ (4). \end{cases} (2.8)$$

Of course, the vanishing for odd $n$ follows from the fact that in this case the intersection pairing on the middle cohomology is alternating. The other two cases are obtained by an explicit computation, see [474, IV.15.2].

The crucial input is the description of the monodromy operation $\rho(\gamma)$ induced by a simple loop around $0 \in \Delta$. It is described by the Picard–Lefschetz formula:

$$\rho(\gamma) = s_\delta : \alpha \mapsto \alpha + e_n \cdot (\alpha.\delta) \cdot \delta,$$

with $e_n = \begin{cases} 1 & \text{if } n \equiv 2, 3 \ (4) \\ -1 & \text{if } n \equiv 0, 1 \ (4). \end{cases} (2.9)$

Note that the sign is such that for $n$ even $s_\delta$ is a reflection in $\delta^\perp$ and so, in particular, $s_\delta(\delta) = -\delta$ and $s_\delta^2 = \text{id}$. For $n$ odd, the monodromy is not of finite order, as $s_\delta^2(\alpha) = \alpha + e_n \cdot k \cdot (\alpha.\delta) \cdot \delta$.\footnote{Note that in [47] the sign of the intersection form is changed for $n \equiv 3 \ (4)$, so that in this case as well $s_\delta(\alpha) = \alpha + (\alpha.\delta) \cdot \delta$.}

(iii) We have computed the images $\rho_\delta(\gamma_i)$ of the free loops around the singular fibres $\mathcal{X}_i$, $i = 1, \ldots, \ell = \deg D(d, n)$, as the operators $s_\delta$ associated with the corresponding classes $\delta_i$. They are reflections for even $n$ and of infinite order for odd $n$.

Consider now families $\mathcal{X}'_i \longrightarrow \Delta'$ around each $t_i \in \mathbb{P}^1$ as in (ii). We may assume that the smooth reference fibre is $X$ for all of them. We observe that all vanishing classes $\delta_i \in H^n(X, \mathbb{Z})$ are contained in the primitive cohomology. This follows from describing the composition

$$H^n(X, \mathbb{Z}) \cong H_0(X, \mathbb{Z}) \longrightarrow H_0(\mathcal{X}', \mathbb{Z}) \longrightarrow H_0(\mathbb{P}, \mathbb{Z}) \cong H^{n+2}(\mathbb{P}, \mathbb{Z}) \longrightarrow H^{n+2}(X, \mathbb{Z})$$

as the product with the hyperplane class. In fact, the vanishing cohomology

$$H^n(X, \mathbb{Z})_{\text{van}} := \ker(H^n(X, \mathbb{Z}) \longrightarrow H^{n+2}(\mathbb{P}, \mathbb{Z})),
$$

which in our situation coincides with the primitive cohomology, is generated over $\mathbb{Z}$ by the vanishing classes, see [474, V. Lem. 14.26] or for the algebraic treatment [147, Sec. 4.3]. This has the following consequence.
Corollary 2.14. The primitive cohomology $H^n(X,\mathbb{Z})_{pr}$ of a smooth hypersurface $X \subset \mathbb{P}^{n+1}$ is generated by classes $\delta$ with $(\delta, \delta)$ even as in (2.8). In particular, for $n$ even, the lattice $H^n(X,\mathbb{Z})_{pr}$ is even. \hfill $\square$

Note that the fact that $H^n(X,\mathbb{Z})_{pr}$ is generated by the vanishing classes $\delta_i$ in particular shows that $b_n(X)_{pr} \leq \deg D(d, n)$, which is confirmed by a quick comparison of Corollary 1.12 with Theorem 2.2.

For even $n$ the Weyl group is the subgroup $W \subset O(H^n(X,\mathbb{Z})_{pr})$ generated by the reflections $s_\delta$. For $n$ odd the Weyl group $W \subset \text{Sp}(H^n(X,\mathbb{Z}))$ is defined analogously. In both cases $W$ acts transitively on the set of vanishing classes $\Delta := \{\delta_i\}$, cf. [326, Prop. 7.5] or [474, Prop. 15.23].

A lattice $\Lambda$ (symmetric or alternating) with a class of vectors $\Delta \subset \Lambda$ generating $\Lambda$ and with the associated Weyl group acting transitively on $\Delta$ is called a vanishing lattice, see [168, 261]. By our discussion so far, we have $\Gamma(d, n) = \text{Im}(\rho) = \text{Im}(\rho_{\mathbb{Z}^2}) = W$.

The proof of Theorem 2.9 for even $n > 2$ is in [47] reduced to a purely lattice theoretic result by Ebeling [168] describing the Weyl group of a complete vanishing lattice as this particular subgroup of the orthogonal group of the lattice. The lattice $H^n(X,\mathbb{Z})_{pr}$ is complete, which by definition means that $\Delta$ contains a certain configuration of six vanishing classes. The fact that for $n > 2$, in accordance with Proposition 1.21, the lattice contains $A_2 \oplus U \oplus 2$ is part of the picture.

The case of cubic surfaces is well known classically and is usually stated as $\Gamma(3, 2) = W(E_6)$.

This is the only case in which the monodromy group of cubic hypersurfaces is actually finite. Indeed, it is an index two subgroup of the finite orthogonal group $O(H^2(X,\mathbb{Z})_{pr})$ of the definite lattice $H^2(X,\mathbb{Z})_{pr}$. We shall come back to it in Section 4.1.4. For $n$ odd the result is deduced from [261].

Exercise 2.15. Consider the case $n = 0$ for which the universal smooth cubic hypersurface $\mathcal{X} \longrightarrow \mathbb{P}^3 \setminus S$, defined over the complement of a quartic surface $S$ with the explicit equation given in Example 2.5, is an étale cover of degree three. Show that the monodromy group $\Gamma(0, 3)$ is in fact $\mathbb{Z}_3$. It equals the Galois group of the field extension $K(\mathbb{P}^3) \subset K(\mathcal{X})$. See [218] for further information.

2.6 Diffeomorphisms. Clearly, any monodromy transformation is induced by a diffeomorphism. Hence, the monodromy group $\Gamma_n$ is a subgroup of the image of the natural representation

$$\tau : \text{Diff}^+ (X) \longrightarrow O(H^n(X,\mathbb{Z}))$$
of the group of orientation preserving diffeomorphisms. It turns out that $\text{Im}(\tau)$ is slightly larger than $\Gamma_n$. Details have been worked out by Beauville [47]. Here are the main steps.

Let us first consider the case that $n$ is even and $n > 2$. Clearly, $\text{Diff}^+(X)$ also acts on $H^2(X, \mathbb{Z}) \cong \mathbb{Z} \cdot h$ and, therefore, sends $h$ to $h$ or to $-h$. The latter is realized by complex conjugation defined on any $X$ defined by an equation with coefficients in $\mathbb{R}$. As a consequence, $\text{Diff}^+(X)$ respects the direct sum decomposition $H^0(X, \mathbb{Q}) = H^0(X, \mathbb{Q})_{pr} \oplus \mathbb{Q} \cdot h^{n/2}$. This eventually leads to

$$\text{Im}(\tau) \cong \begin{cases} \tilde{O}(H^n(X, \mathbb{Z})) & \text{if } n \equiv 0 \pmod{4} \\ O(H^n(X, \mathbb{Z})_{pr}) & \text{if } n \equiv 2 \pmod{4}. \end{cases}$$

To prove this note that $\tilde{O}(H^n(X, \mathbb{Z})_{pr}) \subset \text{Im}(\tau)$ and that for $n \equiv 2 \pmod{4}$ complex conjugation induces an element in $\text{Im}(\tau)$ the restriction of which to $H^n(X, \mathbb{Z})_{pr}$ acts non-trivially on the discriminant $A_{H^n, pr} = A_{\mathbb{Z}, pr} \cong \mathbb{Z}/3\mathbb{Z}$.

Hence, it is enough to find an orientation preserving diffeomorphism $g$ which acts with spinor norm $s_{n}(\tau(g)) = -1$ on $H^n(X, \mathbb{Z})$ and fixes $h^{n/2}$. For this, one uses the connected sum decomposition of $X$ as $M' \# (S^n \times S^n)$, cf. Remark 1.22, and the diffeomorphism $g$ obtained by gluing the identity on $M'$ with the product $i \times i$ of the diffeomorphism $i : S^n \longrightarrow S^n$, $(x_1, \ldots, x_{n+1}) \longrightarrow (x_1, \ldots, x_n, -x_{n+1})$. It acts on the induced orthogonal decomposition $H^n(X, \mathbb{Z}) = H^n(M', \mathbb{Z}) \oplus H^n(S^n \times S^n, \mathbb{Z})$, for which we may assume that $h^{n/2} \in H^n(S^n \times S^n, \mathbb{Z})$, by $-\text{id}$ on $H^n(S^n \times S^n, \mathbb{Z}) \cong U$, and by $\text{id}$ on $U \subset H^n(M', \mathbb{Z})$. Write $-\text{id}_U = s_{n-f} \circ s_{n+f}$, with $e, f \in U$ the standard basis, to see that indeed $s_{n}(\tau(g)) = -1$ and $\tau(g) (h^{n/2}) = h^{n/2}$.  

For cubic surfaces, there is no reason for a diffeomorphism to respect the hyperplane class (up to sign) and indeed $\text{Im}(\tau) = O(H^2(X, \mathbb{Z}))$, cf. [488] and Section 4.1.4.

For $n$ odd Beauville’s result reads

$$\text{Im}(\tau) = \begin{cases} \text{SpO}(H^n(X, \mathbb{Z}), q) & \text{if } n \neq 1, 3, 7 \\ \text{Sp}(H^n(X, \mathbb{Z})) & \text{if } n = 1, 3, 7. \end{cases}$$

Indeed, the description of $q([S^n])$ for $n \neq 1, 3, 7$ in terms of the topological normal bundle of $S^n \subset X$ is invariant under diffeomorphisms. In the other cases one proves that $s_\delta$ is realized by a diffeomorphism for any primitive $\delta \in H^2(X, \mathbb{Z})$. As those generate the symplectic group, this is enough to prove the claim for $n = 1, 3, 7$. Concretely, for a given $\delta$, there exist $\delta'$ with $(\delta, \delta') = 1$ and a decomposition $X \cong M' \# (S^n \times S^n)$ with $H^n(S^n \times S^n, \mathbb{Z})$ spanned by $\delta, \delta'$. In [47] it is then observed that the reflection $s_\delta$ is

In [47] the result for $n \equiv 2 \pmod{4}$ is stated as $\text{Im}(\tau) = \tilde{O}(H^2(X, \mathbb{Z})) \times \{\pm 1\}$. Indeed, complex conjugation defines an element of order two in $\text{Im}(\tau)$ that acts non-trivially on the discriminant of $H^0(X, \mathbb{Z})_{pr}$. Moreover, it commutes with the index two subgroup $\Gamma_n = \tilde{O}(H^n(X, \mathbb{Z}))$, as the universal family is defined over $\mathbb{R}$, and hence monodromy commutes with complex conjugation. However, that complex conjugation also commutes with the additional diffeomorphism $g$ would seem to need an additional argument.
realized by gluing the identity on $M'$ with the diffeomorphism $(x, y) \mapsto (x, x \cdot y)$, where $x \cdot y$ is the multiplication in $\mathbb{C}$, $\mathbb{H}$, or $\mathbb{O}$ for the three cases $n = 1, 3, 7$.

3 Automorphisms and deformations

Smooth hypersurfaces behave nicely in many respects. For example, for most of them the deformation theory is easy to understand, not showing any of the pathological features to be reckoned with for arbitrary smooth projective varieties. Similarly, their groups of automorphisms are usually finite and generically even trivial. We will assume $d \geq 3$ throughout this section. The only slightly exotic cases that need special care are $(n, d) = (1, 3)$ and $(n, d) = (2, 4)$, i.e. plane cubic (elliptic) curves and quartic $K3$ surfaces.

3.1 Infinitesimal automorphisms First order information about the group of automorphisms of a smooth hypersurface $X \subset \mathbb{P}^{n+1}$ and about its deformations are encoded by the cohomology groups $H^0(X, T_X)$ and $H^1(X, T_X)$, respectively. Those can be computed in terms of the standard exact sequences. We begin, however, with the following well-known fact.

Lemma 3.1. Assume $\text{char}(k) \nmid d$. Then a hypersurface $X \subset \mathbb{P}^{n+1}$ of degree $d$ defined by $F \in k[x_0, \ldots, x_{n+1}]_d$ is smooth if and only if the partial derivatives $\partial_i F$ form a regular sequence in $k[x_0, \ldots, x_{n+1}]$.

Proof A standard result in commutative algebra shows that a sequence $a_i \in A$, $i = 1, \ldots, \dim(A)$, in a regular local ring $A$ is regular if and only if $\text{ht}((a_i)) = \dim(A)$, cf. [343, Thm. 16.B]. Hence, the partial derivatives $(\partial_i F)$ form a regular sequence in the polynomial ring $k[x_0, \ldots, x_{n+1}]$ if and only if the affine intersection $V((\partial_i F)) = \bigcap V(\partial_i F) \subset k^{n+2}$ is zero-dimensional. However, as the polynomials $\partial_i F$ are homogeneous, $V((\partial_i F))$ is $\mathbb{G}_m$-invariant. Hence, $(\partial_i F)$ is a regular sequence if and only if the projective intersection $V((\partial_i F)) \subset \mathbb{P}^{n+1}$ is empty. This implies that also $X \cap V((\partial_i F))$ is empty and, by the Jacobian criterion, that $X$ is smooth.

Conversely, if $X$ is smooth and $\text{char}(k) \nmid d$, the Euler equation $d \cdot F = \sum_{i=0}^{n+1} x_i \partial_i F$. shows that $V((\partial_i F)) = X_{\text{sing}} = \emptyset$, i.e. $(\partial_i F)$ is a regular sequence. \hfill $\square$

Example 3.2. The assumption on the characteristic is needed, as shown by the example $F = x_0^2 x_1 - x_0 x_1^2$ with $\text{char}(k) = 3$. Indeed, in this case $X = [0, \infty, [1 : 1]]$ is smooth, but $\partial_0 F = -x_1 (x_0 + x_1)$ and $\partial_1 F = x_0 (x_0 + x_1)$ have a common zero in $[1 : -1]$.

Remark 3.3. The smoothness of a hypersurface $X$ expressed in terms of the partial derivatives of its defining equation has concrete geometric consequences: For example, it can be used to prove that a smooth hypersurface $X = V(F) \subset \mathbb{P}^{n+1}$ of degree $d \geq 2$
cannot contain a linear subspace $\mathbb{P}^k \subset \mathbb{P}^{n+1}$ of dimension $k > n/2$. This was the content of Exercise 1.5, which used cohomology. The following argument is even easier:

Assume $\mathbb{P}^k \subset \mathbb{P}^{n+1}$ is the linear subspace $V(x_k, \ldots, x_{n+1})$. If $\mathbb{P}^k \subset X$, then the equation of $X$ can be written as $F = \sum_{j=0}^{n+1} x_j G_j$ with $\deg(G_j) \geq 1$. Hence, for a point $x \in \mathbb{P}^k \subset X$ one has $\partial_i F(x) = G_j(x)$ for $j \geq k + 1$ and $\partial_i F(x) = 0$ for $j \leq k$. If $k \geq (n + 1)/2$, then $V(G_{k+1}, \ldots, G_{n+1}) \cap \mathbb{P}^k \neq \emptyset$ and, therefore, there exists a point $x \in \mathbb{P}^k \subset X$ such that $\partial_i F(x) = 0$ for all $j = 0, \ldots, n + 1$, which contradicts the smoothness of $X$ at $x$.

**Exercise 3.4.** Show that a hypersurface $X = V(F) \subset \mathbb{P}^{n+1}$ of degree $d$ is singular if for some $i$ the degree of $F$ as a polynomial in $x_i$ is $\deg_{x_i}(F) \leq d - 2$, see [195, Lem. 1.2].

According to a classical observation of Kodaira and Spencer [279, Lem. 14.2], one has the following.

**Corollary 3.5.** Let $X \subset \mathbb{P} = \mathbb{P}^{n+1}$ be a smooth hypersurface of degree $d$.

(i) If $n \geq 0$ and $d \geq 3$ but $(n, d) \neq (1, 3)$, then $H^0(X, T_X) = 0$.
(ii) If $n > 2$ or $d \leq 3$, then $H^1(X, T_X|_X) = 0$ and the normal bundle sequence induces a surjection

$$H^0(X, O_X(d)) \longrightarrow H^1(X, T_X).$$

**Proof** We shall give a proof under the additional assumption that $\text{char}(k) \nmid d$ and refer to [270, Sec. 11.7] for the general case.

Combining the Euler sequence $0 \longrightarrow O_{\mathbb{P}} \longrightarrow O_{\mathbb{P}}(d)^{\oplus n+2} \longrightarrow \mathcal{T}_{\mathbb{P}} \longrightarrow 0$ and the normal bundle sequence $0 \longrightarrow T_X \longrightarrow T_{\mathbb{P}|X} \longrightarrow O_X(d) \longrightarrow 0$, we obtain a diagram

$$
\begin{array}{ccccccc}
H^0(T_X) & \longrightarrow & H^0(T_{\mathbb{P}|X}) & \longrightarrow & H^0(O_X(d)) & \longrightarrow & H^1(T_X) \longrightarrow H^1(T_{\mathbb{P}|X}) \\
& & \downarrow & & \downarrow & & \\
& & (\partial_i F) & & \\
H^0(O_X(1))^{\oplus n+2} & \longrightarrow & H^0(O_X(d)) & \longrightarrow & H^1(T_{\mathbb{P}|X}) & \longrightarrow & H^1(T_{\mathbb{P}|X})
\end{array}
$$

(3.1)

Here, as before, $\partial_i F \in H^0(\mathbb{P}, O_{\mathbb{P}}(d - 1))$ are the $n + 2$ partial derivatives of the homogeneous polynomial $F \in H^0(\mathbb{P}, O_{\mathbb{P}}(d))$ defining $X$. The cokernel of the vertical map is contained in $H^1(O_X)$, which is trivial for $n \neq 1$.

Now, for the first assertion in the case $n > 1$, observe that $H^0(X, T_X) = 0$ if and only if the kernel of the composition

$$(\partial_i F) : H^0(X, O_X(1))^{\oplus n+2} \longrightarrow H^0(X, O_X(d))$$

is spanned by the vector $(x_0, \ldots, x_{n+1})$. Assume $\sum h_i \partial_i F$ vanishes on $X$ for some $h_i \in H^0(\mathbb{P}, O_{\mathbb{P}}(1))$. Then, after rescaling, $\sum x_i \partial_i F = d \cdot F = \sum x_i \partial_i F$ and, therefore, $\sum (h_i - x_i) \partial_i F = 0$. Using that $(\partial_i F)$ is a regular sequence, see Lemma 3.1, and $d \geq 3$, this
implies $h_i = x_i$. There is nothing to prove for $n = 0$, so the remaining case is $n = 1$, $d > 3$, for which the assertion follows from the fact that $H^0(C, \omega_C^*) = 0$ for a smooth curve of genus $g(C) > 1$.

For the second assertion observe that $H^1(X, \mathcal{T}_F|_X) = 0$, whenever $H^1(X, \mathcal{O}_X(1)) = 0 = H^2(X, \mathcal{O}_X)$, which holds as soon as $n > 2$, see Corollary 1.7. We leave it to the reader to complete the argument in the cases $n = 1, 2$ and $d = 1, 2, 3$. □

3.2 (Polarized) automorphisms Let $X$ be a smooth projective variety and assume $\mathcal{O}_X(1)$ is an ample line bundle. We are interested in the two groups:

$$\text{Aut}(X, \mathcal{O}_X(1)) \subset \text{Aut}(X).$$

Here, $\text{Aut}(X)$ is the group of all automorphisms $g : X \to X$ over $k$. The subgroup $\text{Aut}(X, \mathcal{O}_X(1))$ is the group of all such automorphisms with the additional property that $g^*\mathcal{O}_Y(1) = \mathcal{O}_Y(1)$. These groups are in fact the groups of $k$-rational points of group schemes over $k$, which we shall also denote by $\text{Aut}(X, \mathcal{O}_X(1))$ and $\text{Aut}(X)$.

**Remark 3.6.** Standard Hilbert scheme theory, see e.g. [178] or [253], ensures that the group scheme $\text{Aut}(X, \mathcal{O}_X(1))$ is a quasi-projective variety and that $\text{Aut}(X)$ is at least locally of finite type. Indeed, there exists an open embedding

$$\text{Aut}(X) \hookrightarrow \text{Hilb}(X \times X), \quad g \mapsto \Gamma_g,$$

mapping an automorphism to its graph. The *Hilbert scheme* $\text{Hilb}(X \times X)$ of $X \times X$ is locally of finite type. More precisely, it is the disjoint union $\bigcup \text{Hilb}^p(X \times X)$, $p \in \mathbb{Q}[T]$, of projective varieties $\text{Hilb}^p(X \times X)$ parametrizing closed subschemes $Z \subset X \times X$ with *Hilbert polynomial* $\chi(Z, (\mathcal{O}_X(m) \boxtimes \mathcal{O}_Y(m))[2]) = P(m)$.

The Hilbert polynomial of the graph $\Gamma_g$ of an arbitrary isomorphism is $\chi(X, \mathcal{O}_X(m) \otimes g^*\mathcal{O}_Y(m))$. Thus, for $P(m) = \chi(X, \mathcal{O}_X(2m))$ one has a locally closed embedding

$$\text{Aut}(X, \mathcal{O}_X(1)) \hookrightarrow \text{Hilb}^p(X \times X).$$

Note that it may fail to be open in general, as $\chi(X, \mathcal{O}_X(m) \otimes g^*\mathcal{O}_Y(m)) = \chi(X, \mathcal{O}_X(2m))$ may not necessarily imply that $g^*\mathcal{O}_Y(1) = \mathcal{O}_Y(1)$.

**Proposition 3.7.** The Zariski tangent spaces of $\text{Aut}(X)$ and $\text{Aut}(X, \mathcal{O}_X(1))$ at the identity satisfy

$$T_0\text{Aut}(X, \mathcal{O}_X(1)) \subset T_0\text{Aut}(X) = H^0(X, \mathcal{T}_X).$$

(3.2) The inclusion is an equality if $H^1(X, \mathcal{O}_X) = 0$.

**Proof** This follows from the description of the tangent space of the Hilbert scheme of closed subschemes of $Y$ at the point $[Z] \in \text{Hilb}(Y)$ corresponding to $Z \subset Y$ as

$$T_{[Z]}\text{Hilb}(Y) = \text{Hom}(\mathcal{T}_Z, \mathcal{O}_Z),$$
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cf. [178, Thm. 6.4.9] or [253, Sec. 2.2] and Section 2.1.3. For $Z := \Gamma_{\text{id}} \subset Y := X \times X$ this becomes

$$T_{\text{id}} \text{Aut}(X) \approx \text{Hom}(T_{\Delta}, \mathcal{O}_X) \approx H^0(\Delta, N_{\Delta/X\times X}) \approx H^0(X, T_X).$$

As for our purposes the inclusion in (3.2) is all we need, we leave the second assertion to the reader. Hint: Use $H^1(X, \mathcal{O}_X) \approx T_{[\mathcal{O}_X]} \text{Pic}(X)$. □

Exercise 3.8. Refine the proposition by showing that $T_{\text{id}} \text{Aut}(X, \mathcal{O}_X(1))$ is the kernel of the map $H^0(X, T_X) \to H^1(X, \mathcal{O}_X)$ induced by the contraction with the first Chern class $c_1(L)$.

For a smooth hypersurface of dimension $n \geq 2$ and degree $d \geq 3$ the result immediately gives

$$T_{\text{id}} \text{Aut}(X, \mathcal{O}_X(1)) = T_{\text{id}} \text{Aut}(X) \approx H^0(X, T_X) \approx 0,$$

which allows one to prove the following general finiteness result. The original proof by Matsumura–Monsky [344] is different, it avoids cohomological methods and relies on techniques from commutative algebra. See [375, Rem. 6] for historical remarks.

Corollary 3.9. Let $X \subset \mathbb{P}^{n+1}$ be a smooth hypersurface of dimension $n \geq 0$ and degree $d \geq 3$, but $(n, d) \neq (1, 3)$. Then $\text{Aut}(X, \mathcal{O}_X(1))$ is finite and $\text{Aut}(X)$ is discrete. In fact, if $(n, d) \neq (1, 3), (2, 4)$, then $\text{Aut}(X, \mathcal{O}_X(1)) = \text{Aut}(X)$, and then both groups are finite.

Proof. As $\text{Aut}(X)$ and $\text{Aut}(X, \mathcal{O}_X(1))$ are group schemes, all tangent spaces are isomorphic and in our case trivial by Corollary 3.5. Hence, $\text{Aut}(X)$, which is locally of finite type, is a countable set of reduced isolated points. As $\text{Aut}(X, \mathcal{O}_X(1))$ is quasi-projective, it must be a finite set of reduced isolated points.

The equality $\text{Aut}(X, \mathcal{O}_X(1)) = \text{Aut}(X)$ for $n > 2$ follows from Corollary 1.9. For $n = 2$ and $d \neq 4$, use that $\omega_X \approx \mathcal{O}(d - (n + 2))$ is preserved by all automorphisms and that Pic$(X)$ is torsion free, see Remark 1.4. □

Similarly, if $(n, d) \neq (1, 3), (2, 4)$, any isomorphism $X \approx X'$ between two smooth hypersurfaces $X, X' \subset \mathbb{P}^{n+1}$ of degree $d$ is induced by a coordinate change of $\mathbb{P}^{n+1}$.

Remark 3.10. (i) For $n = 1$ and $d = 3$ the result really fails, but not too badly. For a smooth plane cubic curve $E \subset \mathbb{P}^2$ and char$(k) \neq 3$, one has:

$$0 = T_{\text{id}} \text{Aut}(E, \mathcal{O}_E(1)) \subset T_{\text{id}} \text{Aut}(E) \approx H^0(E, T_E) \approx H^0(E, \mathcal{O}_E) \approx k,$$

see [270, Sec. 11.7.5]. So, even in this case, the group $\text{Aut}(E, \mathcal{O}_E(1))$ is in fact finite, although the bigger group $\text{Aut}(E)$ certainly is not.

(ii) The finiteness of $\text{Aut}(X)$ also fails for $n = 2$ and $d = 4$ in general. Indeed, there exist quartic K3 surfaces with infinite automorphism groups, see [249, Sec. 15.2.5] for examples and references.
The groups of automorphisms of the universal smooth hypersurface of degree $d$, denoted $X \longrightarrow U = |\mathcal{O}(d)|_{\text{sm}}$, form a quasi-projective family

$$\text{Aut} := \text{Aut}(\mathcal{X}/U, \mathcal{O}_X(1)) \longrightarrow U = |\mathcal{O}_p(d)|_{\text{sm}}.$$  \hfill (3.3)

More precisely, there exist functorial bijections between $\text{Mor}_U(T, \text{Aut})$ and the set of automorphisms $g : \mathcal{X}_T \longrightarrow \mathcal{X}_T$ over $T$ with $g^* \mathcal{O}_X(1) \cong \mathcal{O}_X(1)$ modulo $\text{Pic}(T)$. As in the absolute case, mapping $g$ to its graph, describes a locally closed embedding $\text{Aut} \subset \text{Hilb}(\mathcal{X} \times_U \mathcal{X}/U)$ into the relative Hilbert scheme.

According to Corollary 3.9, the fibres of $\text{Aut} \longrightarrow U$, i.e. the groups $\text{Aut}(X, \mathcal{O}_X(1))$, are finite and, therefore, $\text{Aut} \longrightarrow U$ is a quasi-finite morphism. In fact, it turns out to be finite, cf. Remark 3.1.7, which is a consequence of the GIT stability of smooth hypersurfaces. Note that the general result of [346] proving properness for families of non-ruled varieties is not applicable to cubic hypersurfaces of dimension at least two.

### 3.3 (Polarized) deformations

The description of the first order deformations of a smooth projective variety $X$ is similar. Firstly, there is a bijection between $H^1(X, T_X)$ and the set of flat morphisms $\mathcal{X} \longrightarrow \text{Spec}(k[\varepsilon])$ with closed fibre $\mathcal{X}_0 = X$, cf. [222, II. Ex. 9.13.2]. This can be extended to the following picture, cf. [178, Ch. 6]: If $H^0(X, T_X) = 0$, then the functor

$$F_X : (\text{Art}/k) \longrightarrow (\text{Set}),$$

mapping a local Artinian $k$-algebra $A$ to the set of flat morphisms $\mathcal{X} \longrightarrow \text{Spec}(A)$ with the choice of an isomorphism $\mathcal{X}_0 = X$ for the closed fibre $\mathcal{X}_0$ has a pro-representable hull, see [178, Def. 6.3.1]. This means that there exist a complete local $k$-algebra $R$ and a 'versal' flat family $\mathcal{X} \longrightarrow \text{Spf}(R)$, $\mathcal{X}_0 \cong X$, for which the induced transformation

$$h_R = \text{Mor}_{\text{Spec}(k)}(R, ) \longrightarrow F_X$$

is bijective for $A = k[\varepsilon]$. We shall write $\text{Def}(X) := \text{Spf}(R)$ with the distinguished closed point $0 \in \text{Def}(X)$ and the Zariski tangent space $T_0 \text{Def}(X) \cong H^1(X, T_X)$.

Similarly, one considers the polarized version

$$F_X(\mathcal{O}_X(1)) : (\text{Art}/k) \longrightarrow (\text{Set})$$

mapping $A$ to the set of flat polarized families $(\mathcal{X}, \mathcal{O}_\mathcal{X}(1)) \longrightarrow \text{Spec}(A)$ with closed fibre $(\mathcal{X}, \mathcal{O}_\mathcal{X}(1)) \cong (X, \mathcal{O}_X(1))$. Again, the functor $F_X(\mathcal{O}_X(1))$ has a pro-representable hull $R'$ with a 'versal' flat family $(\mathcal{X}, \mathcal{O}_\mathcal{X}(1)) \longrightarrow \text{Def}(X, \mathcal{O}_X(1)) \cong \text{Spf}(R')$.

Only if $\text{Aut}(X)$ is trivial, one can expect a universal family to exist, i.e. (3.4) to be an isomorphism. Then $F_X$ is said to be pro-representable (and similarly for $F_X(\mathcal{O}_X(1))$). This is the difference between a universal and a versal family.

The natural forgetful transformation $F_X(\mathcal{O}_X(1)) \longrightarrow F_X$ describes a morphism

$$\text{Def}(X, \mathcal{O}_X(1)) \longrightarrow \text{Def}(X),$$

\hfill (3.5)
The universal families can be thought of as germs of complex spaces. Standard deformation theory ensures that the outer terms are trivial.

Remark 3.11. In fact, for most hypersurfaces the outer terms are trivial.

(3.5) is surjective. Furthermore, the forgetful morphism \( T_0\text{Def}(X) \to \text{Def}(X) \)

interpreted as an extension class defines an exact sequence

\[
0 \to \mathcal{O}_X \to \mathcal{D}(\mathcal{O}_X(1)) \to \mathcal{T}_X \to 0.
\]

Here, the sheaf \( \mathcal{D}(\mathcal{O}_X(1)) \) can be thought of as the sheaf of differential operators of \( \mathcal{O}_X(1) \) of order \( \leq 1 \).

Then \( T_0\text{Def}(X, \mathcal{O}_X(1)) \cong H^1(X, \mathcal{D}(\mathcal{O}_X(1))) \) and the tangent map of (3.5) is part of a long exact sequence, see [421, Sec. 3.3] for more details:

\[
\cdots \to H^1(X, \mathcal{O}_X) \to H^1(X, \mathcal{D}(\mathcal{O}_X(1))) \to H^1(X, \mathcal{T}_X) \to H^2(X, \mathcal{O}_X) \to \cdots.
\]

In fact, for most hypersurfaces the outer terms are trivial.

Remark 3.11. Over \( \mathbb{C} \), the formal spaces \( \text{Def}(X) \) and \( \text{Def}(X, \mathcal{O}_X(1)) \) can alternatively be thought of as germs of complex spaces. Standard deformation theory ensures that the universal families \( \mathcal{X} \to \text{Def}(X) \) and \( (\mathcal{X}, \mathcal{O}_X(1)) \to \text{Def}(X, \mathcal{O}_X(1)) \) can in fact be extended from families over formal bases to families over some small complex spaces. While this remains true in the algebraic setting for \( (\mathcal{X}, \mathcal{O}_X(1)) \to \text{Def}(X, \mathcal{O}_X(1)) \), cf. [178, Thm. 8.4.10], it fails for the unpolarized situation.

The universal family of smooth hypersurfaces \( \mathcal{X} \to U = |\mathcal{O}_X(d)|_{\text{sm}} \) induces a morphism \( (U, 0) \to \text{Def}(X, \mathcal{O}_X(1)) \) from the formal neighbourhood of \( 0 := [X] \in U \). We think of \( |\mathcal{O}_X(d)| \) as a component of the Hilbert scheme \( \text{Hilb}(\mathbb{P}^{n+1}) \) and of \( \mathcal{O}_X(d) \) as the normal bundle \( \mathcal{N}_{X/\mathbb{P}^{n+1}} \). Then \( T_0U \cong H^0(X, \mathcal{O}_X(d)) \) and the tangent map of the composition

\[
(U, 0) \to \text{Def}(X, \mathcal{O}_X(1)) \to \text{Def}(X)
\]

is the boundary map of the normal bundle sequence \( H^0(X, \mathcal{O}_X(d)) \to H^1(X, \mathcal{T}_X) \). Conversely, for an arbitrary deformation \( (\mathcal{X}, \mathcal{O}_X(1)) \to \text{Spec}(A) \) of \( X \) over a local ring \( A \) there exists a relative embedding \( \mathcal{X} \\to \to \mathbb{P}^{n+1}_A \) extending the given one \( X \subset \mathbb{P}^{n+1} \). Here one uses that \( H^1(X, \mathcal{O}_X(1)) = 0 \), which ensures that all sections of \( \mathcal{O}_X(1) \) on \( X \) extend to sections of \( \mathcal{O}_X(1) \), see [421, Sec. 3.3].

Proposition 3.12. Let \( X \subset \mathbb{P}^{n+1} \) be a smooth hypersurface of degree \( d \). Assume \( n > 2 \) or \( n = 2, d \leq 3 \). Then the natural map

\[
H^0(X, \mathcal{O}_X(d)) \to T_0|\mathcal{O}_Y(d)| \to T_0\text{Def}(X, \mathcal{O}_X(1)) \to T_0\text{Def}(X) \to H^1(X, \mathcal{T}_X)
\]

is surjective. Furthermore, the forgetful morphism (3.5) is an isomorphism

\[
\text{Def}(X, \mathcal{O}_X(1)) \to \text{Def}(X)
\]
between smooth germs.

**Proof** Most of the proposition is an immediate consequence of the preceding discussion and the vanishings $H^1(X, \mathcal{O}_X) = 0 = H^2(X, \mathcal{O}_X)$. In order to see that the isomorphism $T_0\text{Def}(X, \mathcal{O}_X(1)) \cong T_0\text{Def}(X)$ between the tangent spaces is induced by an isomorphism $\text{Def}(X, \mathcal{O}_X(1)) \cong \text{Def}(X)$ it suffices to observe that both spaces are smooth and are isomorphic to $\text{Spf}(k[[z_1, \ldots, z_m]])$ with $m = \dim T_0$. This could either be deduced from the vanishing $H^2(X, D(\mathcal{O}_X(1))) = H^2(X, T_X) = 0$ for $n > 3$ [421, Thm. 3.3.11] or, simply, from the fact that $|\mathcal{O}_d(d)|$ is smooth. □

**Remark 3.13.** The kernel of $H^0(X, \mathcal{O}_X(d)) \rightarrow H^1(X, T_X)$ is a quotient of $H^0(X, T|_X)$ (and in fact equals it for $n \geq 2$ and $d \geq 3$). The latter should be thought of as the tangent space of the orbit through $[X] \in |\mathcal{O}_d(d)|$ of the natural $GL(n + 2)$-action on $|\mathcal{O}_d(d)|$, see Section 3.1.3. This leads for cubic hypersurfaces to the dimension formula $\dim H^1(X, T_X) = \binom{n+3}{3}$, for which an alternative proof will be given in Example 4.15.

For later reference, we also note that $H^2(X, T_X) = 0$ for all smooth cubic hypersurfaces $X \subset \mathbb{P}^{n+1}$. For $n \geq 3$ this can be deduced from the Kodaira vanishing $H^i(X, T_X) \cong H^i(X, \Omega_X^{n-1} \otimes \omega_X) = 0$ for $i > 1$, as $\omega_X$ is ample, and for $n = 2$ it follows from Serre duality.

It may be worth pointing out the following consequence, which we will only state for cubic hypersurfaces.

**Corollary 3.14.** Any local deformation of a smooth cubic hypersurface $X \subset \mathbb{P}^{n+1}$ as a variety over $k$ is again a cubic hypersurface. □

For $n = 2$, so for cubic surfaces, it is easy to construct smooth projective global deformations that are not cubic surfaces any longer, see Remark 4.2.8. However, for $n > 2$ the fact that $\rho(X) = 1$ allows one to prove that global smooth projective deformations of cubic hypersurfaces are again cubic hypersurfaces, cf. [259, Thm. 3.2.5]. The situation is more complicated when one is interested in non-projective or, equivalently, non-Kählerian global deformations.

### 3.4 No automorphisms generically

It turns out that for generic hypersurfaces the automorphism group is trivial and this has been generalized to complete intersections.

**Theorem 3.15.** Assume $n > 0$, $d \geq 3$, and $(n, d) \neq (1, 3)$. Then there exists a dense open subset $V \subset |\mathcal{O}_d(d)|_{sm}$ such that for all geometric points $[X] \in V$ one has

$$\text{Aut}(X) = \text{Aut}(X, \mathcal{O}_X(1)) = \{\text{id}\}.\quad \Box$$

7 Thanks to J. Ottem for the reference. Compare this to the well-known fact that $\text{Def}(\mathbb{P}^1 \times \mathbb{P}^1)$ is a reduced point but yet $\mathbb{P}^1 \times \mathbb{P}^1$ can be deformed to any other Hirzebruch surface $\mathbb{F}_n = \mathbb{P}(\mathcal{O} \oplus \mathcal{O}(n))$ with $n$ even.
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There are three proofs in the literature. The original one by Matsumura and Monsky [344] and two more recent ones by Poonen [394] and Chen, Pan, and Zhang [116]. Benoist [64] discusses the more general situation of complete intersections. For \((n, d) = (1, 3)\), i.e. for the generic cubic curve, one still has \(\text{Aut}(X, \mathcal{O}_X(1)) = \{\pm \text{id}\}\) as long as \(\text{char}(k) \neq 3\). For simplicity we shall assume that \((n, d) \neq (1, 3), (2, 4)\) and so \(\text{Aut}(X) = \text{Aut}(X, \mathcal{O}_X(1))\), see Corollary 3.9.

In [394] the result is proved by writing down an explicit equation of one smooth hypersurface without any non-trivial polarized automorphisms, cf. Remark 3.19. We will follow [116] adapting the arguments to our situation.\(^8\) We shall begin with the following result which is of independent interest.

**Proposition 3.16.** Assume \(X \subset \mathbb{P}^{n+1}\) is a smooth hypersurface of degree \(d\) over a field of characteristic zero with \(n > 0\), \(d \geq 3\), and \((n, d) \neq (1, 3)\). Then \(\text{Aut}(X)\) acts faithfully on \(H^1(X, \mathcal{T}_X)\).

**Proof.** We may assume that \(k\) is algebraically closed. Suppose \(g \in \text{Aut}(X)\) acts trivially on \(H^1(X, \mathcal{T}_X)\). As an element \(g \in \text{Aut}(X) \subset \text{PGL}(n+2)\) it can be lifted to an element in \(\text{SL}(n+2)\) which we shall also call \(g\). It is still of finite order and, after a linear coordinate change, can be assumed to act by \(g(x_i) = \lambda_i x_i\) for some roots of unity \(\lambda_i\). This is where one needs \(\text{char}(k) = 0\).

Let \(F \in \mathcal{H}(\mathbb{P}, \mathcal{O}_X(d))\) be a homogeneous polynomial defining \(X\). As \(g(X) = X\), the induced action of \(g\) on \(\mathcal{H}(\mathbb{P}, \mathcal{O}_X(d))\) satisfies \(g(F) = \mu F\) for some root of unity \(\mu\). Hence, changing \(g\) by \(\mu^{-1/d}\) we may assume that \(\mu = 1\) (but possibly \(g\) is now only a finite order element in \(\text{GL}(n+2)\)). For greater clarity, we rewrite (3.1) as the short exact sequence

\[
W := \langle V \otimes V' \rangle / k \cdot \text{id} \hookrightarrow \mathcal{H}(X, \mathcal{T}_X) \xrightarrow{\cong} \mathcal{H}(X, \mathcal{O}_X) \xrightarrow{\cong} H^1(X, \mathcal{T}_X),
\]

with \(V = \langle x_0, \ldots, x_{n+1} \rangle\) and using \(\mathcal{H}(X, \mathcal{T}_X) = 0 = H^1(X, \mathcal{T}_X)\) observed earlier. All maps are compatible with the action of \(g\) and also the isomorphism is \(\text{GL}\)-equivariant. Note that \(\mathcal{H}(X, \mathcal{O}_X)\) is endowed with the action of \(g\) by interpreting \(\mathcal{O}_X(d)\) as the normal bundle \(\mathcal{N}_{X/\mathbb{P}}\). The induced action is compatible with the natural one on \(\mathcal{H}(\mathbb{P}, \mathcal{O}(d))\) under the isomorphism \(\mathcal{H}(X, \mathcal{O}_X) = \mathcal{H}(\mathbb{P}, \mathcal{O}(d))/\langle F \rangle\).

As \(g\) has finite order, any class \(v \in H^1(X, \mathcal{T}_X)\) fixed by \(g\) can be lifted to a \(g\)-invariant section \((1/|g|) \sum g' s \in H^1(X, \mathcal{O}_X(d))\), where \(s\) is an arbitrary pre-image of \(v\). Thus, in order to arrive at a contradiction, it suffices to show that the \(g\)-invariant part \(H^1(\mathcal{O}_X)\) cannot map onto \(H^1(X, \mathcal{T}_X)\). So it is enough to show that its dimension \(h^1(\mathcal{O}_X)\) satisfies

\[
h^1(\mathcal{O}_X) < h^1(X, \mathcal{T}_X) + \dim(W).
\]

\(^8\) Thanks to O. Benoist for the reference.
As \( h^1(X, T_X) = h^0(O_X(d)) - \dim(W) \), this reduces the task to proving
\[
\dim(W) - \dim(W^g) < h^0(O_X(d)) - h^0(O_X(d))^g. \tag{3.6}
\]
Note that the left-hand side of (3.6) equals \( \dim(V \otimes V^*) - \dim(V \otimes V^*)^g \) and, as \( g(F) = F \), the right-hand side is nothing but \( h^0(\mathcal{E}, O(d)) - h^0(\mathcal{E}, O(d))^g \). The weak inequality in (3.6) follows from the obvious equality \( W^g = W \cap H^0(X, O_X(d))^g \).

The strict equality follows from purely combinatorial considerations for which we refer to [116]. The idea is to write \( V \) hand side is \( \dim(V) - \dim(W^g) = (n + 2)^2 - \sum \dim(V_i)^2 \). To compute the right-hand side, one decomposes \( S^d(V) = S^d(\bigoplus V_i) \) and shows that for \( d \geq 3 \) the dimension of the non-invariant part on the left exceeds the one on the right.\(^9\)

**Exercise 3.17.** In order to gain a concrete understanding of the combinatorial part of the proof, consider the situation \( V = V_{\lambda_1} \oplus V_{\lambda_2}, \lambda_1 \neq \lambda_2 \) and \( d = 3 \). Then \( S^3 V = S^1 V_{\lambda_1} \oplus (S^2 V_{\lambda_1} \otimes V_{\lambda_2}) \oplus (V_{\lambda_1} \otimes S^2 V_{\lambda_2}) \oplus S^1 V_{\lambda_2} \) and \( \dim(S^3 V)^g \) is maximal when \( \lambda_1^2 = \lambda_2^2 = 1 \). Show that in this case (3.6) holds, i.e. \( \binom{n+2}{2} + (n+2)^2 < \binom{n+1}{2} + n_1^2 + n_2^2 \), where \( n_i = \dim V_{\lambda_i} \) and \( n_1 + n_2 = n + 2 > 2 \).

**Corollary 3.18.** Let \( X \) be a smooth complex hypersurface of dimension \( n > 0 \) and degree \( d \geq 3 \) with \( (n, d) \neq (1, 3) \). Then the action of the group \( \text{Aut}(X) \) on the middle cohomology \( H^n(X, \mathbb{Z}) \) is faithful.

**Proof** The assertion follows from the proposition by using that the contraction map \( H^1(X, T_X) \to \text{End}(H^n(X, \mathbb{C})) \) is equivariant and injective, cf. Corollary 4.25. \( \square \)

For \( (n, d) = (1, 3) \), so plane cubic curves, the subgroup \( \text{Aut}(X, O_X(1)) \) still acts faithfully on \( H^1(X, \mathbb{Z}) \). An alternative proof of the corollary relying on the Lefschetz trace formula, applicable to hypersurfaces in positive characteristic, was worked out by Pan [384] and Javanpeykar and Loughran [262].

**Proof of Theorem 3.15** As \( H^0(X, T_X) = 0 \), the morphism \( \text{Aut} \to U \) in (3.3) is unramified. After passing to a dense open subset \( V \subset U \), we may assume it to be étale. Fix \( [X] \in V \) and assume there exists \( \text{id} \neq g \in \text{Aut}(X) \). After base change to an open neighbourhood of \( [g] \in \text{Aut} \), considered as an étale open neighbourhood of \( [X] \in V \), there exists a relative automorphism \( g : X \to X \), so \( \pi \circ g = g \), with \( g|_X = g \). The base change is suppressed in the notation.

The relative tangent sequence \( 0 \to T_X \to T_X|_X \to T_{[X]} V \otimes O_X \to 0 \) induces an exact sequence \( H^0(X, T_X|_X) \to T_{[X]} V \to H^1(X, T_X) \). The surjectivity follows from

\(^9\) It is interesting to observe that the argument breaks down at this point for \( n = 0 \). And, indeed, the automorphism group of a cubic \( X \subset \mathbb{P}^3 \) is never trivial. For \( n = 1 \) and \( d = 3 \) the arguments still show that \( \text{Aut}(X, O_X(1)) \) acts faithfully on \( H^1(X, T_X) \).
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Proposition 3.12 and all maps are compatible with the action of $g$. However, as $\pi$ is $g$-invariant, the action on $T_X V$ is trivial. Therefore, the action of $g$ on $H^1(X, T_X)$ is trivial as well, which contradicts Proposition 3.16.

Remark 3.19. Poonen [394] provides equations for smooth hypersurfaces $X$ defined over the prime field $k$, so $k = \mathbb{F}_p$ or $k = \mathbb{Q}$, such that $\text{Aut}(\bar{X}, \mathcal{O}_{\bar{X}}(1)) = \{\text{id}\}$ for $\bar{X} := X \times \bar{k}$. For cubic hypersurfaces the equations are of the form $c x_0^3 + \sum_{i=0}^{n} x_i x_{i+1}^2 + x_{n+1}^3$, where $n > 2$ and $\text{char}(k) \neq 3$. The hard part of this approach is then the verification that the hypersurface given by this equation has really no polarized automorphisms.

Remark 3.20. (i) Assume $n \geq 2$ and $d \geq 3$ as before. Then $|\text{Aut}(X)|$ is universally bounded, i.e. there is a constant $C(d, n)$ such that for all smooth $X \in |\mathcal{O}(d)|$

$$|\text{Aut}(X)| < C(d, n).$$

This follows again from the fact that $\text{Aut}(\mathcal{X}/U, \mathcal{O}_X(1)) \to U$ is a finite morphism, see Remark 3.1.7.

The bound $C(d, n)$ can be made effective. Howard and Sommese [237] show that $C(d, n)$ can be chosen of the form $C(d, n) = C(n) \cdot d^n$. The bound is unlikely to be optimal. See also Remark 4.7.

(ii) A more recent result of González-Aguilera and Liendo [195, Thm. 1.3] determines the possible orders of automorphisms of a smooth hypersurface. For cubic hypersurfaces of dimension at least two their result says that there exists a smooth cubic hypersurface $X \subset \mathbb{P}^{n+1}$ with an automorphism of order $m$ not divisible by 2 or 3 if and only if there exists an $\ell \in \{1, \ldots, n+2\}$ such that $(-2)^\ell \equiv 1 \pmod{m}$.

For example, for an automorphism $g$ of a smooth cubic surface $S \subset \mathbb{P}^3$ the result says that $|g| \leq 5$ if $|g|$ is not divisible by 2 or 3. A complete classification is known in this case, see [158, Table 9.5] or Hosoh’s work [236], and shows that $|g| \leq 12$ without any divisibility condition.

In fact, the case of cubic hypersurfaces was treated earlier already. It was observed [194, Thm. 2.6 & Cor. 2.8] that if a prime $p > 3$ can be realized as the order of an automorphism of a smooth cubic hypersurface $X \subset \mathbb{P}^{n+1}$ then $p < 2^{n+1}$.

(iii) For smooth cubic threefolds maximal groups of automorphisms have been classified by Wei and Yu [490, Thm. 1.1]. There are exactly six of them, including groups like $\mathbb{Z}/3\mathbb{Z} \times \mathbb{Z}_3$ and $\text{PGL}_2(\mathbb{F}_{11})$, see Section 5.5.4. For smooth cubic fourfolds, an essentially complete classification of groups of symplectic automorphisms, i.e. those acting trivially on $H^{3,1}(X)$, has been obtained by Fu [182] and Laza and Zheng [315]. Also, for a smooth cubic fourfold $X$ one has $|\text{Aut}(X)| \leq 174960 = 2^4 \cdot 3^7 \cdot 5$ and the upper bound is attained by the Fermat cubic.
The Jacobian ring is a finite-dimensional quotient of the coordinate ring of a smooth hypersurface obtained by dividing by the partial derivatives of the defining equation. At first glance, it looks like a rather coarse invariant but it turns out to encode the isomorphism type of the hypersurface as an abstract variety. There are purely algebraic aspects of the Jacobian ring as well as Hodge theoretic ones, which shall be explained or at least sketched in this section.

4.1 Hessian and Jacobian

We shall assume that the characteristic of $k$ is zero or, at least, prime to $d$ and $d - 1$, where $d$ is the degree $d$ of the hypersurfaces under consideration. The polynomial ring

$$S := k[x_0, \ldots, x_{n+1}] \cong \bigoplus_{i \geq 0} S_i$$

is naturally graded. Here, $S_i$ is the subspace of all homogeneous polynomials of degree $i$. For $F \in S_d$ we write $\partial_i F \in S_{d-1}$ for the partial derivatives $\partial_i F := \partial F / \partial x_i$. The Hessian of $F$ is the matrix of homogeneous polynomials of degree $d - 2$

$$H(F) := \left( \frac{\partial^2 F}{\partial x_i \partial x_j} \right)_{i,j}.$$ 

For its determinant one has $\text{det} H(F) \in S_{\sigma}$, where from now on we use the shorthand

$$\sigma := (n + 2) \cdot (d - 2).$$

(4.1)

The reader may want to compare this number to the much larger degree of the discriminant divisor $\text{deg} D(d, n) = (d - 1)^{n+1} (n + 2)$. Also, for the case of interest to us, $d = 3$, one simply has

$$\sigma = n + 2.$$

Recall that a polynomial $F \in S_d$ can be recovered from its partial derivatives by means of the Euler equation

$$d \cdot F = \sum_{i=0}^{n+1} x_i \partial_i F.$$ 

(4.2)

**Definition 4.1.** The Jacobian ideal of a homogeneous polynomial $F \in S_d$ of degree $d$ is the homogeneous ideal

$$J(F) := (\partial_i F) \subset S = k[x_0, \ldots, x_{n+1}]$$

generated by its partial derivatives. The Jacobian ring or Milnor ring of $F$ is the quotient

$$S \twoheadrightarrow R(F) := S / J(F),$$
which is naturally graded as well.

An immediate consequence of (4.2) is that the quotient map factors through the coordinate ring of $X$:

\[ S \longrightarrow S/(F) \longrightarrow R(F). \]

If $X \subset \mathbb{P} := \mathbb{P}^{n+1}$ is the hypersurface defined by $F$, then we shall also write $J(X)$ and $R(X)$ instead of $J(F)$ and $R(F)$. As $F$ is determined by $X$ up to scaling, there is no ambiguity. If $F$ or $X$ are understood, we will abbreviate further to $J = J(F)$ and $R = R(F)$.

As an immediate consequence of Lemma 3.1, one obtains the following result.

**Corollary 4.2.** For a smooth hypersurface $X \subset \mathbb{P}$ defined by a homogeneous polynomial $F$ the Jacobian ring $R(X) = R(F)$ is a zero-dimensional local ring and a finite-dimensional $k$-algebra. \(\square\)

### 4.2 Gorenstein and Poincaré

We next want to show that the Jacobian ring $R$ is Gorenstein with its (one-dimensional) socle in degree $\sigma = (n + 2) \cdot (d - 2)$. We will also compute the dimensions of its graded pieces.

**Proposition 4.3.** Assume that the homogeneous polynomial $F \in S_d$ defines a smooth hypersurface $X \subset \mathbb{P} = \mathbb{P}^{n+1}$. Then the Jacobian ring $R := R(X) = R(F)$ has the following properties:

(i) The ring $R$ is an Artinian graded ring with $R_i = 0$ for $i > \sigma$ and $R_{\sigma} \cong k$. Moreover, $R_{\sigma}$ is generated by the class of $\det H(F)$.

(ii) Multiplication defines a perfect pairing

\[ R_i \times R_{\sigma-i} \longrightarrow R_{\sigma} \cong k. \]

(iii) The Poincaré polynomial of $R$ is given by

\[ P(R) := \sum_{i=0}^{\sigma} \dim(R_i) t^i = \left( \frac{1 - t^{d-1}}{1 - t} \right)^{n+2}. \] (4.3)

For $d = 3$ the dimensions of the graded pieces of the Jacobian ring $R(F)$ are simply

\[ \dim(R_i) = \binom{n+2}{i}. \] (4.4)

**Proof** We write $f_i := \partial_i F$. Then, by Lemma 3.1, $f_0, \ldots, f_{n+1} \in S$ is a regular sequence of homogeneous polynomials of degree $d - 1$. This is in fact all we need for the proof.

Let us begin by recalling basic facts about the Koszul complex of a regular sequence...
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$f_0, \ldots, f_{n+1} \in S$. As always, $\mathbb{P}^{n+1} = \mathbb{P}(V)$ and so $V^\ast = (x_0, \ldots, x_{n+1})$. Then the Koszul complex is the complex (concentrated in (homological) degree $n+2, \ldots, 0$)

$$K_s(f_i): \left( \wedge^{n+2} V^\ast \longrightarrow \cdots \longrightarrow \wedge^k V^\ast \longrightarrow k \right) \otimes_S S$$

with differentials

$$\partial_l(x_i \wedge \cdots \wedge x_{j_r}) = \sum (-1)^{i} f_i \cdot x_i \wedge \cdots \wedge \hat{x}_j \wedge \cdots \wedge x_{j_r}.$$

Now, for a regular sequence $(f_i)$ the Koszul complex is exact in degree $0$ with:

$$H_0(K_s(f_i)) \cong \text{Coker}(V^\ast \otimes S \longrightarrow S) \cong R := S/(f_i),$$

see [424]. The exactness of the complex $K_s(f_i) \longrightarrow R$ and the fact that the differentials in the Koszul complex are homogeneous of degree $d - 1$ shows

$$\dim R_i = \dim(S_i) - (n + 2) \dim(S_{i-(d-1)}) \pm \cdots$$

$$= \sum_{j=0}^{n+2} (-1)^j \binom{n+2}{j} \dim(S_{i-j(d-1)}).$$

Of course, $\dim(S_{i-j(d-1)}) = h^0(\mathbb{P}, \mathcal{O}(i-j(d-1))) = \binom{n+1+j(d-1)}{i-j(d-1)}$, see (1.2). This in principle allows one to compute the right-hand side.

The argument can be made more explicit by observing that in $K_s(f_i)$ only the differentials depend on the sequence $(f_i)$. Hence, $\dim R_i$ can be computed by choosing a particular sequence, e.g. $f_i = x_i^{d-1}$. In this case, if a monomial $x^l = x_0^{n_0} \cdots x_{n+1}$ is not contained in the Jacobian ideal $(f_i = x_i^{d-1})$, then all $i_j \leq d-2$ and hence $|l| \leq (n+2) \cdot (d-2) = \sigma$. In other words, $R_i = 0$ for $i > \sigma$, which is not quite so obvious from the above dimension formula. Moreover, if $x^l \notin (f_i)$ for $|l| = \sigma$, then $x^l = \prod x_i^{d-2}$, i.e. $R_\sigma$ is one-dimensional and generated by the Hessian determinant of $F = \sum x_i^d$. For the computation of the Poincaré polynomial, observe that

$$R(\sum x_i^d) = k[x_i]/(x_i^{d-1}) \otimes \cdots \otimes k[x_{n+1}]/(x_{n+1}^{d-1})$$

and hence

$$P(R(\sum x_i^d)) = P(k[x]/(x_i^{d-1}))^{n+2} = (1 + t + \cdots + t^{d-2})^{n+2} = \left( \frac{1 - t^{d-1}}{1 - t} \right)^{n+2}.$$

One can also argue without specializing to the case of a Fermat (or any other) hypersurface and without relying on the Koszul complex as follows. For an exact sequence $0 \longrightarrow M^m \longrightarrow \cdots \longrightarrow M^0 \longrightarrow 0$ of graded $S$-modules the additivity of the Poincaré polynomial implies $\sum (-1)^j P(M^j) = 0$. Now, define $R^i := S/(f_0, \ldots, f_i)$ and consider the sequences $0 \longrightarrow R^{i-1} \longrightarrow R^i \longrightarrow R^i \longrightarrow 0$. Since the sequence $(f_i)$ is
regular, they are exact. Then

\[ P(R^i) = P(R^{i-1}) - \partial^i P(R^{i-1}) = (1 - \partial^i)P(R^{i-1}) \]

and by induction

\[ P(R) = (1 - \partial^i)^{n+2} P(S). \]

As \( P(S) = 1/(1 - \partial)^{n+2} \), this implies (iii) and, thus, \( R_i = 0 \) for \( i > \sigma \) and \( R_\sigma \cong k \).

Let us next show that the Hessian determinant \( \det(h) \) is not contained in the ideal \((f)\) and thus generates \( R_\sigma \). For this consider the dual Koszul complex \( K^*(f) = \text{Hom}_S(K_*(f), S) \), which quite generally satisfies the duality

\[ H^n(K^*(f)) \cong H_{n+2-p}(K_*(f)). \]

see [291, Ch. 4]. So, for a regular sequence \((f)\) the dual Koszul complex \( K^*(f) \) is exact in degree \( \neq n + 2 \) and \( H^{n+2}(K^*) = R \). This can also be checked directly, for example by using that \( H^i(K^*(f)) = \text{Ext}^i_k(R, S) \). Suppose now that \( H := (h_{ij}) \) is a matrix of homogeneous polynomials of degree \( d - 2 \) such that \( h \cdot (x_j) = (f)_j \), i.e. \( \sum h_{ij} x_j = f_i \). Then \( H \) induces a morphism of complexes \( \bigwedge^n H : K_*(f) \longrightarrow K_*(x_i) \), the dual of which is a morphism \( K^*(x_i) \longrightarrow K^*(f) \). The latter induces in degree \( n + 2 \) the map

\[ k \cong S/(x_i) \cong H^{n+2}(K^*(x_i)) \longrightarrow H^{n+2}(K^*(f)) \cong R, \]

which can also be interpreted as the map \( \eta : \text{Ext}^{n+2}_S(k, S) \longrightarrow \text{Ext}^{n+2}_S(R, S) \) induced by the short exact sequence \( 0 \longrightarrow (x_i)/(f_i) \longrightarrow R \longrightarrow k \longrightarrow 0 \). As \((x_i)/(f_i)\) has zero-dimensional support and, thus, \( \text{Ext}^{n+1}_S((x_i)/(f_i), S) = 0 \), the map \( \eta \) is injective. Therefore, \( \det(H) \neq 0 \) in \( R \). To relate this to our assertion, observe that the Euler equation (4.2) implies \( H(F) \cdot (x_i) = (d - 1)(\partial_i F) \) and set \( H := (1/(d - 1)) \cdot H(F) \).

It remains to prove (ii), i.e. that the pairing defined by multiplication is perfect. Evidence comes from the equation \( r^* : P(1/i) = P(i) \) for the Poincaré polynomial computed above. This already shows that \( \dim R_i = \dim R_{\sigma - i} \). Thus, to verify that the pairing is non-degenerate, it suffices to prove that for any homogeneous \( g \notin (f) \) there exists a homogeneous polynomial \( h \) with \( 0 \neq \hat{g} \cdot \hat{h} \in R_\sigma \) or, equivalently, that the degree \( \sigma \) part \((\hat{g})_\sigma \) of the homogeneous ideal \((\hat{g}) \) in \( R \) is not trivial. Let \( i \) be maximal with \((\hat{g})_\sigma = 0 \) and pick \( 0 \neq G \in (\hat{g})_\sigma \). Suppose \( i < \sigma \). Then \( G \cdot (x_i) \subset (f) \), which induces a non-trivial homomorphism of \( S \)-modules \( k \longrightarrow R, 1 \longrightarrow G \). Hence, \( \dim_k \text{Hom}_S(k, R) > 1 \), but this is impossible. Indeed, splitting the Koszul complex \( K_*(f) \) into short exact sequences and using that \( \text{Ext}^i_k(k, \bigwedge^i V^* \otimes S) = 0 \) for \( i < n + 2 \), one finds a sequence of inclusions

\[ \text{Hom}_S(k, R) \hookrightarrow \text{Ext}^1_S(k, \text{Ker}(\partial_0)) \hookrightarrow \cdots \hookrightarrow \text{Ext}^{n+2}_S(k, \bigwedge^{n+2} V^* \otimes S) \cong k. \]

This concludes the proof of (ii) and of the proposition. \( \square \)
Remark 4.4. Let us add a more analytic argument for the fact that the Hessian determinant generates the socle, cf. [204]. For this we assume $k = \mathbb{C}$ and define the residue of $g \in \mathbb{C}[x_0, \ldots, x_{n+1}]$ with respect to $F$ as

$$\text{Res}(g) := \left(\frac{1}{2\pi i}\right)^{n+2} \int_{\Gamma} \frac{g \, dx_0 \wedge \cdots \wedge dx_{n+1}}{f_0 \cdots f_{n+1}},$$

where as before $f_i = \partial F$ and $\Gamma := \{ x \in \mathbb{C}^{n+2} \mid |f_i(x)| = \varepsilon_i \}$ with $0 < \varepsilon_i \ll 1$. Then one checks the following two assertions:

(i) If $g \in (f_i)$, then $\text{Res}(g) = 0$. This follows from Stokes’s theorem. Indeed, for example for $g = h \cdot f_0$ one has

$$\left(\frac{1}{2\pi i}\right)^{n+2} \int_{\Gamma} \frac{h \, dx_0 \wedge \cdots \wedge dx_{n+1}}{f_0 \cdots f_{n+1}} = \int_{\Gamma_0} \frac{h}{f_0 \cdots f_{n+1}} \wedge dx_0 \wedge \cdots \wedge dx_{n+1} = 0,$$

as $h/(f_1 \cdots f_{n+1})$ is holomorphic around $\Gamma_0 := \{ z \in \mathbb{C}^{n+2} \mid |f_0(z)| < \varepsilon_0, |f_{i>0}(z)| = \varepsilon_i \}$.

(ii) The residue of $g = \det H(F)$ is non-zero. More precisely, $\text{Res}(\det H(F)) = \deg(f)$. Here, $f : \mathbb{C}^{n+2} \to \mathbb{C}^{n+2}$ is the map $x = (x_i) \mapsto (f_i(x))$, which is of degree $\deg(f) = \dim \mathcal{O}_{\mathbb{C}^{n+2}/(f_i)}$. Indeed,

$$\left(\frac{1}{2\pi i}\right)^{n+2} \int_{\Gamma} \frac{\det H(F) \, dx_0 \wedge \cdots \wedge dx_{n+1}}{f_0 \cdots f_{n+1}} = \left(\frac{1}{2\pi i}\right)^{n+2} \int_{\Gamma} \frac{df_0 \wedge \cdots \wedge df_{n+1}}{f_0 \cdots f_{n+1}}$$

$$= \left(\frac{1}{2\pi i}\right)^{n+2} \int_{\Gamma} \left(\frac{dz_0}{z_0} \wedge \cdots \wedge \frac{dz_{n+1}}{z_{n+1}}\right) = \deg(f) \cdot \prod_{j=0}^{n+1} \frac{1}{2\pi i} \int_{|z_j| = \varepsilon_j} \frac{dz_j}{z_j}$$

$$= \deg(f).$$

Clearly, (i) and (ii) together imply $\det H(F) \notin J(F)$.

Saito [413] proves the above proposition by reducing the assertion to statements in local duality theory as in [221]. Voisin [474, Ch. 18] deduces the result from global Serre duality on $\mathbb{P}^{n+1}$.

Here is an immediate consequence of the perfectness of the pairing $R_i \times R_{\sigma-i} \to R_\sigma$.

Corollary 4.5. Assume $i + j \leq \sigma$. Then the natural map

$$R_i \to \text{Hom}(R_j, R_{i+j})$$

induced by multiplication is injective. □

In Remark 4.26 we will explain how the injectivity can be interpreted in more geometric terms.
Remark 4.6. The Jacobian rings of a smooth cubic surface $S \subset \mathbb{P}^3$ and of a smooth cubic threefold $Y \subset \mathbb{P}^4$ in addition enjoy the Lefschetz property. More precisely, Dimca, Gondim, and Ilardin [156, Prop. 2.22] show that for the generic element $x \in R_1(S)$ multiplication defines an isomorphism $\chi^3: R_1(S) \longrightarrow R_3(S)$ and Bricalli, Favale, and Pirola [93, Thm. C] prove that for the generic element $x \in R_1(Y)$ the two multiplication maps $\chi^3: R_1(Y) \longrightarrow R_3(Y)$ and $\chi: R_2(Y) \longrightarrow R_3(Y)$ are isomorphisms.

**Remark 4.7.** Let $X = V(F) \subset \mathbb{P}^{n+1}$ be a smooth hypersurface of degree $d$. Then its group of polarized automorphisms $\text{Aut}(X, \mathcal{O}_X(1))$, which according to Corollary 3.9 is essentially always finite, acts on the finite-dimensional Jacobian ring $R = R(X)$. The action is graded and faithful. As a generalization of the Poincaré polynomial $P(R)$ one considers for any $g \in \text{Aut}(X, \mathcal{O}_X(1))$ the polynomial

$$P(R, g) := \sum \text{tr}(g | R_i) t^i.$$ 

Then the Poincaré polynomial is recovered as $P(R) = P(R, \text{id})$. The equation (4.3) has been generalized by Bott–Tate and Orlik–Solomon [375] to

$$P(R, g) = \frac{\det (1 - g t | V)}{\det (1 - t | V^*)},$$

where $V^* = S_1 = \langle x_0, \ldots, x_{n+1} \rangle$. This can then be used to see that $|\text{Aut}(X, \mathcal{O}_X(1))|$ is bounded by a function only depending on $d$ and $n$, see [375, Cor. 2.7], which we have hinted at already in Remark 3.20.

4.3 Mather–Yau and Donagi

As a graded version of a result of Mather and Yau [342], Donagi [161] showed that the Jacobian ring of a hypersurface determines the hypersurface up to projective equivalence.

**Example 4.8.** To motivate Donagi’s result, let us discuss the case of smooth cubic curves $E = X \subset \mathbb{P} = \mathbb{P}^2$. The interesting information encoded by the Jacobian ring

$$R = R_0 \oplus R_1 \oplus R_2 \oplus R_3$$

is the perfect pairing $R_1 \times R_2 \longrightarrow R_3 = \mathbb{k}$. We shall describe this for a plane cubic in Weierstrass form $y^2 = 4x^3 - g_2 x - g_3$, i.e. with $F = x_1^3 x_2 - 4 x_0^3 + g_2 x_0 x_2^2 + g_3 x_1^2$. The partial derivatives are

$$\partial_1 F = -12 x_0^2 + g_2 x_2^2, \quad \partial_1 F = 2 x_1 x_2,$$

and $\partial_2 F = x_1^3 + 2 g_2 x_0 x_2 + 3 g_3 x_2^2$.

From this one deduces bases for $R_1$, $R_2$, and $R_3$, namely:

$$R_1 = \langle \bar{x}_0, \bar{x}_1, \bar{x}_2 \rangle, \quad R_2 = \langle \bar{x}_1^2, \bar{x}_0 \bar{x}_1, \bar{x}_0 \bar{x}_2 \rangle,$$

and $R_3 = \langle \bar{x}_2^3 \rangle$. 

Proof. We follow the proof in [474, Ch. 18]. First, we may assume that the polynomials $(x_0^2, x_1^2, x_2^2)$ exist an isomorphism $R \to R'$ equivalent, i.e. there exists an automorphism $g \in PGL(2)$, see Example 2.6, and its $j$-function is $j(E) = 1728 \frac{g_2}{g_3}$, cf. [222, Sec. IV.4]. Hence, the perfect pairing $E \times R \to R'$ determines $j(E)$ and, therefore (at least for $k$ algebraically closed), the isomorphism type of $E$. Note that already the determinant
\[
\Delta(E) = g_3^2 - 27 g_2^3,
\]
Recall that the discriminant of an elliptic curve in Weierstraß form is by definition
\[
\Delta(E) = g_3^2 - 27 g_2^3,
\]
and for theses bases, the multiplication $R_1 \times R_2 \to R_3$ is described by the matrix
\[
\begin{pmatrix}
 x_0 x_1 & x_0 x_2 & x_1 x_2 \\
 x_1 x_0 & x_1 x_2 & x_2 x_1 \\
 x_2 x_0 & x_2 x_1 & x_0 x_2
\end{pmatrix} = \begin{pmatrix}
 -3g_3/(2g_2) & 0 & g_2/12 \\
 0 & (27g_3^2 - g_2^3)/(6g_2) & 0 \\
 1 & 0 & -3g_3/(2g_2)
\end{pmatrix}.
\]

Proposition 4.9. Let $X, X' \subset \mathbb{P} = \mathbb{P}^{n+1}$ be two smooth hypersurfaces such that there exists an isomorphism $R(X) \cong R(X')$ of graded rings. Then the two hypersurfaces are equivalent, i.e. there exists an automorphism $g \in PGL(n+2)$ of the ambient $\mathbb{P}$ with $g(X) = X'$.

Proof. We follow the proof in [474, Ch. 18]. First, we may assume that the polynomials $F$ and $F'$ defining $X$ and $X'$ are of the same degree $d > 2$. Then the given graded isomorphism $R(F) \cong R(F')$ can be uniquely lifted to an isomorphism $g : S \cong S'$ with $g(J(F)) = J(F')$, which reduces the proof to the case $g = id$ and $J(F) = J(F')$.

Next, consider the path $F_t := t \cdot F' + (1-t) \cdot F$ connecting $F$ and $F'$. On the one hand, we have $J(F_t) = J(F)'$ for essentially all $t$, which by deriving with respect to $t$ gives $dF_t/dt = F' - F$. The latter is contained in the ideal $(F) + (F') \subset J(F) = J(F')$. On the other hand, the tangent space of the $GL(n+2)$-orbit at $F_t$ is just $J(F_t)$, which can be seen by computing for $A = (a_{ij}) \in M(n+2, \mathbb{C})$
\[
\frac{d}{ds} F_t((\text{id} + s \cdot A)x)|_{s=0} = \sum_i \partial_i F_t \sum_j a_{ij} x_j.
\]

Hence, the path $F_t$ is tangent to all intersecting orbits and, therefore, stays inside the $GL(n+2)$-orbit through $F$, cf. [161, Lem. 1.2]. This proves the proposition. 

Remark 4.10. There exist examples of smooth projective varieties $X$ that can be embedded as hypersurfaces $X \subset \mathbb{P}$ in non-equivalent ways. For example, the Fermat quartic $X \subset \mathbb{P}^3$ is known to admit exactly three equivalence classes of degree four polarizations [143]. The three Jacobian rings are therefore non-isomorphic. However, for cubics of dimension at least two this does not occur, as the hyperplane bundle is determined by the canonical bundle.
Remark 4.11. In Proposition 4.9 it is enough to assume that there is a ring isomorphism $R(X) \cong R(X')$, not necessarily graded. Indeed, any ring isomorphism induces a graded isomorphism $\bigoplus m_i^k/m_i^{k+1} \cong \bigoplus m_i^{k'}/m_i^{k'+1}$, where $m_R \subset R(X)$ and $m_{R'} \subset R(X')$ are the maximal ideals. Then use that $R \cong \bigoplus m_i^k/m_i^{k+1}$ as graded $k$-algebras.\(^\text{10}\)

For reasons that will become clear later, we are interested in a certain subspace of the Jacobian ring $R(X)$ which only takes into account the degrees
\[
t(t) := (n - p + 1) \cdot d - (n + 2) .
\]
Observe that these indices enjoy the symmetry
\[
t(p) + n - p) = (n + 2) \cdot (d - 2) = \sigma.
\]
Therefore, multiplication describes perfect pairings
\[
R_{t(p)} \times R_{t(n-p)} \longrightarrow R_\sigma \cong k.
\]
Let us first check for which $p$ one finds a non-trivial $R_{t(p)}$. This is the case if and only if $0 \leq t(p) \leq \sigma = (n + 2) \cdot (d - 2)$, i.e. for
\[
\frac{n + 2 - d}{d} \leq p \leq \frac{(n + 1) \cdot (d - 1) - 1}{d}.
\]
For $d = 3$ this becomes
\[
\frac{n - 1}{3} \leq p \leq \frac{2n + 1}{3} . \tag{4.6}
\]
Observe that $t(p) = \sigma$ if and only if $n - p + 1 = (1/d) \cdot (n + 2) \cdot (d - 1)$, which leads to the next result.

Lemma 4.12. For given $n$ and $d$ the following conditions are equivalent:

(i) $d \mid (n + 2)$.

(ii) There exists $p \in \mathbb{Z}$ with $t(p) = 0$.

(iii) There exists $p \in \mathbb{Z}$ with $t(p) = \sigma$.

(iv) There exists $p \in \mathbb{Z}$ with $t(p) = d$.

(v) There exists $p \in \mathbb{Z}$ with $\dim R_{t(p)} = 1$.

(vi) $\bigoplus R_{t(p)} \cong \bigoplus R_{\text{rad}}$.

We also record that for $d = 3$, cf. (4.4):
\[
\dim(R_{t(p)}) = \left(\frac{n + 2}{3(n - p + 1) - (n + 2)}\right) = \left(\frac{n + 2}{2n + 1 - 3p}\right) . \tag{4.7}
\]

\(^\text{10}\) Thanks to J. Rennemo for explaining this to me.
Exercise 4.13. Let $X \subset \mathbb{P}^{n+1}$ be a smooth hypersurface of degree $d$. Show that
\[
\sum \dim(R_t(p)) = b_n(X)_{pr},
\]
where $b_n(X)_{pr}$ was computed in Section 1.3. For $d = 3$ this becomes the mysterious combinatorial formula
\[
\sum_{p} \left( \frac{n+2}{2n+1-3p} \right) = (-1)^n \cdot \frac{2}{3} \cdot \left( 1 + (-1)^n \cdot 2^{n+1} \right), \tag{4.8}
\]
cf. Remark 1.18. A geometric explanation will be given below, see Theorem 4.21.

4.4 Symmetrizer lemma There is a beautiful technique going back to Donagi [161] that, under certain numerical conditions, allows one to recover the full Jacobian ring $R := R(X)$ from just the multiplications $R_d \times R_d(p) \longrightarrow R_d(p+d)$. This is useful as $R_d$ and the various $R_d(p)$ can be described geometrically. We start with the geometric description of $R_d(X)$. We recommend [127] for an instructive brief discussion and [474] for a more detailed one. See also [470, Lem. 1.8] for generalizations to cohomology of polyvector fields.\footnote{With thanks to P. Belmans for the reference.}

Lemma 4.14. Let $X \subset \mathbb{P}^{n+1}$ be a smooth hypersurface of degree $d$. Assume $\dim(X) > 2$ or $d \leq 3$. Then there exists a natural isomorphism
\[
R_d(X) \cong H^1(X, T_X).
\]
Proof This follows from (3.1) in the proof of Corollary 3.5 and $H^1(X, T_X|_X) = 0$, which holds under the present assumptions. The case $n = 1$, $d = 3$ needs an additional argument which is left to the reader. \hfill \Box

Example 4.15. Observe that the isomorphism confirms the dimension formula (2.2):
\[
\dim(M_{3,n}) = \dim H^1(X, T_X) = \dim R_3(X) = \left( \frac{n+2}{3} \right),
\]
where $M_{3,n}$ is the Deligne–Mumford moduli stack of all smooth cubic hypersurfaces, cf. Remark 3.1.16.

Before turning to the geometric interpretation of the spaces $R_d(p)(X)$, we present the following purely algebraic result. It was proved by Donagi [161] for generic polynomials and by Donagi–Green [162] in general.

Proposition 4.16 (Symmetrizer lemma). Assume the following inequalities:
\[
(i) \ i < j, \ (ii) \ i + j \leq \sigma - 1, \ and \ (iii) \ d + j \leq \sigma + 3.
\]
Then the image of the injection
\[ R_{j-i} \subseteq \text{Hom}(R_i, R_j), \]
see Corollary 4.5, is the subspace of all linear maps \( \varphi: R_i \rightarrow R_j \) such that for all \( g, h \in R_i \) one has \( g \cdot \varphi(h) = h \cdot \varphi(g) \in R_i\).j

**Proof** The subspace described by the symmetry condition is the kernel of \( \text{Hom}(R_i, R_j) \rightarrow \text{Hom}(\bigwedge^2 R_i, R_i) \), \( \varphi \mapsto (g \wedge h \mapsto g \cdot \varphi(h) - h \cdot \varphi(g)) \).

As \( R_{j-i} \) is obviously contained in it, one has to prove the exactness of the sequence
\[ R_{j-i} \rightarrow \text{Hom}(R_i, R_j) \rightarrow \text{Hom}(\bigwedge^2 R_i, R_i). \]

This is done by comparing it to a certain Koszul complex on \( \mathbb{P}^{n+1} \). See [474, Prop. 18.21] for details.

Note that for cubic hypersurfaces the discussion below makes use of the symmetrizer lemma only for \( i = 1, 2 \), but the proof does not seem to be any easier in these cases. \( \Box \)

To recover large portions of \( R(X) \), the proposition is applied repeatedly. Suppose \( R_i \times R_j \rightarrow R_{i+j} \) is known. Then one recovers \( R_i \times R_{j-i} \rightarrow R_j \), for which in addition (ii) and (iii) still hold. However, it may happen that (i) ceases to hold, i.e. that \( i \geq j - i \), but this can be remedied by swapping the factors, which does not effect the conditions (ii) and (iii). The procedure stops at some \( R_\ell \times R_\ell \rightarrow R_2 \ell \) and a moment’s thought reveals that \( \ell = \gcd(i, j) \). Applied to \( i = d \) and \( j = t(p) \) (or, if necessary, with reversed order), this procedure eventually implies the following result, see Remark 4.19 which makes the procedure more explicit for \( d = 3 \).

**Proposition 4.17.** Assume \( (2n+1)/n \leq d \). Fix \( p \) such that \( 0 < t(p) \leq \sigma - d - 1 \) and let \( \ell := \gcd(d, n+2) = \gcd(d, t(p)) \). Then the multiplication
\[ R_\ell \times R_\ell \rightarrow R_{2\ell} \]
determines the multiplication \( R_\ell \times R_\ell \rightarrow R_{2\ell} \).

Note that in general \( \ell \) is not of the form \( t(p) \).

The next corollary is a special case of a more general result, which beyond the cubic case is known for all smooth hypersurfaces except when \( (d, n) = (4, 4m) \) or \( d \mid (n+2) \), see [161, 162, 474]. The argument is easier for cubic hypersurfaces and so we restrict to this case.

**Corollary 4.18.** Assume \( X = V(F) \subset \mathbb{P}^{n+1} \) is a smooth cubic hypersurface of dimension \( n > 2 \) with \( 3 \nmid (n+2) \). Then there exist integers \( p \) with \( 0 < t(p) \leq n - 2 \) and for each such \( p \) the multiplication
\[ R_3 \times R_{t(p)} \rightarrow R_{3+t(p)}. \]
determines the graded algebra $R = R(X)$, and hence by Proposition 4.9 also $X$, uniquely.

Proof For $d = 3$, the condition $0 < t(p) \leq \sigma - d - 1$ in Proposition 4.17 turns into, cf. (4.6):

$$n + 3 \leq 3p < 2n + 1,$$

which has integral solutions for all $n > 2$. For any such $p$, multiplication $R_3(X) \times R_{t(p)} \longrightarrow R_{3t(p)}$ determines $R_1 \times R_1 \longrightarrow R_2$, as $3 \nmid (n + 2)$.

More precisely, if for two smooth cubic hypersurfaces $X, X' \subset \mathbb{P}^{n+1}$ and their Jacobian rings $R$ and $R'$ there exists an isomorphism $[R_3 \times R_{t(p)} \longrightarrow R_{3t(p)}] \cong [R'_1 \times R'_{t(p)} \longrightarrow R'_{3t(p)}]$, then one also has an isomorphism $[R_1 \times R_1 \longrightarrow R_2] \cong [R'_1 \times R'_1 \longrightarrow R'_2]$. In particular, the isomorphism $R_1 \cong R'_1$ corresponds to a linear coordinate change $g: (x_0, \ldots, x_{n+1}) \longmapsto (x_0, \ldots, x_{n+1})$ and the compatibility with the multiplication can be interpreted as an isomorphism

$$[k[x_0, \ldots, x_{n+1}] \cong S^2(R_1) \longrightarrow R_2] \cong [k[x_0, \ldots, x_{n+1}] \cong S^2(R'_1) \longrightarrow R'_2].$$

Hence, $g$ identifies their kernels, which are spanned by the partial derivatives $\partial_i F$ and $\partial_i F'$ of the defining equations. Thus, $g$ induces a ring isomorphism $k[x_0, \ldots, x_{n+1}] \cong k[x_0, \ldots, x_{n+1}]$ that restricts to $J(X) \cong J(X')$ and, hence, $R(X) \cong R(X')$. □

Remark 4.19. For $d = 3$ and $3 \nmid (n + 2)$, as in Corollary 4.18, there always exists a $p$ with $t(p) = 1$ or $t(p) = 2$. The result covers, for example, cubics of dimension $n = 2, 3, 5, 6, 8, 9$, for which we list the admissible $t(p)$:

<table>
<thead>
<tr>
<th>$n$</th>
<th>$0 &lt; t(p) \leq \sigma - 4 = n - 2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>$t(2) = 1$</td>
</tr>
<tr>
<td>5</td>
<td>$t(2) = 5, t(3) = 2$</td>
</tr>
<tr>
<td>6</td>
<td>$t(3) = 4, t(4) = 1$</td>
</tr>
<tr>
<td>8</td>
<td>$t(3) = 8, t(4) = 5, t(5) = 2$</td>
</tr>
<tr>
<td>9</td>
<td>$t(4) = 7, t(5) = 4, t(6) = 1$</td>
</tr>
</tbody>
</table>

Let us spell out how to recover the multiplication $R_1 \times R_1 \longrightarrow R_2$ from the multiplication $R_3 \times R_{t(p)} \longrightarrow R_{3t(p)+3}$ or, equivalently, the map $R_3 \longrightarrow \text{Hom}(R_{6t(p)}, R_{6t(p)+3})$ for the case $t(p) = 1$. We leave the case $t(p) = 2$ as an exercise. Given $R_1 \times R_1 \longrightarrow R_4$ allows one to write down the condition $g \cdot \varphi(h) = h \cdot \varphi(g)$ in $R_4$, where $g, h \in R_1$ and $\varphi \in \text{Hom}(R_1, R_3)$. Since the assumptions of the symmetrizer lemma Proposition 4.16 are met, the subspace of all such $\varphi$ is the image of the injection $R_2 \longrightarrow \text{Hom}(R_1, R_3)$, i.e. $R_2 \times R_1 \longrightarrow R_3$ is recovered. Applying the same procedure again, one reconstructs the multiplication $R_1 \times R_1 \longrightarrow R_2$.  

4 Jacobian ring
Remark 4.20. The result is sharp. For example, for \( n = 4 \), the only 0 \( \leq t(p) \leq \sigma = 6 \) are \( t(1) = 6 \), \( t(2) = 3 \), and \( t(3) = 0 \). But the pairing \( R_3 \times R_3 \rightarrow R_6 \cong k \) certainly does not determine the cubic nor does the multiplication by scalars \( R_3 \times R_0 \rightarrow R_3 \).

4.5 Infinitesimal and variational Torelli theorem

The next step is to describe the parts \( R_t(p)(X) \) geometrically. This is the following celebrated result of Carlson and Griffiths [104].

**Theorem 4.21** (Carlson–Griffiths). Let \( X \subset \mathbb{P}^{n+1} \) be a smooth hypersurface of degree \( d \). Assume \( n > 2 \) or \( d \leq 3 \). Then for all integers \( p \) there exists an isomorphism

\[
H^{p, n-p}(X)_{\text{pr}} \cong R_t(p)(X),
\]

(4.10)

with \( t(p) = (n - p + 1) \cdot d - (n + 2) \), compatible with the natural pairings on both sides, i.e. there exist commutative diagrams

\[
\begin{array}{ccc}
H^{p, n-p}(X)_{\text{pr}} & \times & H^{n-p, p}(X)_{\text{pr}} \\
\downarrow & & \downarrow \\
R_t(p)(X) & \times & R_t(n-p)(X) \\
\downarrow & & \downarrow \\
R_{\sigma}(X) & \rightarrow & R_{\sigma}(X).
\end{array}
\]

(4.11)

Moreover, using the isomorphism \( H^1(X, T_X) \cong R_d(X) \), cf. Lemma 4.14, and the pairing \( T_X \times \Omega^p_X \rightarrow \Omega^{p+1}_X \), one obtains commutative diagrams

\[
\begin{array}{ccc}
H^1(X, T_X) & \times & H^{p, n-p}(X)_{\text{pr}} \\
\downarrow & & \downarrow \\
R_d(X) & \times & R_t(p)(X) \\
\downarrow & & \downarrow \\
R_{d-1}(X) & \rightarrow & R_t(n-p-1)(X).
\end{array}
\]

(4.12)

The proof of the theorem is involved and we will not attempt to present it in full. However, we will outline the most important parts of the general theory that enter the proof and, in particular, explain how to establish a link between the Jacobian ring and the primitive cohomology at all. As we will restrict to the case of hypersurfaces in \( \mathbb{P}^{n+1} \) throughout, certain aspects simplify. We refer to [105] and [474] for more details and some of the crucial computations. In Section 3.3 the results will be interpreted more geometrically in terms of moduli spaces.

(i) The de Rham complex of a (smooth) \( k \)-variety \( X \) of dimension \( n \) is the complex

\[
\Omega^*_X : \mathcal{O}_X \rightarrow \Omega_X \rightarrow \Omega_X^2 \rightarrow \cdots \rightarrow \Omega_X^n.
\]

The sheaves \( \Omega^*_X := \bigwedge^* \Omega_X \) are coherent (here in the Zariski topology), but the differentials \( d : \Omega_X^p \rightarrow \Omega_X^{p+1} \) are only \( k \)-linear. The *de Rham cohomology* of \( X \) is then defined as
the hypercohomology of this complex:

\[ H^*_\text{\text{\text{\text{\text{\text{dR}}}}}}(X/k) := \mathbb{H}^*(X, \Omega^\bullet_X), \]

which can be computed via the Hodge–de Rham spectral sequence

\[ E_1^{p,q} = H^q(X, \Omega^p_X) \Rightarrow H^{p+q}_{\text{dR}}(X/k). \tag{4.13} \]

Note that the \( E_1 \)-terms are just cohomology groups of coherent sheaves. The spectral sequence is associated with the Hodge filtration, which is induced by the complexes

\[ F^p \Omega^\bullet_X : \Omega^p_X \longrightarrow \cdots \longrightarrow \Omega^n_X \]

concentrated in degrees \( p, \ldots, n \) and the natural morphism \( F^p \Omega^\bullet_X \longrightarrow \Omega^\bullet_X \). Then one defines

\[ F^p H^*_\text{\text{\text{\text{\text{\text{dR}}}}}}(X/k) := \text{Im} \left( \mathbb{H}^* (F^p \Omega^\bullet_X) \longrightarrow \mathbb{H}^* (\Omega^\bullet_X) = H^*_{\text{dR}}(X/k) \right). \tag{4.14} \]

**Remark 4.22.** If \( X \) is smooth and projective over a field \( k \) satisfying \( \text{char}(k) = 0 \) or \( \text{char}(k) = p > \dim(X) \) and \( X \) is liftable to \( W_2(k) \), then (4.13) degenerates [148]. This applies to smooth hypersurfaces \( X \subset \mathbb{P}^{n+1} \), for which the assumption on the characteristic of \( k \) can be avoided, cf. Section 1.6. Once (4.13) is known to degenerate, the map in (4.14) is injective.

(ii) For open varieties the Hodge–de Rham spectral sequence does not necessarily degenerate, but a replacement is available. For example, let us consider the open complement \( j: U := \mathbb{P} \setminus X \hookrightarrow \mathbb{P} = \mathbb{P}^{n+1} \) of a smooth hypersurface \( X \subset \mathbb{P} \). There are quasi-isomorphisms (see the discussion following (4.22) below)

\[ \Omega^\bullet_{\mathbb{P}}(\log(X)) \longrightarrow \Omega^\bullet_{\mathbb{P}}(*)X = j_* \Omega^\bullet_U. \tag{4.15} \]

Here, \( \Omega^\bullet_{\mathbb{P}}(*)X \) (in the Zariski topology!) is the sheaf of meromorphic \( p \)-forms on \( \mathbb{P} \) with poles (of arbitrary order) along \( X \). Furthermore, \( \Omega^\bullet_{\mathbb{P}}(\log(X)) \subset \Omega^\bullet_{\mathbb{P}}(*)X \) is defined as the subsheaf locally generated by \( d \log(f) = \frac{df}{f} \), where \( f \) is the local equation for \( X \), and \( \Omega^\bullet_{\mathbb{P}}(\log(X)) := \bigwedge^\bullet \left( \Omega^1_{\mathbb{P}}(\log(X)) \right) \). In our case, \( X = V(F) \) and

\[ \Omega^\bullet_{\mathbb{P}}(\log(X))|_{U_j} = d \log(F_j) \mathcal{O}_{U_j} = \frac{dF_j}{F_j} \mathcal{O}_{U_j} \]

on the standard open subset \( U_j := \mathbb{P} \setminus V(x_j) \) with \( F_j := F(x_0/x_j, \ldots, x_{n+1}/x_j) \). The differentials in both complexes in (4.15) are the usual ones. By construction, \( \Omega^\bullet_{\mathbb{P}}(\log(X)) \) is the subcomplex of forms \( \alpha \) with \( \alpha \) and \( d\alpha \) having at most simple poles along \( X \). The Hodge filtration in the open case is defined by

\[ F^p \Omega^\bullet_{\mathbb{P}}(\log(X)) : \Omega^p_{\mathbb{P}}(\log(X)) \longrightarrow \cdots \longrightarrow \Omega^{p+1}_{\mathbb{P}}(\log(X)) \]
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(and not as the direct image of $F^p\Omega_U^\ast$) in degrees $p, \ldots, n+1$. It induces the spectral sequence

$$E_1^{pq} = H^p(\mathcal{F}, \Omega_U^p(\log(X))) \Rightarrow \oplus H^{p+q}(\mathcal{F}, \Omega_U^p(\log(X))),$$

(4.16)

where the right-hand side is isomorphic to

$$\oplus H^\ast(\mathcal{F}, \Omega_U^p(\log(X))) \cong H^\ast(\mathcal{F}, \Omega_U^\ast X) \cong H^\ast_{\text{dR}}(U/k).$$

Again by [148], this spectral sequence degenerates under the assumptions of Remark 4.22 and so in particular for smooth hypersurfaces.

Observe that the residue map

$$\text{res}: \frac{df}{f} h_X \rightarrow h_X$$

leads to a short exact sequence

$$0 \rightarrow \Omega_U^p \rightarrow \Omega_U^p(\log(X)) \rightarrow i_* \mathcal{O}_X \rightarrow 0.$$ 

Taking exterior powers, one obtains an exact sequence of complexes

$$0 \rightarrow F^p \Omega_U^p \rightarrow F^p \Omega_U^p(\log(X)) \rightarrow \text{res} (i_* F^{p-1} \Omega_U^\ast X)[{-1}] \rightarrow 0.$$

with $\text{res} \left( \frac{df}{f} \wedge a \right) = a|_X$. Additionally, the sequence is compatible with the Hodge filtrations of all three complexes, which provides us with exact sequences

$$0 \rightarrow F^p \Omega_U^p \rightarrow F^p \Omega_U^p(\log(X)) \rightarrow \text{res} (i_* F^{p-1} \Omega_U^\ast X)[{-1}] \rightarrow 0.$$

The induced long exact cohomology sequences read

$$\cdots \rightarrow H^p_{\text{dR}}(\mathbb{F}/k) \rightarrow H^p_{\text{dR}}(U/k) \rightarrow H^{p+1}_{\text{dR}}(X/k) \rightarrow H^{p+1}_{\text{dR}}(\mathbb{F}/k) \rightarrow \cdots$$

(4.17)

and

$$\cdots \rightarrow F^p H^p_{\text{dR}}(\mathbb{F}/k) \rightarrow F^p H^p_{\text{dR}}(U/k) \rightarrow F^{p+1} H^{p-1}_{\text{dR}}(X/k) \rightarrow F^p H^{p+1}_{\text{dR}}(\mathbb{F}/k) \rightarrow \cdots$$

(4.18)

Note that the Hodge filtration $F^p H^p_{\text{dR}}(U/k)$ is defined as the image of

$$\mathbb{H}^p(\mathcal{F}, F^p \Omega_U^p(\log(X))) \rightarrow \mathbb{H}^p(\mathcal{F}, \Omega_U^p(\log(X))) \cong H^p_{\text{dR}}(U/k)$$

(4.19)

and not via the Hodge filtration of $\Omega_U^\ast$. The exactness of (4.18) relies on the injectivity of (4.14) and (4.19), which is equivalent to the degeneration of the spectral sequences (4.13) and (4.16).

If $X$ is defined over $k = \mathbb{C}$, there is an analytic version of the above for the associated complex manifold $X^m$. The de Rham complex $\Omega_{X^a}^\ast$ is defined similarly (now in the analytic topology) and so is the Hodge–de Rham spectral sequence

$$E_1^{pq} = H^p(X^m, \Omega_{X^a}^p) \Rightarrow H^{p+q}_{\text{dR}}(X^m).$$

(4.20)
The Poincaré lemma shows that in the analytic topology the inclusion $\mathbb{C} \hookrightarrow \mathcal{O}_{X^{an}}$ leads to a quasi-isomorphism $\mathbb{C} \rightarrow \Omega_{X}^{\ast}$ and hence an isomorphism

$$H^i(X^{an}, \mathbb{C}) \sim \Omega_{X}^{\ast}(\log(X^{an})) = H^i(\Omega_{X}^{\ast}).$$

The natural morphism $X^{an} \rightarrow X$ of ringed spaces provides a comparison map from the algebraic to the analytic de Rham cohomology. For $X$ smooth and projective, GAGA shows that $H^i(X, \Omega_{X}^{\ast}) \rightarrow H^i(X^{an}, \Omega_{X}^{\ast})$. Hence, the left-hand sides of (4.13) and (4.20) coincide and, therefore, also the right-hand sides do, i.e. there exists an isomorphism

$$H^i_{dR}(X/\mathbb{C}) \sim H^i_{dR}(X^{an}),$$

(4.21)

which is compatible with the Hodge filtration. In fact, (4.21) continues to hold for arbitrary smooth varieties without any projectivity assumption, see [212, Thm. 1’].

Also the open case can be cast in the analytic setting, where (4.15) is replaced by

$$\Omega_{U}^{\ast}(\log(X^{an})) \sim \Omega_{U}^{\ast}(\ast X^{an}) \sim j_{!}\mathcal{A}_{U}^{\ast} \sim Rj_{!}\mathcal{C}_{U}.$$

(4.22)

Here, the complex $\mathcal{A}_{U}^{\ast}$ is the standard $C^{\infty}$-de Rham complex.

The verification of the quasi-isomorphisms in (4.22), and, similarly in (4.15), is readily reduced to the case of $U = \mathbb{C} \setminus \{0\} \sim \mathbb{C}$. In this case,

$$\Omega_{U}^{\ast}(\log\{0\})^{\circ}(\mathbb{C}) : \quad \mathcal{O}_{U} \rightarrow \frac{dz}{z} \mathcal{O}_{U},$$

$$\Omega_{U}^{\ast}(\ast\{0\})^{\circ}(\mathbb{C}) : \quad \sum z^{n} \mathcal{O}_{U} \rightarrow \sum z^{n}dz \mathcal{O}_{U},$$

$$j_{!}\mathcal{A}_{U}^{\ast}(\mathbb{C}) : \quad C_{U} \rightarrow dx C_{U} + dy C_{U} \rightarrow (dx \wedge dy) C_{U}.$$  

The cohomology of all three satisfies $H^i = \mathbb{C}$ for $i = 0, 1$ and $H^i = 0$ otherwise.

Also, there is an analytic version of (4.16) and there exists a natural isomorphism

$$H^i(\mathbb{P}, \Omega_{\mathbb{P}}^{\ast}(\log(X))) \cong H^i(\mathbb{P}^{an}, \Omega_{\mathbb{P}}^{\ast}(\log(X^{an}))).$$

To simplify the notation, we will from now on also write $X$, $U$, and $\mathbb{P}$ for the associated analytic varieties. Then the exact sequence (4.17) becomes the classical Gysin sequence

$$\cdots \rightarrow H^i(\mathbb{P}, \mathbb{C}) \rightarrow H^i(U, \mathbb{C}) \rightarrow H^{i-1}(X, \mathbb{C}) \rightarrow H^{i+1}(\mathbb{P}, \mathbb{C}) \rightarrow \cdots.$$  

This is interesting only for $i - 1 = n$. As the map $H^i(X, \mathbb{C}) \rightarrow H^{k+2}(\mathbb{P}, \mathbb{C})$ is surjective for $k = n - 1$ and $k = n$, simply because $H^i(\mathbb{P}) \rightarrow H^i(X) \rightarrow H^{i+2}(\mathbb{P})$ is multiplication with $[X] \in H^2(\mathbb{P})$, one finds

$$H^{n+1}(U, \mathbb{C}) \sim H^n(X, \mathbb{C})_{pr}$$

$$\cup$$

$$F^p H^{n+1}(U, \mathbb{C}) \sim F^{p-1} H^n(X, \mathbb{C})_{pr}.$$
However, the Hodge filtration is difficult to compute and it is preferable to replace it by the pole filtration $F_{\text{pol}}^p$ of the complex $\Omega^*_p(\star X)$. Under the quasi-isomorphisms (4.15) and (4.22) the two compare as follows

$$F_{\text{pol}}^p \Omega^*_p(\log(X)) : \Omega^0_p(\log(X)) \to \Omega^1_p(\log(X)) \to \cdots \to \Omega^p(\log(X))$$

This is usually not a quasi-isomorphism. However, using that $H^i(\mathbb{P}, \mathcal{O})_\text{pr} = 0$ and applying Bott vanishing, see Section 1.2, one finds

$$(4.24) \text{ follows.} \quad \blacksquare$$

The advantage of using the pole filtration stems from the following result.

**Lemma 4.23** (Griffiths). Let $X \subset \mathbb{P} = \mathbb{P}^{n+1}$ be a smooth hypersurface. Then $F^p H^{n+1}(X, \mathbb{C}) \cong F^p H^{n+1}(U, \mathbb{C})$ is isomorphic to

$$F_{\text{pol}}^p H^{n+1}(U, \mathbb{C}) \cong \frac{H^0(\mathbb{P}, \Omega^*_p(\star X)(n-p+1)))}{dH^0(\mathbb{P}, \Omega^*_p(\star X)(n-p)))} \quad (4.23)$$

and $H^{n-p}(X) \cong F^p H^{n+1}(U, \mathbb{C})/F^{p+2} H^{n+1}(U, \mathbb{C})$ is isomorphic to

$$F_{\text{pol}}^p H^{n+1}(U, \mathbb{C}) \cong \frac{H^0(\mathbb{P}, \Omega^*_p(\star X)(n-p+1))) + dH^0(\mathbb{P}, \Omega^*_p(\star X)(n-p)))}{F_{\text{pol}}^p H^{n+1}(U, \mathbb{C})} \quad (4.24)$$

**Proof** By definition, the left-hand side in (4.23) is the image of the map

$$\Xi^{n+1}(\mathbb{P}, F_{\text{pol}}^p \Omega^*_p(\star X)) \to \Xi^{n+1}(\mathbb{P}, \Omega^*_p(\star X)).$$

The natural map $\Omega^*_p(\star X)(n-p+1)/[(n-p+1)] \to F_{\text{pol}}^p \Omega^*_p(\star X)$ induces

$$H^0(\mathbb{P}, \Omega^*_p(\star X)(n-p+1)) \to F_{\text{pol}}^p \Xi^{n+1}(\mathbb{P}, \Omega^*_p(\star X)) \cong F_{\text{pol}}^p H^{n+1}(U, \mathbb{C}).$$

It is rather straightforward to show that the map is surjective and that its kernel is the image of $d$: $H^0(\mathbb{P}, \Omega^*_p(\star X)(n-p)) \to H^0(\mathbb{P}, \Omega^*_p(\star X)(n-p+1)))$. The isomorphism in (4.24) follows. \hfill \blacksquare

Let us come back to the discussion of Theorem 4.21. Observe that

$$H^0(\mathbb{P}, \Omega^*_p(\star X)(n-p+1))) \cong H^0(\mathbb{P}, \mathcal{O}(n-p+1) \cdot d - (n+2)))$$

Thus, in order to prove (4.10), it suffices to show that the image of

$$\langle d_* F, d^* F \rangle : H^0(\mathbb{P}, \mathcal{O}(n-p) \cdot d - (n+1))) \to H^0(\mathbb{P}, \mathcal{O}(n-p+1)))$$
equals $H^0(\mathbb{P}, \Omega^p_\mathbb{P}((n - p)X)) + dH^0(\mathbb{P}, \Omega^{n+1}_\mathbb{P}((n - p)X))$. This is a rather unpleasant computation in terms of rational differential forms on $\mathbb{P}$ and $\mathbb{C}^{n+2}$. We omit this here and refer to [474, Thm. 18.10] or [105, Ch. 3.2].

To prove the commutativity of (4.11), one first needs to fix an appropriate isomorphism $H^0(\mathbb{P}, \mathcal{O}) \cong R^e(X)$ which again involves rational forms. Also the commutativity of (4.12) is not straightforward. One has to argue that multiplication

$$H^0(\mathbb{P}, \mathcal{O}(d)) \times H^0(\mathbb{P}, \mathcal{O}(t(p))) \longrightarrow H^0(\mathbb{P}, \mathcal{O}(t(p - 1)))$$

is related to the contraction

$$H^1(X, \mathcal{T}_X) \times H^{n-p}(\mathbb{P}, \Omega^p_\mathbb{P}) \longrightarrow H^{n-p+1}(\mathbb{P}, \Omega^{n+1}_\mathbb{P})$$

via the surjection $H^0(\mathbb{P}, \mathcal{O}(d)) \longrightarrow H^0(\mathbb{P}, \mathcal{O}(t(d))) \longrightarrow H^1(X, \mathcal{T}_X)$. Note that the multiplication takes place in the top degree $n + 1$ of $F^p \Omega^p_\mathbb{P}(X)$, whereas the contraction applies to the lowest degree (from degree $p$ to $p - 1$).

This finishes our discussion of the main ideas that go into the proof of Theorem 4.21.

**Example 4.24.** For later use, we spell out the example of a smooth cubic threefold $Y \subset \mathbb{P}^4$ and its complement $U := \mathbb{P}^4 \setminus Y$. Then the residue defines an isomorphism $H^0(U, \mathcal{O}) \cong H^2(Y, \mathcal{O})$ which restricts to $F^2H^0(U, \mathcal{O}) \cong F^2H^2(Y, \mathcal{O}) = H^{21}(Y)$. According to the lemma, the space is naturally identified with the five-dimensional space $H^{21}(Y) \cong H^0(\mathbb{P}^4, \Omega^4_\mathbb{P}((3 - 2 + 1) \cdot 3)) \cong H^0(\mathbb{P}^4, \mathcal{O}(1))$.

We conclude this section by a result that will later be used to prove that the period map is unramified, cf. Section 3.2.2. We state the result for cubic hypersurfaces only.

**Corollary 4.25 (Infinitesimal Torelli Theorem).** Let $X \subset \mathbb{P}^{n+1}$ be a smooth cubic hypersurface of dimension $n > 2$. Then the contraction $\mathcal{T}_X \times \Omega^0_X \longrightarrow \Omega^{n+1}_X$ defines an injection

$$H^1(X, \mathcal{T}_X) \longrightarrow \text{Hom} \left( \bigoplus_{p+q+n} H^{p,q}(\mathbb{P})_{\mathbb{P}}, \bigoplus_{p+q+n} H^{p+1,q+1}(\mathbb{P})_{\mathbb{P}} \right). \quad (4.25)$$

**Proof** There exists a $p$ such that $0 \leq t(p) \leq n - 3$. Then, by Corollary 4.5, multiplication in the Jacobian ring $R(X)$ gives an injection

$$R^3 \longrightarrow \text{Hom} (R_{n,p}, R_{n,p+3}).$$

Conclude by using $R_{n,p} \cong H^{p,n-p}(\mathbb{P})_{\mathbb{P}}$ and the compatibility of the multiplication in $R(X)$ with the contraction map, cf. Theorem 4.21.

---

12 One could try an alternative argument: Apply $\Lambda^{n+1}$ to the Euler sequence to obtain $0 \longrightarrow \mathcal{O}(-n - 2)) \longrightarrow \mathcal{O}(-n - 1)) \longrightarrow \mathcal{O}(-n - 1)) \longrightarrow 0$. Tensor with $\mathcal{O}((n - p) \cdot d)$ and consider the composition $H^0(\mathbb{P}, \mathcal{O}(p \cdot (d - (n + 1))) \longrightarrow H^0(\mathbb{P}, \mathcal{O}(p \cdot d)) \longrightarrow H^0(\mathbb{P}, \mathcal{O}(p \cdot (n - p \cdot d)))$, which should be compared to the map given by $(\partial F)$. However, this attempt becomes quickly as technical as the standard approach.
Remark 4.26. If $X \subset \mathbb{P}^{n+1}$ is smooth cubic hypersurface of even dimension $n = 2m$, then the injectivity $R_3 \hookrightarrow \text{Hom}(R_{(2m)}, R_{(2m+3)})$ translates into the injectivity of
\[ H^1(X, T_X) \hookrightarrow \text{Hom}(H^{m,m}(X)_{pr}, H^{m-1,m+1}(X)_{pr}), \]
which geometrically can be interpreted as saying that for any first order deformation there exists a primitive class of type $(m, m)$ that does not stay of type $(m, m)$.

In fact, our discussion and, more precisely, Corollary 4.18 imply a stronger result, at least for cubic hypersurfaces in two thirds of all dimensions.

Corollary 4.27 (Variational Torelli theorem). Let $X \subset \mathbb{P}^{n+1}$ be a smooth cubic hypersurface of dimension $n > 2$ such that $3 \nmid (n+2)$. Then (4.25) determines $X$ uniquely. □

It is tempting to try to reduce the information needed to recover $X$ further. For example, one could try to apply the symmetrizer lemma Proposition 4.16 to determine the image of (4.25) in terms the cup product $H^p, n−p \times H^p, n−p \rightarrow H^n$. For this to determine the contraction with classes in $H^1(X, T_X)$, one would need $n−p = p−1$. However, then the condition (ii) $t(p) + t(p) + 3 \leq \sigma − 1 = n + 1$ in Proposition 4.16 is not met.

In Section 3.3.2 the last two corollaries will be reformulated as variants of the Torelli theorem.

5 Classical constructions: Quadric fibrations, ramified covers, etc.

This section presents standard constructions for cubic hypersurfaces. We will explain how linear projections turn cubic hypersurfaces into quadric fibrations, see Section 5.1, and how triple covers of projective spaces ramified along cubic hypersurfaces provide cubic hypersurfaces of higher dimensions, see Section 5.5. There is also a discussion of nodal cubics in Section 5.4 and of (uni)rational parametrizations in Section 5.3.

5.1 Projection from a linear subspace To get a feeling how many smooth cubic hypersurfaces $X \subset \mathbb{P}^{n+1}$ contain a linear subspace $\mathbb{P}^{k−1} \subset \mathbb{P}^{n+1}$, let us first look at a special case and then describe the global picture.

Remark 5.1. Consider the Fermat cubic hypersurface $X = V(\sum x_i^3) \subset \mathbb{P}^{n+1}$. Then for $n$ even, $V(x_0 + x_1, x_2 + x_3, \ldots, x_n + x_{n+1})$ describes a linear subspace $\mathbb{P}^{n/2} \subset \mathbb{P}^{n+1}$ contained in $X$. Analogously, for $n$ odd, $V(x_0 + x_1, x_2 + x_3, \ldots, x_{n−1} + x_n, x_{n+1})$ describes a linear subspace $\mathbb{P}^{(n−1)/2} \subset \mathbb{P}^{n+1}$ contained in $X$.

Clearly, this implies that the Fermat cubic contains linear subspaces $\mathbb{P}^{\ell}$ of any dimensions $\ell \leq n/2$. Recall that a cubic smooth hypersurface cannot contain linear subspaces of higher dimension, cf. Exercise 1.5.
Exercise 5.2. Let $P \coloneqq \mathbb{P}^{k-1} \subset \mathbb{P}^{n+1}$, $n > 0$, be a linear subspace of dimension $k-1 > 0$.

(i) Compute the dimension of the linear system $|O_P(3) \otimes I_P|$ of all cubic hypersurfaces containing $P$.

(ii) Show that $\dim |O_P(3) \otimes I_P| < \dim(M_n)$, where $M_n$ is the moduli space of all smooth cubic hypersurfaces of dimension $n$, if and only if

$$n + 2 < \left( \frac{k + 2}{3} \right).$$

Conclude from this that the generic smooth cubic $X \subset \mathbb{P}^{n+1}$ does not contain a linear subspace $\mathbb{P}^{k-1}$ if $k$ satisfies (5.1).

(iii) For example, neither the generic cubic fourfold $X \subset \mathbb{P}^5$ nor the generic cubic sixfold $X \subset \mathbb{P}^7$ contains a plane $\mathbb{P}^2$. In the first case one has $\dim(\mathbb{P}^2) = (1/2) \dim(X)$, while in the second case $\dim(\mathbb{P}^2) < (1/2) \dim(X)$, cf. Remark 1.3.

(iv) For any $n > 0$ and $1 < k \leq (n+1)/2$, there exists a family $\mathcal{X} \rightarrow S$ of smooth cubic hypersurfaces of dimension $n$ over a connected base $S$ and an $S$-smooth subscheme $\mathcal{P} \subset \mathcal{X}$ such that each fibre $\mathcal{P}_s \subset \mathcal{X}_s$ is isomorphic to a linear $\mathbb{P}^{k-1} \subset \mathcal{X}_s \subset \mathbb{P}^{n+1}$ and every such pair $\mathbb{P}^{k-1} \subset X$ occurs as one of the fibres, cf. [472, §1 Lem. 1].

We now write a linear subspace as $P \coloneqq \mathbb{P}(W) \subset \mathbb{P} \coloneqq \mathbb{P}(V)$ with $\dim(V) = n + 2$ and $\dim(W) = k$. Additionally, we pick a generic linear subspace $\mathbb{P}(U) \subset \mathbb{P}(V)$ of codimension $k$. Here, generic means that the composition $U \subset V \rightarrow V/W$ is an isomorphism or, equivalently, that $U + W = V$ or, still equivalently, $\mathbb{P}(W) \cap \mathbb{P}(U) = \emptyset$.

The linear projection $\mathbb{P} \dashrightarrow \mathbb{P}(U) \cong \mathbb{P}(V/W)$ from $P$ is the rational map that sends $x \in P \setminus P$ to the unique point of intersection of the linear subspace $\overline{xp} \cong \mathbb{P}^k$ with $\mathbb{P}(U) \cong \mathbb{P}^{n+1-k}$. It is the rational map associated with the linear system $|L_P \otimes O(1)| \subset |O(1)|$ with base locus $P \subset P$, which is resolved by a simple blow-up. The resulting morphism $\phi : \text{Bl}_P(\mathbb{P}) \rightarrow \mathbb{P}(V/W)$ is then associated with the complete linear system $|\tau^* O(1) \otimes O(-E)|$:

$$E \cong \mathbb{P}(N_{P/\mathbb{P}}) \xrightarrow{\tau} \text{Bl}_P(\mathbb{P}) \xrightarrow{\phi} \mathbb{P}(V/W).$$

The fibre $\phi^{-1}(y)$, $y \in \mathbb{P}(U) \cong \mathbb{P}(V/W)$, is the strict transform of $\mathbb{P}^k \cong \overline{yp} \subset P$ in $\text{Bl}_P(\mathbb{P})$ which for dimension reasons is isomorphic to $\mathbb{P}^k$. To visualize the situation observe that $E \cap \phi^{-1}(y)$ is a section of $\tau|_E : E \rightarrow P$ which over a point $x \in P$ picks out the normal direction $v \in \mathbb{P}(N_{P/\mathbb{P}}(x))$ given by the line $\overline{xy}$.

All fibres of $\phi : \text{Bl}_P(\mathbb{P}) \rightarrow \mathbb{P}(V/W)$ are projective spaces $\mathbb{P}^k$ and, indeed, it is the
which reads

In particular, \( \phi \) compatible with the natural projections, and that

The sequence splits, which gives a non-canonical isomorphism

Here, we use that \( N_{P/P} \simeq V/W \otimes \mathcal{O}(1) \), from which we deduce an isomorphism

compatible with the natural projections, and that \( \mathcal{O}(E)|_E \simeq \mathcal{O}(1,-1) \) on \( E = P \times \mathbb{P}(V/W) \).

In particular, \( \phi^*\mathcal{O}(1)|_E \simeq (\tau^*\mathcal{O}(1) \otimes \mathcal{O}(-E))|_E \simeq \mathcal{O}(0,1) \). Therefore, \( \phi \) restricted to \( E \) is the projection onto \( \mathbb{P}(V/W) \). Thus, \( \mathcal{F} \) is described by the direct image under \( \phi \) of (5.2), which reads

The sequence splits, which gives a non-canonical isomorphism

and, hence, \( \det(\mathcal{F}) \simeq \mathcal{O}(1) \), which is all we shall use for the moment.

Let now \( X \subset \mathbb{P} = \mathbb{P}(V) \) be a cubic hypersurface with equation \( F \in H^0(\mathbb{P}, \mathcal{O}(3)) \). The pull-back \( \tau^*F \) is a section of \( \tau^*\mathcal{O}(3) \), whose zero divisor \( V(\tau^*F) \) is the total transform of \( X \). If \( P \subset \mathbb{P} \) is contained in \( X \), cf. Exercise 2.3.5, then the total transform has two components, the exceptional divisor \( E \) and the strict transform of \( X \subset \mathbb{P} \). The latter is the blow-up \( \text{Bl}_P(\mathbb{P}) \) of \( \mathbb{P} \) in \( P \subset \mathbb{P} \). More precisely, in this case \( F \) is contained in \( H^0(\mathbb{P}, \mathcal{O}(3) \otimes I_P) \subset H^0(\mathbb{P}, \mathcal{O}(3)) \) and \( \tau^*F \) lies in \( H^0(\text{Bl}_P(\mathbb{P}), \tau^*\mathcal{O}(3) \otimes \mathcal{O}(-E)) \subset H^0(\text{Bl}_P(\mathbb{P}), \tau^*\mathcal{O}(3)) \). Therefore, as a subvariety of \( \text{Bl}_P(\mathbb{P}) \), the blow-up of \( X \) is

5.2 Quadric fibrations  The next goal is to describe \( \text{Bl}_P(\mathbb{P}) \) as a quadric fibration over \( \mathbb{P}(V/W) \). To this end, we compute the direct image of \( \tau^*F \) under \( \phi \). First, observe that

Here, the relative tautological line bundle \( \mathcal{O}_d(1) \) correspond to writing \( \text{Bl}_P(\mathbb{P}) \simeq \mathbb{P}(\mathcal{F}^+) \) with \( \mathcal{F} = \phi_*\tau^*\mathcal{O}(1) \) as before. Thus,

\[
\phi_*(\tau^*\mathcal{O}(3) \otimes \mathcal{O}(-E)) \simeq \phi_*(\mathcal{O}_d(2) \otimes \mathcal{O}(1)) \simeq S^2(\mathcal{F}) \otimes \mathcal{O}(1)
\]
and, therefore, $\tau^* F$ can be thought of as a section $q \in H^0(\mathbb{P}(V/W), S^2(\mathcal{F}) \otimes \mathcal{O}(1))$ or as a symmetric homomorphism

$$q: F^* \longrightarrow F \otimes \mathcal{O}(1).$$

Hence, the fibre of $\text{Bl}_P(X) \subset \text{Bl}_P(\mathbb{P}) \simeq \mathbb{P}(F^*)$ over $y \in \mathbb{P}(V/W)$, i.e. the residual quadric $Q_y$ of the intersection $P \subset Y \cap X$, is the quadric defined by $q_y \in S^2(F(y))$. In particular, the fibre is smooth if and only if this quadric is non-degenerate. Thus, the discriminant divisor $D_P$ of $\phi: \text{Bl}_P(X) \longrightarrow \mathbb{P}(V/W)$ is

$$D_P = V(\det(q)) \subset \mathbb{P}(V/W).$$

Here, $\det(q): \det(F)^* \longrightarrow \det(F) \otimes \mathcal{O}(k + 1)$ is viewed as a section of the line bundle $\det(F)^2 \otimes \mathcal{O}(k + 1) \simeq \mathcal{O}(k + 3)$.

The discussion is summarized by the following classical fact, see e.g. [81, Lem. 2] for $n = 3$ and [42, Ch. 1]. See also Corollary 5.1.23 for a discussion in dimension three.

**Proposition 5.3.** Assume that the smooth cubic hypersurface $X \subset \mathbb{P}^{n+1}$ contains a linear subspace $P = \mathbb{P}^{k-1}$ such that there exists no linear subspace $P \subset X$ containing $P$. Then the linear projection from $P$ defines a morphism

$$\phi: \text{Bl}_P(X) \longrightarrow \mathbb{P}^{n+1-k}$$

with the following properties:

(i) The fibre over $y \in \mathbb{P}^{n+1-k}$ is the residual quadric $Q_y$ of $P \subset Y \cap X$, i.e.

$$Y \cap X = P \cup Q_y.$$

(ii) The fibres are singular exactly over the discriminant divisor $D_P \in |\mathcal{O}(k + 3)|$.

(iii) The morphism $\phi: \text{Bl}_P(X) \longrightarrow \mathbb{P}^{n+1-k}$ is flat.

**Proof** The first two assertions follow from the preceding discussion. For (iii) use ‘miracle flatness’ which asserts that the smoothness of $\text{Bl}_P(X)$ and of $\mathbb{P}^{n+1-k}$ together with the fact that all fibres are of dimension $k - 1$ imply flatness of $\phi$. \hfill \Box

**Example 5.4.** As we shall see in Proposition 2.1.19 and Remark 2.3.6, every smooth cubic hypersurface of dimension $n \geq 2$ contains a line, which corresponds to the case $k = 2$ above. Thus, we can always project from a line $L \subset X$, which defines a morphism $\text{Bl}_L(X) \longrightarrow \mathbb{P}^{n-1}$, the fibre of which are conics. The discriminant hypersurface $D_L \subset \mathbb{P}^{n-1}$ is contained in the linear system $|\mathcal{O}(5)|$ and the fibres $Q_y$ over points $y \in D_L$ consist either of two intersecting lines or of a plane double line. We will come back to this in Remark 2.5.2.
Exercise 5.5. Let $E \subset \text{Bl}_L(X)$ be the exceptional divisor of the blow-up of a line $L \subset X$ contained in a smooth cubic hypersurface $X \subset \mathbb{P}^{n+1}$. For a generic point $y \in \mathbb{P}^{n-1}$ of a complementary linear subspace the residual conic $Q_y \subset \overline{yL} \cap X$ intersects $L$ in two points $x_1, x_2 \in L$. Observe that the line $\overline{xy} \subset \mathbb{P}^{n+1}$ is tangent to $X$ at $x_i$. Show that the two induced normal directions of $L \subset X$ at $x_1$ and $x_2$ correspond to the two points contained in the fibre of $\phi_{|E}: E \longrightarrow \mathbb{P}^{n-1}$ over $y$. In particular, the restriction $\phi_{|E}$ is generically finite of degree two.

Remark 5.6. If there exists a linear subspace of bigger dimension contained in $X$, then the fibre dimension of $\phi$ is not constant anymore. For example, if

$$\mathbb{P}^{k-1} \cong P \subset \mathbb{P}^k \cong P' \subset X,$$

then the fibre $\phi^{-1}(y)$ of $\phi: \text{Bl}_P(X) \longrightarrow \mathbb{P}^{n+1-k}$ over the point of intersection of $\mathbb{P}^k \cap \mathbb{P}^{n+1-k} = \{y\}$ will be $P' \cong \mathbb{P}^k$. The description of the discriminant divisor as an element $D_P \in |O(k + 3)|$ remains unchanged.

Example 5.7. Consider the Fermat cubic $X = V(\sum x_i^3) \subset \mathbb{P}^{n+1}$ of even dimension and let $P = \mathbb{P}^{n/2} \subset X$ be the linear subspace $V(x_0 + x_1, \ldots, x_n + x_{n+1})$, see Remark 5.1. Show that then $D_P \subset \mathbb{P}^{n+1-k} = V(x_0 - x_1, \ldots, x_n - x_{n+1})$ is the union of $n/2 + 1$ hyperplanes and the cubic $X \subset \mathbb{P}^{n+1-k}$.

Remark 5.8. In this lengthy remark we shall discuss various questions related to the smoothness of the discriminant divisor $D_P$.

(i) In order to understand the local structure of $D_P$ we first have a look at the space of symmetric matrices

$$M := \{ A \in M(r \times r) \mid A^t = A \}$$

over an algebraically closed field. It is stratified by the closed subvarieties

$$M_r := \{ A \in M \mid \text{rk}(A) \leq r \}.$$

Using normal forms of symmetric matrices, one shows that $M_r \setminus M_{r-1}$ comes with a transitive action of $\text{GL}(r)$ and is therefore smooth. For our purposes, only the two strata $M_{r-2} \subset M_{r-1} \subset M_r = M$ are relevant. Clearly, $M_{r-1} \subset M_r$ is a divisor cut out by the determinant $\text{det}(A)$ and, using normal forms, one proves that $M_{r-2} \subset M_{r-1}$ is of codimension two. Furthermore, a local calculation reveals that $M_{r-2}$ is the singular set of $M_{r-1}$ and that $M_{r-1}$ has ordinary quadratic singularities along $M_{r-2} \setminus M_{r-3}$, i.e. the generic three-dimensional section of $M_{r-2} \subset M_{r-1} \subset M$ through a point $A \in M_{r-2} \setminus M_{r-3}$ produces a surface with an ordinary double point, see [37, Lem. 2].

The stratification can be put into families. For the locally free sheaf $\mathcal{F}$ of rank $r = k + 1$ and the twist $S^2(\mathcal{F}(1))$ it defines a stratification

$$M_{k-1}(S^2(\mathcal{F}(1))) \subset M_k(S^2(\mathcal{F}(1))) \subset M_{k+1}(S^2(\mathcal{F}(1))) = |S^2(\mathcal{F}(1))|.$$
Now, by construction, $D_P$ is the degeneracy locus

$$D_P = M_k(q) = \{ y \mid \text{rk}(q_y) \leq k \} = q^{-1}M_k(S^2(F)(1)),$$

where $q$ is viewed as a section of the vector bundle $|S^2(F)(1)| \to \mathbb{P}^{n+1-k}$. As $F \cong O(1) \oplus O^n$, the sheaf $S^2(F)(1)$ is globally generated, which allows us to apply the following Bertini type argument, see [37, Lem. 4]. Namely, for the generic section $q \in H^0(\mathbb{P}(U), S^2(F)(1))$ the pre-image of the deeper stratum

$$q^{-1}M_{k-1}(S^2(F)(1)) \subset D_P = q^{-1}M_k(S^2(F)(1)) \subset \mathbb{P}(U) \cong \mathbb{P}^{n+1-k}$$

is of codimension three in $\mathbb{P}^{n+1-k}$ and $D_P$ has ordinary quadratic singularities along the subset $q^{-1}M_{k-1}(S^2(F)(1)) \setminus q^{-1}M_{k-2}(S^2(F)(1))$.

However, a priori there is no reason that the section $q$ induced by the equation defining $X \subset \mathbb{P}^{n+1}$ is generic in this sense and often it is not.

(ii) Note that the discussion suggests that $D_P$ should not be expected to be smooth for $n + 1 - k \geq 3$. More precisely, the only cases when it definitely is are the cases of lines in cubic surfaces, of lines in cubic threefolds and of planes in cubic fourfolds.

For a smooth cubic threefold $Y \subset \mathbb{P}^4$ and for the generic (but not for every!) line $L \subset Y$ the discriminant $D_L \subset \mathbb{P}^2$ is a smooth curve. This follows from (iii) below, see Corollary 5.1.9 and also Corollary 5.1.23. However, for planes $\mathbb{P}^2 \subset X \subset \mathbb{P}^5$ in a cubic fourfold, the discriminant curve can indeed be singular (and planes in $X$ are rigid and, thus, have all to be considered generic), see Exercise 5.7. If also $X$ is allowed to vary, more flexibility is gained, see Remark 6.1.5.

Note that in general, whenever there exists a smooth cubic $X_0 \subset \mathbb{P}^{n+1}$ containing a linear $\mathbb{P}^{k-1} \cong P_0 \subset X_0$ with $D_{P_0}$ smooth, then by Exercise 5.2 smoothness of $D_P$ holds for the generic pair $\mathbb{P}^{k-1} \cong P \subset X$.

When smoothness of $D_P$ cannot be achieved, the next best would $D_P$ to have mild singularities, e.g. ordinary double points. This is the case for the generic line $L \subset X$ in a smooth cubic fourfold, see Lemma 6.4.12, but as our section $q$ may a priori not be generic even for the generic line, it does not follow for general reasons.

(iii) Using the quadric fibration $Bl_p(X) \to \mathbb{P}(U)$ and the description of $D_P$ as its discriminant divisor, one sometimes obtains a more concrete understanding of the singularities of $D_P$. More, precisely, $D_P$ is smooth at $y \in D_P$ if and only if the fibre $\phi^{-1}(y)$ is a quadric cone with an isolated singularity, cf. [42, Prop. 1.2] or [28, Prop. 1.2.5] for the statement and for references.

5.3 (Uni-)rational parametrizations I The larger the integer $k$ or, equivalently, the smaller the dimension of the target space $\mathbb{P}(U)$ is, the more special $X$ is. According to Exercise 1.5, the dimension of a linear subspace contained in a smooth cubic hypersurface $X \subset \mathbb{P}^{n+1}$ cannot exceed $n/2$, i.e. $k \leq n/2 + 1$. Thus, the most special and, hence,
the geometrically most revealing case is \( \mathbb{P}(U) \cong \mathbb{P}^{n/2} \) for \( n \) even and \( \mathbb{P}(U) \cong \mathbb{P}^{(n+1)/2} \) for \( n \) odd.

**Corollary 5.9.** Assume \( X \subset \mathbb{P}^{n+1} \) is a smooth cubic hypersurface of even dimension containing a linear \( P = \mathbb{P}^{n/2} \subset X \subset \mathbb{P}^{n+1} \). Linear projection from \( P \) defines a quadric fibration \( \text{Bl}_P(X) \longrightarrow \mathbb{P}^{n/2} \) with discriminant divisor \( D_P \in |\mathcal{O}(n/2)+3\rangle \). A similar result holds for odd \( n \).

This construction can be very useful. As an example, we explain how the existence of a quadric fibration in dimension four can be used to prove unirationality (of degree two). But we emphasize that unirationality (of degree two) in fact holds true for all cubics of dimension \( n > 1 \), cf. Corollary 2.1.21.

**Example 5.10.** Assume \( \mathbb{P}^2 \cong P \subset X \subset \mathbb{P} = \mathbb{P}^3 \). Pick a generic \( \mathbb{P}^3 = \mathbb{P} \) and let \( S \) be the intersection of \( \tau^{-1}(\mathbb{P}^3) \subset \text{Bl}_P(\mathbb{P}) \) and \( \text{Bl}_P(X) \subset \text{Bl}_P(\mathbb{P}) \). Observe that \( \tau^{-1}(\mathbb{P}^3) \) is the blow-up of \( \mathbb{P}^3 \) in the point of intersection \( x \) of \( \mathbb{P}^3 \) and \( P \). Then \( S \) is the blow-up of the cubic surface \( S := X \cap \mathbb{P}^3 \) in \( x \). The generic fibre of

\[
\phi_S : S \longrightarrow \mathbb{P}^2
\]

over \( y \in \mathbb{P}^2 \) is the intersection of the quadric \( \phi^{-1}(y) \subset Y_P \) with the line \( \mathbb{P}^1 = \mathbb{P}^3 \cap Y_P \) and, therefore, consists of two points, i.e. \( S \longrightarrow \mathbb{P}^2 \) is of degree two, cf. the discussion in Section 4.2.3. The base change \( \text{Bl}_P(X) \times_{\mathbb{P}^3} S \longrightarrow S \) is a quadric fibration with a section over the rational surface \( S \) and hence rational. Thus, \( \text{Bl}_P(X) \) and, therefore, \( X \) are unirational.

One can try to run the same argument for any linear subspace \( P \subset X \). For example, for a line \( \mathbb{P}^1 = L \subset X \), which always exists as we will see, one picks a generic \( \mathbb{P}^m \) and lets \( S := \mathbb{P}^m \cap X \), which is a cubic hypersurface of dimension \( n - 1 \). The base change \( \text{Bl}_P(X) \times_{\mathbb{P}^m} S \longrightarrow S \) is a conic fibration with a section but now, by induction, one only knows that \( S \) is unirational of degree two.

If the existence of a second, complementary linear space contained in the cubic hypersurface \( X \) is assumed, not only unirationality but in fact rationality of \( X \) can be deduced.

**Corollary 5.11.** Assume that a smooth cubic hypersurface \( X \subset \mathbb{P}^{n+1} \) of even dimension \( n = 2m \) contains two complementary linear subspaces \( \mathbb{P}^m = \mathbb{P}(W) \subset X \) and \( \mathbb{P}^m = \mathbb{P}(W') \subset X \), i.e. such that \( W \oplus W' = V \) and, in particular, \( \mathbb{P}(W) \cap \mathbb{P}(W') = \emptyset \). Then the quadric fibration (5.3) admits a section and \( X \) is rational.

**Proof** The section is of course given by the inclusion \( \mathbb{P}^m = \mathbb{P}(W') \subset X \), for which the linear projection induces an isomorphism \( \mathbb{P}(W') \longrightarrow \mathbb{P}(U) \). As any quadric admitting a rational point is rational, the scheme-theoretic generic fibre \( \phi^{-1}(y) \) is a rational quadric over \( K(\mathbb{P}^m) \). Hence, \( \text{Bl}_P(X) \) is rational and, therefore, \( X \) itself is. \( \square \)
In principle, the argument would work for complementary linear subspaces \( \mathbb{P}^{k-1} \cong \mathbb{P}(W) \subset X \) and \( \mathbb{P}^{n-k-1} \cong \mathbb{P}(W') \subset X \). However, unless \( n = 2(k-1) \), the dimension of one of the two subspaces will exceed \( n/2 \), which is excluded by Exercise 1.5.

**Example 5.12.** In fact, assuming the existence of two complementary linear subspaces \( P := \mathbb{P}(W), P' := \mathbb{P}(W') \subset X \), i.e. such that \( W \oplus W' = V \), the rationality of \( X \) can also be deduced from the following, in fact easier, construction. Consider the rational map

\[
\psi : P \times P' \dashrightarrow X
\]

that sends a pair \((x, x')\) to the residual point of intersection \( y \) of \( \{x, x'\} \subset \overline{xx'} \cap X \). The map is well defined for all \((x, x')\) for which the line \( \overline{xx'} \) is not contained in \( X \). This describes a non-empty open subset of \( P \times P' \).

Observe that any point in the complement of \( P \cup P' \) is contained in the image of \( \psi \). More concretely, \( y \in X \setminus (P \cup P') \) is the image of \((x, x')\), where \( x \) and \( x' \) are determined by \( \{x\} = P \cap \overline{yy} \) and \( \{x'\} = P' \cap \overline{yy} \). As any line through a point \( y \in X \setminus (P \cup P') \) that intersects both \( P \) and \( P' \) meets \( P \) and \( P' \) exactly in the points of intersection \( x \) and \( x' \), the argument also shows that \( \psi \) is generically injective. Thus, \( X \) is rational.

As mentioned before, Exercise 1.5 shows that for smooth \( X \) the situation can only occur if \( \dim(X) = 2m \) and \( \dim(P) = \dim(P') = m \). In this case, the construction leads to a rational parametrization \( \mathbb{P}^m \times \mathbb{P}^m \dashrightarrow X \subset \mathbb{P}^{2m+1} \). Here are two concrete examples:

(i) The Fermat cubic fourfold \( X = V(x_0^3 + \cdots + x_5^3) \subset \mathbb{P}^5 \) contains the two disjoint planes \( V(x_0 - \lambda x_1 x_2 - \mu x_3, x_4 - \nu x_5) \) and \( V(x_0 - \mu x_1, x_2 - \nu x_3, x_4 - \lambda x_5) \). Here, \( \lambda, \mu, \) and \( \nu \) are the three 3rd roots of unity. In particular, the Fermat cubic fourfold is rational.

(ii) The cubic fourfold \( X = V(F) \subset \mathbb{P}^5 \) with \( F = x_0^3 x_1 - x_0 x_1^3 + x_2^3 x_3 - x_2 x_3^3 + x_4^3 x_5 - x_4 x_5^3 \) which contains the two disjoint planes \( P = V(x_0, x_2, x_4) \) and \( P' = V(x_1, x_3, x_5) \), cf. [240, Sec. 5] or [227, Sec. 1].

Rationality of \( X \), for example in dimension four, can also be deduced from the existence of other types of surfaces. We recommend [227] for further information, see also Remark 5.4.15, Section 6.1.2, Conjecture 6.5.15, Conjecture 7.3.1, and Theorem 7.3.14.

**Remark 5.13.** Unirationality of cubic hypersurfaces of dimension at least two can be shown alternatively by the following crude trick which however does not give any information about the degree of unirationality.

Fix a smooth cubic hypersurface \( X \subset \mathbb{P}^{n+1} \) of dimension \( n > 2 \). Then consider two generic hyperplane sections \( Y_1, Y_2 \subset X \) and the associated rational map

\[
Y_1 \times Y_2 \dashrightarrow X, \quad (y_1, y_2) \mapsto x.
\]

Here, \( x \) is the residual point of intersection of \( \{y_1, y_2\} \subset \overline{yy} \cap X \). The map is dominant as for the generic point \( x \in X \) and any point \( y_1 \in Y_1 \) the line \( \overline{yy_1} \) intersects \( Y_2 \) in a
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(unique) point $y_2$. Since by induction we may assume that $Y_1$ and $Y_2$ are unirational, also $X$ is. Note that cubic surfaces over an algebraically closed field are in fact rational, see Proposition 4.2.4.

One can always project a smooth cubic hypersurface from a point $x_0 \in X$. This defines a morphism $\phi: \text{Bl}_{x_0}(X) \rightarrow \mathbb{P}^n$ which is generically finite of degree two. Thus, there exists a dominant rational map of degree two

$$X \dashrightarrow \mathbb{P}^n$$

or, in other words, the degree of irrationality is bounded $\text{irr}(X) \leq 2$.

Indeed, for generic $y \in \mathbb{P}^n$ the fibre $\phi^{-1}(y)$ consists of the two residual points $x_1, x_2$ of the intersection $x_0 \in \overline{yx_0} \cap X$, i.e. $\overline{yx_0} \cap X = \{x_0, x_1, x_2\}$, where possibly $x_0 = x_1$ or $x_0 = x_2$ or $x_1 = x_2$. The discriminant divisor in this case is contained in the linear system $|O(4)|$, but since there exists a line through every point, cf. Proposition 2.1.19, projection from a point is only generically finite but not finite. The set of points in $\mathbb{P}^n$ with positive-dimensional fibre will be described in Remark 2.3.6.

In Corollary 2.1.21 we will explain that there also exists a dominant rational map of degree two with the role of $X$ and $\mathbb{P}^n$ reversed:

$$\mathbb{P}^n \dashrightarrow X.$$

Remark 5.14. Of course, one could also consider the linear projection of a cubic hypersurface $X \subset \mathbb{P}^{n+1}$ onto a generic $\mathbb{P}^n \subset \mathbb{P}^{n+1}$ from a point $x \in \mathbb{P}^{n+1} \setminus X$. The resulting morphism $\rho: X \rightarrow \mathbb{P}^n$ is of degree three and its Tschirnhaus bundle is $\rho_* \mathcal{O}_X / \mathcal{O}_{\mathbb{P}^n} \simeq \mathcal{O}(-1) \oplus \mathcal{O}(-1)$, see [353, Cor. 8.5]. The branch locus of the projection is usually singular, possibly reducible and non-reduced. For $n = 2$, it is a curve of degree six in $\mathbb{P}^2$ with six cusps, see [353, Lem. 10.1].

5.4 Nodal cubics

Projecting from a point $x_0 \in X$ becomes more interesting when $X$ is singular at $x_0$. The simplest case is that of a nodal cubic hypersurface with exactly one ordinary double point $x_0$ as its only singularity.

Recall that an isolated singularity $x_0 \in X$ is an ordinary double point (or a node) if the exceptional fibre $E_{x_0} \subset \text{Bl}_{x_0}(X)$ is a non-degenerate quadric in the exceptional divisor $\mathbb{P}^n \simeq E \subset \text{Bl}_{x_0}(\mathbb{P}^{n+1})$. Then for any line $x_0 \in \mathbb{P}^1 \subset \mathbb{P}$ the intersection $\mathbb{P}^1 \cap X$ has multiplicity at least two at $x_0$.

Exercise 5.15. Assume $X \subset \mathbb{P}^{n+1}$ is a nodal hypersurface with exactly one node at the point $[0 : \cdots : 0 : 1] \in \mathbb{P}^{n+1}$. Show that then $X$ is defined by an equation of the form

$$F(x_0, \ldots, x_n) + x_{n+1} \cdot G(x_0, \ldots, x_n),$$

where $F$ and $G$ define smooth hypersurfaces of degree three and two in $V(x_{n+1}) \simeq \mathbb{P}^n$. 

As in the smooth case, the blow-up $\text{Bl}_{x_0}(X)$, which is smooth, can be described as the strict transform of $X$ in the blow-up of $\mathbb{P}$:

$$
\begin{array}{c}
\xymatrix{ 
E_{x_0} \ar[r] & \text{Bl}_{x_0}(X) \ar[r] & \text{Bl}_{x_0}(\mathbb{P}) \ar[r] & \mathbb{P}^n \\
\{x_0\} \ar[r] & X \ar[r] & \mathbb{P} \\
E_{x_0} \ar[r] & \mathbb{P} 
}
\end{array}
$$

with $E_{x_0} \subset E = \mathbb{P}(T_{x_0}X) \cong \mathbb{P}^n$ a smooth quadric hypersurface. The difference to the smooth case is that the pull-back $\tau^* F$ of the defining equation for $X$ now vanishes along $E$ to order two so that $\text{Bl}_{x_0}(X) \in |\tau^* \mathcal{O}(3) \otimes \mathcal{O}(-2E)|$. By a similar argument as in the smooth case, $\tau^* F$ can then be viewed as an element in $H^0(\mathbb{P}^n, \mathcal{F} \otimes \mathcal{O}(2))$, for $\tau^* \mathcal{O}(3) \otimes \mathcal{O}(-2E) = \tau^* \mathcal{O}(1) \otimes \phi^* \mathcal{O}(2)$.

As in this situation $\mathcal{F} \cong \mathcal{O}(1) \oplus \mathcal{O}$, the blow-up is realized as a closed subscheme $\text{Bl}_{x_0}(X) \subset \text{Bl}_{x_0}(\mathbb{P}) \cong \mathbb{P}(\mathcal{F}^\ast)$ of the $\mathbb{P}^1$-bundle $\mathbb{P}(\mathcal{F}^\ast)$ given by $\tau^* F$ viewed as a section $(t_1, t_2)$ of $\mathcal{O}(3) \oplus \mathcal{O}(2)$. Here, the zero locus of $t_1$ can be thought of as the intersection of $X$ with $\mathbb{P}^n$, while the zero locus of $t_2$ is the intersection of the non-degenerate quadric $E$ with $\mathbb{P}^n$. Thus, for $y \notin V(t_1) \cap V(t_2)$ the fibre $\mathcal{F}^{-1}(y)$ consists of the residual point of $x_0 \in \overline{\mathcal{F}^{-1}} \cap X$ and for $y \in V(t_1) \cap V(t_2)$ one has $\mathcal{F}^{-1}(y) \cong \mathbb{P}^1$. In other words,

$$
\phi : \text{Bl}_{x_0}(X) \cong \text{Bl}_2(\mathbb{P}^n) \longrightarrow \mathbb{P}^n
$$

is the blow-up of $\mathbb{P}^n$ in the complete intersection $Z := V(t_1) \cap V(t_2) \subset \mathbb{P}^n$ of type $(3, 2)$ or, alternatively, $\phi$ contracts every line that passes through $x_0$. Compare this discussion with Remark 2.3.6, where an interpretation in terms of Fano varieties is provided.

The birational correspondence can alternatively be described as an isomorphism

$$
X \setminus \bigcup_{t \in \mathcal{L}} L \cong \mathbb{P}^n \setminus Z.
$$

**Corollary 5.16.** A cubic hypersurface $X$ with an ordinary double point $x_0$ as its only singularity is rational. The blow-up $\text{Bl}_{x_0}(X)$ is isomorphic to a blow-up $\text{Bl}_Z(\mathbb{P}^n)$ with $Z \subset \mathbb{P}^n$ a smooth, complete intersection of type $(3, 2)$.

**Remark 5.17.** It is an interesting and often intriguing question to determine the maximal number $\mu_n(d)$ of ordinary double points an otherwise smooth hypersurface $X \subset \mathbb{P}^{n+1}$ of degree $d$ can acquire, even for surfaces the question is not fully understood. However, for cubic hypersurfaces, the maximal number of ordinary double points of an otherwise smooth cubic hypersurface $X \subset \mathbb{P}^{n+1}$ is known, namely

$$
\mu_n := \mu_n(3) = \left\lfloor \frac{n+2}{3} \right\rfloor.
$$

For example, $\mu_2 = 4$, $\mu_3 = 10$, and $\mu_4 = 15$. In dimension two and three, the maximum
is realized by a unique cubic: The Cayley surface described by the equation
\[ x_0 x_1 x_2 x_3 \left( \frac{1}{x_0} + \frac{1}{x_1} + \frac{1}{x_2} + \frac{1}{x_3} \right) = 0, \]
see also Remark 4.2.16, and by the Segre cubic threefold
\[ \sum_{i=0}^{5} x_i^3 = \sum_{i=0}^{5} x_i = 0, \]
see [158, Thm. 9.4.14]. Note that the Cayley cubic surface is the hyperplane section of the Segre cubic threefold with \( x_4 = x_5 \). Uniqueness fails in higher dimension. In fact, there is a positive-dimensional family of cubic fourfolds with the maximal number 15 of nodes. Goryunov [198] and Kalker [265] give explicit equations for cubics attaining the maximum.\(^\text{13}\)

### 5.5 Hyperplane sections

Let \( X \subset \mathbb{P}^{n+1} = \mathbb{P}(V) \) be a smooth cubic hypersurface of dimension \( n \). Then the intersection with a generic hyperplane \( V(h) \subset V^* = H^0(\mathbb{P}(V), \mathcal{O}(1)) \), defines a smooth cubic hypersurface \( Y := X \cap V(h) \subset V(h) \cong \mathbb{P}^n \) of dimension \( n - 1 \). We say that the family of hyperplane sections of \( X \) has maximal variation if the rational map
\[ \Phi_X : \mathbb{P}(V^*) \dashrightarrow M_n = |\mathcal{O}_\mathbb{P}^n(3)|_{\text{sm}}//\text{PGL}(n + 1), \quad h \mapsto X \cap V(h) \]
is generically finite, i.e. its image is of dimension \( n + 1 \), and we say it has zero variation if the map is constant. For simplicity we restrict to \( \text{char}(k) = 0 \) and then the variation is measured by the derivative
\[ d\Phi_{X,Y} : H^0(Y, \mathcal{O}_Y(1)) \longrightarrow H^1(Y, \mathcal{T}_Y) \quad (5.4) \]
of \( \Phi_X \) at the generic hyperplane section \( Y = X \cap V(h) \). The variation is maximal if \( d\Phi_{X,Y} \) is injective and it is zero if \( d\Phi_{X,Y} = 0 \).

The situation has been first studied by Beauville [41]. We restrict to the case of cubic hypersurfaces but the arguments below easily generalize to higher degrees.

**Proposition 5.18.** Consider smooth cubic hypersurfaces of dimension \( n \geq 2 \).

(i) For the generic cubic hypersurface \( X \subset \mathbb{P}^{n+1} \) the family of hyperplane sections has maximal variation.

(ii) For no smooth cubic hypersurface \( X \subset \mathbb{P}^{n+1} \) the variation of the family of hyperplane sections is zero.

\(^{13}\) I am grateful to S. Stark for the reference.
Proof. For the proof of the first assertion we follow Opstall and Veliche [465], who in turn rely heavily on [41], and it naturally splits in two steps. First, the property of having a maximal varying family of hyperplane sections is a Zariski open condition in \(|\mathcal{O}_V(1)\). Indeed, the condition \(d\Phi_{XY}\) being injective describes an open subset in the incidence variety of all pairs \((X, Y)\) consisting of a smooth cubic hypersurface \(X \subset \mathbb{P}(V)\) together with smooth hyperplane section \(Y = X \cap V(h)\). Thus, it suffices to exhibit one pair \(Y = X \cap V(h) \subset X \subset \mathbb{P}(V)\) with \(d\Phi_{XY}\) injective. It turns out that the generic hyperplane section of the Fermat cubic \(X \equiv V(\sum_{i=0}^{n+1} x_i^3) \subset \mathbb{P}^n \cong \mathbb{P}(V)\) has this property. For instance, the hyperplane section defined by \(h = x_{n+1} - \sum_{i=0}^{n} a_i x_i\) is \(Y = V(F) \subset \mathbb{P}^n\) with

\[
F(x_0, \ldots, x_n) := \sum_{i=0}^{n} x_i^3 + \left(\sum_{i=0}^{n} a_i x_i\right)^3.
\]

First order deformations of \(Y = X \cap V(h)\) inside \(X\) can be written as \(Y_\varepsilon = V(F_\varepsilon)\) with

\[
F_\varepsilon(x_0, \ldots, x_n) := \sum_{i=0}^{n} x_i^3 + \left(\sum_{i=0}^{n} a_i x_i + \varepsilon \sum_{i=0}^{n} b_i x_i\right)^3.
\]

Then the induced class in \(R_3(Y) \equiv H^1(Y, T_Y)\), see Lemma 4.14, is (up to the factor 3)

\[
\left(\sum_{i=0}^{n} a_i x_i\right)^2 \cdot \left(\sum_{i=0}^{n} b_i x_i\right)
\]

modulo the Jacobian ideal, which is generated by the derivatives \((1/3) \partial_j F = x_j^2 + a_j(\sum a_i x_i)^2\). However, the attempt to write (5.5) as a linear combination \(\sum g_j \cdot (x_j^2 + a_j(\sum a_i x_i)^2)\), with linear polynomials \(g_j = g_j(x_0, \ldots, x_n)\), leads to the equation

\[
\left(\sum_{i=0}^{n} a_i x_i\right)^2 \cdot \left(\sum_{i=0}^{n} (b_i x_i - a_i g_i)\right) = \sum_{j=0}^{n} g_j \cdot x_j^2.
\]

As the right-hand side is a linear combination of monomials \(x_i x_j^2\), only involving two variables, while on the left-hand side several monomials in three different variables occur for the generic choice of \(a_i\), this leads to a contradiction. Hence, for the generic choice of a hyperplane section \(Y = X \cap V(x_{n+1} - \sum_{i=0}^{n} a_i x_i)\) no first order deformation corresponding to \(\sum b_i x_i\) vanishes in \(H^1(Y, T_Y)\).

For the proof of the second assertion we follow [41]. The first step consists of showing that \(d\Phi_{XY} = 0\) implies that \(Y\) is contained in the polar variety \(P_u X = V(\sum_{i=0}^{n+1} u_i \partial_i F)\) of \(X = V(F)\) for some point \(u \in \mathbb{P}^{n+1} \setminus Y\). For this we may assume \(Y = X \cap V(x_{n+1}) = V(F(x_0, \ldots, x_n, 0)) \subset \mathbb{P}^n\), so that first order deformations of \(Y\) in \(X\) are of the form
$Y_\epsilon = V(F_\epsilon) \subset \mathbb{P}^3$ with

$$F_\epsilon = F(x_0, \ldots, x_n, \epsilon \sum_{i=0}^n b_i x_i) = F(x_0, \ldots, x_n, 0) + \epsilon (\partial_{n+1} F)(x_0, \ldots, x_n, 0) \sum_{i=0}^n b_i x_i.$$ 

Those correspond to a trivial first order deformation of $Y$, if the corresponding class in $R_3(Y) \cong H^1(Y, T_Y)$ is trivial, i.e.

$$(\partial_{n+1} F)(x_0, \ldots, x_n, 0) \sum_{i=0}^n b_i x_i = \sum_{i=0}^n g_i \cdot (\partial_i F)(x_0, \ldots, x_n, 0)$$

for certain linear polynomials $g_i = g_i(x_0, \ldots, x_n, 0)$. By virtue of Proposition 4.3, this holds for all choices of $b_i$ if and only if $(\partial_{n+1} F)(x_0, \ldots, x_n, 0) = 0$ in $R_2(Y)$, i.e.

$$(\partial_{n+1} F)(x_0, \ldots, x_n, 0) = \sum_{i=0}^n u_i \cdot (\partial_i F)(x_0, \ldots, x_n, 0)$$

for suitable scalars $u_0, \ldots, u_n$. However, then for $u := [u_0 : \cdots : u_n : -1] \in \mathbb{P}^{n+1} \setminus Y$ the polar $P_u X$ contains $Y$.

The second step of the argument exploits the Gauss map

$$\gamma: X \longrightarrow X^* \subset \mathbb{P}^n, \ x \longmapsto [(\partial_0 F(x) : \cdots : \partial_{n+1} F(x)],$$

which describes the normalization of the dual variety $X^*$, see [174, Ch. 10] and Section 2.2.2. The pull-back of a hyperplane section is the intersection $P_u X \cap X$ of some polar variety with $X$. Hence, by Bertini’s theorem $P_u X \cap X$ is smooth for generic $u$ and, therefore, cannot contain any hyperplane section $Y$. Thus, $d\Phi_{X,Y} \neq 0$ for generic $Y$. □

Whether the family of hyperplane sections of a particular smooth cubic hypersurface has maximal variation seems to be an open question. For threefolds see [357, Pbl. 4.2].

As a consequence of this result or rather of its proof and using the fact that the moduli space of cubic surfaces is of dimension four, one finds the following well-known result in the theory of cubic surfaces, which is a classical result by Sylvester, see [158, Cor. 9.4.2].

**Corollary 5.19.** The generic cubic surface $S \subset \mathbb{P}^3$ over an algebraically closed field $k$ of char($k$) $\neq 2,3$ is isomorphic to a hyperplane section of the Fermat cubic threefold $Y := V \left( \sum_{i=0}^4 x_i^3 \right) \subset \mathbb{P}^4$, i.e.

$$S \cong Y \cap \mathbb{P}^3 \cong V \left( \sum_{i=0}^4 x_i^3, \sum_{i=0}^4 a_i x_i \right) \subset \mathbb{P}^4.$$ 

Equivalently, $S \cong V \left( \sum_{i=0}^4 b_i x_i^3, \sum_{i=0}^4 x_i \right) \subset \mathbb{P}^4$. □
Clearly, in higher dimensions cubic hypersurfaces of dimension $n$ obtained by intersecting a single fixed cubic hypersurface of dimension $n+1$ make up for only a small subset of the whole moduli space.

**Remark 5.20.** At this point it is natural to consider Lefschetz pencils of hyperplane sections of a fixed smooth cubic hypersurface $X \subset \mathbb{P}^{n+1}$. Similar to the discussion in Section 2.3, where we considered Lefschetz pencils of cubic hypersurfaces in $\mathbb{P}^{n+1}$, the choice of a generic linear $\mathbb{P}^1 \longrightarrow [O(1)]$ describes a flat projective family

$$
\mathcal{Y} \longrightarrow \mathbb{P}^1,
$$

where the fibre $\mathcal{Y}_t$ are the hyperplane sections $X \cap H_t$, with $t \in \mathbb{P}^1$. Alternatively, the inclusions $\mathcal{Y}_t = X \cap H_t \hookrightarrow X$ describe $\mathcal{Y}$ as the the blow-up $\mathcal{Y} \cong \text{Bl}_Y X$ in the base locus of the pencil which is a cubic hypersurface in $H_t \cap H_{t'} \cong \mathbb{P}^{n-1}$ and so of dimension $n-2$.

The generic fibre of (5.6) is smooth and each singular fibre has exactly one ordinary double point. The latter follows from the Gauss map $X \longrightarrow X^*$ being generically injective and the classical fact that the generic singular hyperplane section has exactly one singular point, see [1, Exp. XVII, Prop. 4.2], [174, Cor. 10.21] and the discussion in Section 2.2.

The number $m$ of singular fibres $\mathcal{Y}_1, \ldots, \mathcal{Y}_m \subset \mathcal{Y}$ is the degree of the dual variety which is also known classically, namely

$$
m = \left| \{ t \in \mathbb{P}^1 \mid \mathcal{Y}_t \text{ singular} \} \right| = \deg(X^*) = 3 \cdot 2^n.
$$

In [1, Exp. XVIII, (3.2.4)] this number is computed as

$$
\deg(X^*) = (-1)^n \left( e(X_n) + e(X_{n-2}) - 2e(X_{n-1}) \right),
$$

where $e(X_n)$ is the Euler number of a smooth (cubic) hypersurface of dimension $n$ and fixed degree. Then use (1.6) in Section 1.3. For a more direct approach see [174, Prop. 2.9].

### 5.6 Triple covers

There is a way to link cubics of dimension $n$ to cubics of dimension $n+1$ in an almost canonical way. In the end, one finds that every smooth cubic hypersurface of dimension $n$ is a hyperplane section of some smooth cubic hypersurface of dimension $n+1$. In fact, the construction works for hypersurfaces of any degree $d$.

Let $X = V(F) \subset \mathbb{P}^{n+1}$ be an arbitrary hypersurface of degree $d$ given by a polynomial $F = F(x_0, \ldots, x_{n+1}) \in H^0(\mathbb{P}^{n+1}, O(d))$. Then

$$
\tilde{F} := F - x_{n+2}^d \in H^0(\mathbb{P}^{n+2}, O(d))
$$

describes a hypersurface $\tilde{X} := V(\tilde{F}) \subset \mathbb{P}^{n+2}$. Clearly, $X$ is isomorphic to a hyperplane
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section of \( \tilde{X} \), namely
\[
X = \tilde{X} \cap V(x_{n+2}).
\]

Observe that \( X \) is smooth if and only if \( \tilde{X} \) is smooth.

Note that \( X \subset \mathbb{P}^{n+1} \) determines its defining equation \( F \) only up to a scaling factor, i.e. \( V(F) = V(\lambda F) \) for all \( \lambda \in k^{*} \), and this does affect the equation \( \tilde{F} \). However, at least if \( k \) contains \( d \)-th roots of unity, the two hypersurfaces \( V(F - x_{n+2}^{d}) \) and \( V(\lambda F - x_{n+2}^{d}) \) only differ by a linear coordinate change \([x_0 : \cdots : x_{n+1} : x_{n+2}] \mapsto [x_0 : \cdots : \rho x_{n+1} : \lambda^{1/d} x_{n+2}] \).

The rational map given by the linear projection \( \mathbb{P}^{n+2} \dashrightarrow \mathbb{P}^{n+1} \) that drops the last coordinate is regular along \( \tilde{X} \subset \mathbb{P}^{n+2} \). It defines a finite morphism, and in fact a cyclic cover, of degree \( d \)
\[
\pi: \tilde{X} \longrightarrow \mathbb{P}^{n+1}
\]
branched over \( X \subset \mathbb{P}^{n+1} \). More precisely, \( \pi^{-1}(X) = dX \) as divisors in \( \tilde{X} \) and
\[
\pi: X = \tilde{X} \cap V(x_{n+2}) \longrightarrow X.
\]
The Galois group of the covering is generated by \([x_0 : \cdots : x_{n+2}] \mapsto [x_0 : \cdots : \rho x_{n+2}] \) with \( \rho \) a \( d \)-th primitive root of unity.

In short, up to finite quotients by \( \mu_d \) one obtains an inclusion
\[
|O_{\mathbb{P}^{d}}(d)|_{\text{sm}} \subset |O_{\mathbb{P}^{d}}(d)|_{\text{sm}} \subset \cdots
\]
which is compatible with the linear actions \( \text{PGL}(2) \subset \text{PGL}(3) \subset \text{PGL}(4) \subset \cdots \).

This basic construction has been successfully used to relate moduli spaces of cubic hypersurfaces of different dimensions. We shall come back to this in later chapters.

**Remark 5.21.** The construction can be carried out multiple times. We restrict to the case of cubics, i.e. \( d = 3 \). In this fashion, by applying the construction twice, one obtains
\[
X_{n+1} \subset \mathbb{P}^{n+2} \quad X_{n} \subset \mathbb{P}^{n+1} \quad X_{n-1} \subset \mathbb{P}^{n}
\]
where \( X_{n-1} \) is an arbitrary smooth cubic in \( \mathbb{P}^{n} \) and \( X_{n} \) and \( X_{n+1} \) are obtained by the above procedure. Then there exists an algebraic isomorphism of Hodge structures
\[
H^{n+1}(X_{n+1}, \mathbb{Q})_{\text{pr}} \simeq H^{n-1}(X_{n-1}, \mathbb{Q})_{\text{pr}}(-1)^{\otimes 2} \otimes (H^{n}(X_{n}, \mathbb{Q})_{\text{pr}} \otimes H^{1}(E, \mathbb{Q}))_{\text{fix}}. \quad (5.7)
\]
The isomorphism was established by van Geemen and Izadi [464, Prop. 3.5], based
on work of Katsura and Shioda [436, 437]. Here, \( E \subset \mathbb{P}^2 \) is the Fermat cubic, which is thought of as \( X_1 \) obtained as the triple cover of \( \mathbb{P}^1 \) branched over three points \( X_0 \subset \mathbb{P}^1 \), and the fixed part on the right-hand side is taken with respect to the action of a primitive root of unity. Observe that (5.7) explains the formula in Exercise 1.13 relating the primitive Betti numbers of cubic hypersurfaces of three consecutive dimensions.

The reason for (5.7) is the following geometric correspondence originally described by Katsura and Shioda [436, 437]. Here, \( \pi \) describes contractions

\[
\begin{align*}
X_0 &= V(u_0^3 + u_1^3) \subset \mathbb{P}^1, \\
X_1 &= V(y_0^3 + y_1^3 + y_2^3) \subset \mathbb{P}^2, \\
X_n &= V(F(x_0, \ldots, x_n) + x_n^{3} \subset \mathbb{P}^{n+1}, \\
\text{and } X_{n+1} &= V(F(z_0, \ldots, z_n) + z_{n+1}^3 + z_{n+2}^3) \subset \mathbb{P}^{n+2}.
\end{align*}
\]

Then consider the rational map

\[
X_0 \times X_1 \longrightarrow X_{n+1}
\]

given by \( z_i = x_i y_2, i = 0, \ldots, n \) and \( z_{n+i} = \varepsilon x_{n+i} y_j, j = 0, 1 \), where \( \varepsilon^3 = -1 \), i.e.

\[
([x_0 : \cdots : x_n : x_{n+1}], [y_0 : y_1 : y_2]) \longmapsto [x_0 y_2 : \cdots : x_n y_2 : \varepsilon x_{n+1} y_0 : \varepsilon x_{n+1} y_1] .
\]

The indeterminacy locus is \( Z := V(x_{n+1}, y_2) \supset X_{n-1} \times X_0 \). A simple blow-up resolves the indeterminacies and leads to

\[
\begin{array}{ccc}
\text{Bl}_Z(X_0 \times X_1) & \longrightarrow & \text{Bl}_Z(X_n \times X_1) / \mu_3 \\
\downarrow & & \downarrow \pi \\
X_0 \times X_1 & \longrightarrow & X_{n+1} .
\end{array}
\]

Here, \( \mu_3 \) acts by

\[
([x_0 : \cdots : x_n : x_{n+1}], [y_0 : y_1 : y_2]) \longmapsto [\varepsilon x_0 : \cdots : \varepsilon x_n : -x_{n+1}, [\varepsilon y_0 : \varepsilon y_1 : -y_2]]
\]

and \( \pi \) describes contractions

\[
\mathbb{P}^n \times X_0 \longrightarrow X_0 \supset V(z_0, \ldots, z_n) \cap X_{n+1} \text{ and } X_{n-1} \times \mathbb{P}^1 \longrightarrow X_{n-1} \supset V(z_{n+1}, z_{n+2}) \cap X_{n+1} .
\]

The construction sketched above not only works for cubic hypersurfaces. For hypersurfaces of degree \( d \), however, (5.7) involves \( d - 1 \) copies of the cohomology of \( X_{n-1} \).

Remark 5.22. Assume \( X \subset \mathbb{P}^{n+1} \) is a (smooth) cubic hypersurface and consider the triple cover \( \tilde{X} \longrightarrow \mathbb{P}^{n+2} \) as above. The isomorphism class of \( \tilde{X} \) only depends on the isomorphism class of \( X \) and not on its embedding \( X \subset \mathbb{P}^{n+1} \). Is the converse also true, i.e. does \( \tilde{X} \) determine \( X \)? It turns out that for the generic cubic \( X \subset \mathbb{P}^{n+1} \) of dimension \( n \geq 2 \), this is indeed true. In other words, using the notation in Section 3.1.5, mapping
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a smooth cubic hypersurface $X$ of dimension $n$ to the naturally associated triple cover $\tilde{X} \rightarrow \mathbb{P}^{n+1}$ branched over $X$ defines a generically injective morphism

$$M_{3,n} \longrightarrow M_{3,n+1}, \; X \longrightarrow \tilde{X} \quad (5.8)$$

between the moduli spaces of smooth cubic hypersurface of dimension $n$ and $n + 1$.

Indeed, for generic $X = V(F) \subset \mathbb{P}^{n+1}$ the determinant of the Hessian $\det H(f)$ is irreducible, for example, this is the case for $F(x_0, x_1, x_2) = x_0^3 + x_1^3 + x_2^3 + x_0 x_1 x_2$. As the determinant of the Hessian of the equation $\tilde{F} = F(x_0, \ldots, x_{n+1}) - x_{n+2}^3$ is

$$\det H(\tilde{F}) = 6 \cdot \det H(F) \cdot x_{n+2},$$

$x_{n+2}$ is its only linear factor. Since $X \cong \tilde{X} \cap V(x_{n+2})$ and since the intersection does not depend on the choice of the embedding $X \subset \mathbb{P}^{n+1}$, this shows that the isomorphism class of the generic cubic $X$ of dimension $n$ is uniquely determined by the isomorphism class of the cubic $\tilde{X}$ of dimension $n + 1$.

Note that the Jacobian rings of $X$ and $\tilde{X}$ are related by $R(\tilde{X}) \cong R(X) \otimes k[x_{n+2}]/x_{n+2}^2$. Are there techniques to reconstruct $R(X)$ from $R(\tilde{X})$? In such a case, the triple cover $\tilde{X}$ again determines the original cubic $X$.

The fact that (5.8) is generically injective is at the heart of an approach of Allcock, Carlson, and Toledo to link cubic surfaces to cubic threefolds, see Section 4.4.3, and cubic threefolds to cubic fourfolds, see Section 5.6.1.
With any (cubic) hypersurface $X \subset \mathbb{P}^{n+1}$ one associates its Fano variety of lines $F(X)$ or, more generally, of $m$-planes, contained in $X$. For a smooth cubic surface $S \subset \mathbb{P}^3$ the Fano variety $F(S)$ consists of 27 reduced points corresponding to the 27 lines contained in $S$. In higher dimensions, Fano varieties are even more interesting and have become a central topic of study in the theory of cubic hypersurfaces, especially in dimension three and four.

The classical references for Fano varieties of lines and planes are the articles by Altman and Kleiman [16] and by Barth and van de Ven [38]. For cubic hypersurfaces many arguments simplify and we will restrict to cubics whenever this is the case. For enumerative aspects we recommend [16, 174].

This chapter covers the general theory of Fano varieties of lines in Section 1, a detailed discussion of lines of the first and second type on cubic hypersurfaces in Section 2, and presents global properties of the Fano variety of lines in Section 3. The remaining two Sections 4 and 5 are devoted to numerical and motivic properties.

1 Construction and infinitesimal behaviour

We shall begin with an outline of the techniques that go into the construction of the Fano variety of linear subspaces $\mathbb{P}^m \subset \mathbb{P}^{n+1}$ contained in a given projective variety $X \subset \mathbb{P}^{n+1}$. The main tool is Grothendieck’s Quot-scheme, which also provides information on the tangent space of the Fano variety at a point corresponding to a linear subspace $\mathbb{P}^m \subset X$.

1.1 Representing the Fano functor We work over an arbitrary field $k$ and use the shorthand $\mathbb{P} := \mathbb{P}_k^{n+1}$. Often it is preferable to think of $\mathbb{P}$ as $\mathbb{P}(V) = \text{Proj}(S^*(V^*))$ for some fixed $k$-vector space $V$ of dimension $n + 2$. We consider an arbitrary subvariety
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$X \subset \mathbb{P}$ and fix an integer $0 \leq m \leq n+1$. Then the Fano functor of $m$-planes is the functor

$$F(X, m): (\text{Sch}/k)^o \rightarrow \text{(Set)}$$

that sends a $k$-scheme $T$ (of finite type) to the set of all $T$-flat closed subschemes $L \subset T \times X$ such that all fibres $L_t \subset X_{k(t)} \subset \mathbb{P}_{k(t)}$ are linear subspaces of dimension $m$. We shall mostly be interested in the case of lines, i.e. $m = 1$, and will write $F(X) := F(X, 1)$ in this case.

**Remark 1.1.** Here are a few examples and easy observations.

(i) For $X = \mathbb{P}$, one obtains the Grassmann functor

$$F(\mathbb{P}, m) = G(m, \mathbb{P}).$$

(ii) For $m = 0$, the functor $F(X, 0)$ is the functor of points $h_X$.

(iii) For nested closed subschemes $X \subset X' \subset \mathbb{P}$ there are natural inclusions

$$F(X, m) \subset F(X', m) \subset F(\mathbb{P}, m) = G(m, \mathbb{P}).$$

(iv) Set $P_m(l) := \binom{m+l}{l}$ and let $\text{Hilb}_P(X)$ be the Hilbert functor that sends a $k$-scheme $T$ to the set of all $T$-flat closed subschemes $Z \subset T \times X$ with fibrewise Hilbert polynomial $\chi(Z, \mathcal{O}_Z(t)) = P_m(l)$. Then

$$F(X, m) = \text{Hilb}_P(X).$$

Here, we leave it as an exercise to show that any closed subvariety $Z \subset \mathbb{P}$ with Hilbert polynomial $P_m$ is indeed a linear subspace $\mathbb{P}^m \subset \mathbb{P}$.

**Theorem 1.2.** The Fano functor $F(X, m)$ of $m$-planes is represented by a projective $k$-scheme $F(X, m)$, the Fano variety of $m$-planes in $X \subset \mathbb{P}$.

There are various ways to argue. However, in the end the proof always comes down to the representability of the Grassmann functor.

- Use (iv) above and the representability of $\text{Hilb}_P(X)$ (for arbitrary projective $X$ and Hilbert polynomial $P$) by the Hilbert scheme $\text{Hilb}_P(X)$. This in turn is a special case of the representability of the Grothendieck Quot-functor $\text{Quot}^P_{\mathcal{E}/\mathcal{F}}$ of quotients $\mathcal{E} \rightarrow \mathcal{F}$ with Hilbert polynomial $P$. Indeed, $\text{Hilb}_P(X) \simeq \text{Quot}^P_{\mathcal{O}_X\mathcal{E}/\mathcal{O}_X\mathcal{F}}$. Recall that the existence of the Quot-scheme is eventually reduced to the existence of the Grassmann variety, cf. [253, Ch. 2.2] or the original [211] or [178, Part 2].

- The inclusion $F(X, m) \subset G(m, \mathbb{P})$ in (iii) above describes a closed sub-functor. As the Grassmann functor $G(m, \mathbb{P})$ is representable by the Grassmann variety $G(m, \mathbb{P})$, $F(X, m)$ is represented by a closed subscheme $F(X, m) \subset G(m, \mathbb{P})$.

Let us spell out the second approach a bit further. But first recall that

$$G(m, \mathbb{P}^{n+1}) \simeq \text{Gr}(m + 1, n + 2),$$
where \( \text{Gr}(m+1, n+2) \) is the Grassmann variety of linear subspaces of \( k^{n+2} \) of dimension \( m + 1 \) or, in other words,

\[
\text{Gr}(m, P^{n+1}) \cong \text{Gr}(m + 1, n + 2) \cong \text{Quot}^{m+1-m}_{\text{Spec}(k)/V}.
\]

The isomorphism between the corresponding functors

\[
\text{Gr}(m + 1, n + 2) \sim \text{Gr}(m, P^{n+1}) \text{ and } \text{Gr}(m + 1, n + 2) \sim \text{Quot}^P_{\text{Spec}(k)/V}
\]

are given by

\[
\mathcal{G} \subset V \otimes O_T \mapsto \mathbb{P}(\mathcal{G}) \text{ and } [\mathcal{G} \subset V \otimes O_T] \mapsto [V \otimes O_T \twoheadrightarrow V \otimes O_T / \mathcal{G}].
\]

On \( k \)-rational points this gives

\[
[W \subset V] \mapsto \mathbb{P}(W) \subset \mathbb{P}(V) \text{ and } [W \subset V] \mapsto [V \twoheadrightarrow V / W].
\]

Also recall that \( \text{Gr}(m, P) \) is an irreducible, smooth, projective variety of dimension

\[
\dim(\text{Gr}(m, P)) = (m + 1) \cdot (n + 1 - m).
\]

It is naturally embedded into \( \mathbb{P}(\wedge^{m+1} V) \) via the Plücker embedding

\[
\mathcal{G} := \text{Gr}(m, P) \hookrightarrow \mathbb{P}(\wedge^{m+1} V), \quad L = \mathbb{P}(W) \mapsto [\text{det}(W)]. \quad (1.2)
\]

Under this embedding, \( \mathcal{O}(1)|_{\mathcal{G}} \cong \wedge^{m+1}(S^*) \). Here, \( S \) is the universal subbundle of rank \( m + 1 \), which is part of the universal exact sequence

\[
0 \twoheadrightarrow S \twoheadrightarrow V \otimes O_G \twoheadrightarrow Q \twoheadrightarrow 0. \quad (1.3)
\]

The universal family of \( m \)-planes over \( \text{Gr}(m, P) \) is the \( \mathbb{P}^m \)-bundle associated with \( S \):

\[
p: L_G := \mathbb{P}(S) \twoheadrightarrow \text{Gr}(m, P),
\]

which comes with its relative tautological line bundle \( \mathcal{O}_p(1) \).\(^1\) The inclusion \( S \subset V \otimes O_G \) corresponds to the natural embedding

\[
L_G \subset \text{Gr}(m, P) \times P^{n+1}
\]

and the induced projection \( q: L_G \twoheadrightarrow P^{n+1} \) satisfies

\[
q^* \mathcal{O}_p(1) \cong \mathcal{O}_p(1).
\]

Assume now that \( X \subset P \) is a hypersurface defined by the homogenous polynomial \( F \in k[x_0, \ldots, x_{n+1}]_d = H^0(\mathbb{P}, \mathcal{O}(d)) \cong S^d(V^*) \). Dualizing (1.3) and taking symmetric powers provides us with a natural surjection

\[
S^d(V^*) \otimes O_G \twoheadrightarrow S^d(S^*)
\]

\(^1\) Throughout, we will work with the geometric, i.e. non-Grothendieck, convention for projective bundles, so \( p_* \mathcal{O}_p(1) = S^* \).
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and hence a map \( S^d(V^*) \rightarrow H^0(\mathbb{G}, S^d(S^*)) \). Let \( s_F \in H^0(\mathbb{G}, S^d(S^*)) \) denote the image of \( F \in S^d(V^*) \) under this map, so

\[
S^d(V^*) \rightarrow H^0(\mathbb{G}, S^d(S^*)), \quad F \mapsto s_F.
\]

Then the Fano variety of \( m \)-planes on \( X \) is the closed subvariety of the Grassmann variety defined as the zero-locus of \( s_F \), i.e.

\[
F(X, m) = V(s_F) \subset \mathbb{G}(m, \mathbb{P}).
\]  

(1.4)

In particular, whenever \( F(X, m) \) is non-empty, then

\[
\dim(F(X, m)) \geq \dim(\mathbb{G}(m, \mathbb{P})) - \text{rk}(S^d(S^*)) = (m + 1) \cdot (n + 1 - m) - \binom{m + d}{d}.
\]  

(1.5)

Moreover, in case of equality the class of \( F(X, m) \), in the Chow ring or just in the cohomology of \( \mathbb{G}(m, \mathbb{P}) \), can be expressed as the \( r \)-th Chern class of \( S^d(S^*) \):

\[
[F(X, m)] = c_r(S^d(S^*)), \quad (1.6)
\]

where \( r = \text{rk}(S^d(S^*)) = \binom{m+d}{d} \). We will come back to this later, see Section 4.3.

For more general subvarieties \( X \subset \mathbb{P} \) the argument is similar: If \( X = \bigcap V(F_i) \), then \( F(X, m) = \bigcap V(s_{F_i}) \), where \( s_{F_i} \in H^0(\mathbb{G}, S^d(S^*)) \). But unless \( X \) is a complete intersection, it is more complicated to compute the class of its Fano scheme.

We shall denote the universal family of \( m \)-planes over \( F(X, m) \) by \( p: \mathbb{L} \rightarrow F(X, m) \), which is nothing but the restriction

\[
\mathbb{L} = L_{\mathbb{G}|(F(X,m)} = \mathbb{P}(S_F := S|_{F(X,m)})
\]

of \( L_{\mathbb{G}} \) to \( F(X, m) \subset \mathbb{G}(m, \mathbb{P}) \). We also think of \( \mathbb{L} \) as the universal family

\[
\mathbb{L} = \{ (L, x) \mid x \in L \subset X \}
\]

of pairs \( (L, x) \) consisting of an \( m \)-plane \( \mathbb{P}^m \approx L \subset \mathbb{P} \) contained in \( X \) and a point \( x \in L \).

With its two projections, one has the following diagram, to which we later refer as the (geometric) Fano correspondence, see Section 5:

\[
\begin{array}{ccc}
\mathbb{L} & \xrightarrow{q} & X \\
\downarrow p & & \\
F(X, m). & \end{array}
\]  

(1.7)

The composition of the natural inclusion \( F(X, m) \subset \mathbb{G}(m, \mathbb{P}) \) with the Plücker embedding (1.2) of \( \mathbb{G}(m, \mathbb{P}) \) defines the Plücker embedding of the Fano variety of \( X \)

\[
F(X, m) \hookrightarrow \mathbb{G}(m, \mathbb{P}) \hookrightarrow \mathbb{P} \left( \bigwedge^{m+1} V \right).
\]
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The restriction of the hyperplane line bundle $\mathcal{O}(1)|_{F(X,m)} \simeq \bigwedge^{m+1}(S^*|_{F(X,m)})$ is called the Plücker polarization and its first Chern class will be denoted

$$g = c_1(S^*|_{F(X,m)}) \in CH^1(F(X,m)),$$

often also considered as a cohomology class

$$g \in H^2(F(X,m), \mathbb{Z})(1).$$

The following universal variant will be useful. Consider the universal hypersurface $X \rightarrow |\mathcal{O}(d)| = \mathbb{P}^N$, cf. Section 1.2. Then denote by

$$F(X, m) : (\text{Sch}/|\mathcal{O}(d)|)^{\text{op}} \rightarrow (\text{Set})$$

the functor that sends a morphism $T \rightarrow |\mathcal{O}(d)|$ to the set of all $T$-flat closed subschemes $L \subset X_T \subset T \times \mathbb{P}$ parametrizing $m$-planes $\mathbb{P}^m \subset \mathbb{P}$ in the fibres of the pull-back $X_T \rightarrow T$. Using the relative version of the Quot-scheme or of the Grassmann variety, one finds that $F(X, m)$ as a scheme over $|\mathcal{O}(d)|$ is represented by a projective morphism

$$F(X, m) \rightarrow |\mathcal{O}(d)|.$$

By functoriality, the fibre over $[X] \in |\mathcal{O}(d)|$ is $F(X, m)$ and one should think of $F(X, m)$ as parametrizing pairs $(L \subset X)$ of $m$-planes contained in hypersurfaces of degree $d$. As in the absolute case, $F(X, m)$ can be realized as a closed subscheme of the relative Grassmannian

$$F(X, m) = V(s_G) \subset |\mathcal{O}(d)| \times \mathbb{G}(m, \mathbb{P}),$$

where $s_G \in H^0(|\mathcal{O}(d)| \times \mathbb{G}(m, \mathbb{P}), \mathcal{O}(1) \otimes S^d(S^*))$ is the image of the universal equation $G \in H^0(|\mathcal{O}(d)| \times \mathbb{P}, \mathcal{O}(1) \otimes \mathcal{O}_X(d)) = H^0(|\mathcal{O}(d)|, \mathcal{O}(1)) \otimes S^d(V^*)$, see Section 1.2.1, under

$$\mathcal{O}(1) \otimes (S^d(V^*) \otimes \mathcal{O}_G) \rightarrow \mathcal{O}(1) \otimes S^d(S^*).$$

Let us now look at the other projection $\pi : F(X, m) \rightarrow \mathbb{G}(m, \mathbb{P})$. From the description of $F(X, m)$ as $V(s_G) \subset |\mathcal{O}(d)| \times \mathbb{G}(m, \mathbb{P})$ one deduces an isomorphism

$$F(X, m) \simeq \mathbb{F}(\mathcal{K}) \rightarrow \mathbb{G}(m, \mathbb{P}),$$

where $\mathcal{K} := \text{Ker} \left( S^d(V^*) \otimes \mathcal{O}_G \rightarrow S^d(S^*) \right)$. In more concrete terms, the fibre of $\mathcal{K}$ at the point $L \in \mathbb{G}(m, \mathbb{P})$ is the vector space $H^0(\mathcal{O}_L, J_L \otimes \mathcal{O}(d))$.

**Remark 1.3.** Instead of introducing the two moduli functors (1.1) and (1.9) and arguing that they can be represented by projective schemes, one could alternatively just use this description of $F(X, m)$ as a projective bundle over $\mathbb{G}(m, \mathbb{P})$ and define $F(X, m)$ as its fibre over $X$ under the other projection $F(X, m) \rightarrow |\mathcal{O}_X(d)|$. However, as soon as the local structure of these Fano schemes is needed a functorial approach is preferable.
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1.2 Dimensions of the Fano variety and lines on quadrics

The above description of the universal Fano scheme allows one to compute its dimension.

**Proposition 1.4.** The relative Fano variety \( F(X, m) \) of \( m \)-planes in hypersurfaces of degree \( d \) in \( \mathbb{P}^{n+1} \) is an irreducible, smooth, projective variety of dimension

\[
\dim(F(X, m)) = (m + 1) \cdot (n + 1 - m) + \left( \frac{n + 1 + d}{d} \right) - \left( \frac{m + d}{d} \right) - 1. \quad \Box
\]

For example, for \( m = 1 \) and \( d = 3 \) the formula reads

\[
\dim(F(X, m)) = (2n - 4) + \left(\frac{n + 4}{3}\right) - 1.
\]

The first part of the following immediate consequence confirms (1.5).

**Corollary 1.5.** If for an arbitrary hypersurface \( X \subset \mathbb{P}^{n+1} \) of degree \( d \) the Fano variety \( F(X, m) \) is not empty, then

\[
\dim(F(X, m)) \geq \dim(F(X, m)) - \dim|\mathcal{O}(d)| \quad (1.11)
\]

\[
= (m + 1) \cdot (n + 1 - m) - \left( \frac{m + d}{d} \right).
\]

Moreover, equality holds in (1.11) for generic \( X \in |\mathcal{O}(d)| \) unless \( F(X, m) \) is empty. \( \Box \)

**Example 1.6.**

(i) For a hyperplane \( X \cong \mathbb{P}^n \subset \mathbb{P}^{n+1} \), the Fano variety \( F(X, m) \) is simply the Grassmann variety \( G(m, \mathbb{P}^n) \cong \text{Gr}(m+1, n+1) \). It is of dimension \((m+1) \cdot (n-1-m)\), as predicted by (1.11).

(ii) For a smooth quadric \( Q \subset \mathbb{P}^{n+1} \) it is interesting to consider the Fano variety \( F(Q, m) \subset G(m, \mathbb{P}^{n+1}) \) of linear subspaces of maximal possible dimension \( m \), which is \( m = \lfloor n/2 \rfloor \). In this case, \( F(Q, m) \) parametrizes linear subspaces that are isotropic with respect to the quadratic form \( q \) defining \( Q \). It is also called the orthogonal or isotropic Grassmann variety and sometimes denoted by \( \text{OGr}(q, V) \). The following results are classical, see [204, p. 735] or [445, Sec. 2.1]:

- If \( n = 2m \), then \( F(Q, m) \) consists of two isomorphic, smooth, irreducible components of dimension \( \left( \begin{array}{c} m+1 \\end{array} \right) \). Furthermore, two linear subspaces \( \mathbb{P}(W_1), \mathbb{P}(W_2) \subset Q \subset \mathbb{P}^{n+1} \) are contained in the same connected component if and only if \( \dim(W \cap W') \) is even. As an example, consider a two-dimensional quadric \( Q \cong \mathbb{P}^1 \times \mathbb{P}^1 \subset \mathbb{P}^3 \). In this case, \( F(Q, 1) = \mathbb{P}^1 \cup \mathbb{P}^1 \), where the two components are the factors of \( Q \cong \mathbb{P}^1 \times \mathbb{P}^1 \) parametrizing the fibres of the corresponding projections. Note that fibres of the same projection indeed intersect in a \( \mathbb{P}^1 \) or not at all.

- If \( n = 2m + 1 \), then \( F(Q, m) \) is smooth and irreducible of dimension \( \left( \begin{array}{c} m+2 \\end{array} \right) \). For example, for \( Q \cong \mathbb{P}^1 \subset \mathbb{P}^2 \) the Fano variety \( F(Q, 0) \) is isomorphic to \( Q \).
The cases of even and odd dimensions are related as follows: Consider a smooth quadric $Q \subset \mathbb{P}^{n+1} = \mathbb{P}(V)$ with $n = 2m$ and pick a hyperplane $\mathbb{P}^n = \mathbb{P}(V^n) \subset \mathbb{P}(V)$ such that $Q' := Q \cap \mathbb{P}(V^n)$ is smooth. Then $\mathbb{P}(W) \longrightarrow \mathbb{P}(W \cap V')$ defines an isomorphism of each of the two components $S_m$ of $F(Q, m) \subset \mathbb{G}(m, \mathbb{P}(V))$ with $F(Q', m-1) \subset \mathbb{G}(m-1, \mathbb{P}(V'))$. The varieties $S_m \cong F(Q' \subset \mathbb{P}^{2m}, m-1)$ are called spinor varieties. For example, $S_1 \cong \mathbb{P}^1$ and one also knows that $S_3 \cong \mathbb{P}^3$.

The spinor varieties are homogenous under the action of $SO(V)$ (and also of $Spin(V)$) with $Pic(S_m) \cong \mathbb{Z}$. The (very) ample generator $\mathcal{O}(1/2)$ is a square root of the Plücker polarization. It is given by a closed embedding

$$S_m \longrightarrow \mathbb{P}(\bigwedge^+ U),$$

where $U \oplus U' \cong V \cong k^{2n+2}$ is a fixed decomposition into isotropic subspaces. Here, the even part $\bigwedge^+ U \subset \bigwedge^+ U$ is viewed as the half-spinor representation of $Spin(V)$ and the embedding is obtained by observing that both actions of $Spin(V)$ have the same stabilizer. In particular, $h^0(S_m, \mathcal{O}(1/2)) = 2^m$.

The case of interest to us is $d = 3$ and $m = 1$. In this case, (1.11) becomes

$$\dim(F(X)) \geq 2n - 4$$

for non-empty $F(X)$. Using deformation theory, we shall see that $F(X)$ really is non-empty of dimension $2n - 4$ for all smooth cubic hypersurfaces of dimension at least two. This shall be explained next.

**Remark 1.7.** Also relevant for us is the case $d = 3$ and $m = 2$. Then $\dim(F(X, 2)) \geq 3n - 13$ as soon as $F(X, 2)$ is not empty. The right-hand side is non-negative for $n \geq 5$. For $n < 5$ one can conclude that $F(X, 2)$ is empty for generic $X \in |\mathcal{O}(3)|$. So, for example, the generic cubic fourfold does not contain planes. We know already that a smooth cubic threefold cannot contain a plane, see Exercise 1.1.5 and Remark 1.3.3.

**Remark 1.8.** If there exists one smooth cubic hypersurface $X_0 \subset \mathbb{P}^{n+1}$ containing a linear $\mathbb{P}^m$, i.e. $F(X_0, m) \neq \emptyset$, and $(m+1)^2 + 9(m+1) + 2 \leq 6(n+2)$, then $F(X, m) \neq \emptyset$ for all smooth cubic hypersurfaces $X \subset \mathbb{P}^{n+1}$, see Exercise 1.5.2.

### 1.3 Local theory

Any further study of the Fano variety of $m$-planes needs at least some amount of deformation theory. Let us begin with a recollection of some classical facts and a reminder of the main arguments. Most of the following can be found in standard textbooks, e.g. [178, 223, 253, 281, 421]. As (non-)smoothness is preserved under base change, we may assume for simplicity that $k$ is algebraically closed.

As the Fano variety of $m$-planes is a special case of the Hilbert scheme which in turn is a special case of the Quot-scheme, let us start with the latter.

Let $q := [\mathcal{E} \longrightarrow \mathcal{F}_0] \in \text{Quot} = \text{Quot}_{X/k}$ be a $k$-rational point in the Quot-scheme of
quotients of a given sheaf $E$ on $X$. We denote the kernel by $K_0 := \text{Ker}(E \rightarrow F_0)$. Then there exists a natural isomorphism

$$T_q \text{Quot} \cong \text{Hom}(K_0, F_0),$$

see [211, Exp. 221, Sec. 5]. Moreover, if $\text{Ext}^1(K_0, F_0) \cong 0$, then Quot is smooth at $q$.

Let us quickly recall the main arguments for both statements. See [178, Ch. 6.4] or [253, Ch. 2.2] for technical details. By the functorial property of the Quot-scheme, the tangent space $T_q \text{Quot}$ parametrizes quotients $E/k[x] \rightarrow F$ of $E/k[x]$ on $X_k := X \times \text{Spec}(k[x])$ which are flat over $k[x]$ and the restriction of which to $X \subset X_k$ gives back $q$. It is convenient to study the following more general situation. Let $A$ be a local Artinian $k$-algebra with residue field $k$ and assume an extension $q_A = [E_A \rightarrow F]$ of $q = [E \rightarrow F_0]$ to $X_A = X \times \text{Spec}(A)$ has been found already. Consider a small extension $A' \rightarrow A = A'/I$, i.e. a local Artinian $k$-algebra $A'$ with maximal ideal $m_A'$ such that $I \cdot m_A' = 0$. Any further extension of $q_A$ to $q_{A'} = [E_{A'} \rightarrow F']$ leads to a commutative diagram of vertical and horizontal short exact sequences of the form

$$\begin{array}{ccccccc}
K_0 \otimes_k I & \rightarrow & E \otimes_k I & \rightarrow & F_0 \otimes_k I \\
\downarrow & & \downarrow & & \downarrow \\
K' & \rightarrow & E_A & \rightarrow & F' \\
\downarrow & & \downarrow & & \downarrow \\
K & \rightarrow & E_A & \rightarrow & F.
\end{array}$$

Here, one uses that $F' \otimes_{A'} I \cong F_0 \otimes_k I$, etc. Next observe that $F' \cong \text{Coker}(\psi: K \rightarrow E_A/(K_0 \otimes_k I))$, where $\psi$ is the obvious map. Furthermore, the composition of $\psi$ with the projection $\varphi: E_A/(K_0 \otimes_k I) \rightarrow E_A$ is the given inclusion $K \subseteq E_A$. Conversely, one can define an extension $F'$ in this way if the short exact sequence of coherent sheaves on $X_A$

$$0 \rightarrow F_0 \otimes_k I \rightarrow \varphi^{-1}(K) \rightarrow K \rightarrow 0 \quad (1.12)$$

is split. The class of (1.12) is an element $o \in \text{Ext}^1_{X_A}(K, F_0 \otimes_k I) = \text{Ext}^1_X(K_0, F_0) \otimes_k I$, where we use flatness of $K$ for the isomorphism. If this class is zero and a split has been chosen, then all other extensions differ by elements in

$$\text{Hom}_{X_A}(K, F_0 \otimes_k I) \cong \text{Hom}_X(K_0, F_0) \otimes_k I.$$
Hence, Quot is (formally) smooth at $q = [E \to F_0]$ if $\text{Ext}^1(K_0, F_0) = 0$ and the possible extensions of $q$ to $X \times \text{Spec}(k[x])$ are parametrized by $\text{Hom}(K_0, F_0)$.

Applied to the Hilbert scheme $\text{Hilb}(X) \cong \text{Quot}_{X/O_X}$, one finds that the tangent space at the point $Z \in \text{Hilb}(X)$ is given by

$$T_Z \text{Hilb}(X) = \text{Hom}(I_Z, \mathcal{O}_Z)$$

and that $\text{Hilb}(X)$ is smooth at the point $Z \in \text{Hilb}(X)$ if $\text{Ext}^1(I_Z, \mathcal{O}_Z) = 0$. Now assume that $Z \subset X$ is a regular embedding with normal bundle $N_{Z/X}$. Then, $\text{Hom}(I_Z, \mathcal{O}_Z) \cong H^0(Z, N_{Z/X})$ and the local to global spectral sequence, cf. [246, Ch. 3],

$$E_2^{p,q} = H^p(Z, \text{Ext}^q(I_Z, \mathcal{O}_Z)) \Rightarrow \text{Ext}^{p+q}(I_Z, \mathcal{O}_Z)$$

provides us with an exact sequence

$$H^1(Z, N_{Z/X}) \subset \text{Ext}^1(I_Z, \mathcal{O}_Z) \xrightarrow{\delta} H^0(Z, \text{Ext}^1(I_Z, \mathcal{O}_Z)) \to H^2(Z, N_{Z/X}).$$

Furthermore, the local obstructions in $\text{Ext}^1(I_Z, \mathcal{O}_Z)$ to deform a smooth subvariety are all trivial. Hence, any obstruction in $\text{Ext}^1(I_Z, \mathcal{O}_Z)$ maps to zero under $\delta$ and, therefore, is in fact contained in $H^1(Z, N_{Z/X})$.

**Example 1.9.** Let us test this in the case of $\mathcal{O}(m, \mathbb{P}) = \text{Hilb}^m(\mathbb{P})$. On the one hand, we know that at $L = \mathbb{P}(W) \in \mathcal{G} = \mathcal{O}(m, \mathbb{P})$ the tangent space $T_L \mathcal{G}$ is isomorphic to $\text{Hom}(W, V/W)$ or, more globally, that $T_L \mathcal{G} \cong \text{Hom}(S, Q)$ with $S$ and $Q$ as in (1.3). On the other hand, $T_L \text{Hilb}(\mathbb{P}) \cong \text{Hom}(I_L, \mathcal{O}_L)$. Indeed, there is a natural isomorphism

$$\text{Hom}(W, V/W) \cong \text{Hom}(I_L, \mathcal{O}_L)$$

between the two descriptions obtained by applying $\text{Hom}(\ , \mathcal{O}_L)$ to the Koszul complex

$$\cdots \longrightarrow \bigwedge^2 (V/W)^* \otimes \mathcal{O}(-2) \longrightarrow (V/W)^* \otimes \mathcal{O}(-1) \longrightarrow I_L \longrightarrow 0,$$

associated with the equations $(V/W)^* \subset V^*$ for $L = \mathbb{P}(W)$, and by using the natural isomorphisms $\text{Hom}((V/W)^* \otimes \mathcal{O}(-1), \mathcal{O}_L) \cong (V/W) \otimes H^0(L, \mathcal{O}_L(1)) \cong \text{Hom}(W, V/W)$.

Applied to the case $L \subset X$ an $m$-plane contained in a variety $X \subset \mathbb{P}^{m+1}$ which is smooth along $L$. Then the tangent space $T_L F(X, m)$ of the Fano variety $F(X, m)$ at the point $L \in F(X, m)$ corresponding to $L$ is naturally isomorphic to $H^0(L, N_{L/X})$, so

$$T_L F(X, m) = H^0(L, N_{L/X}).$$

Furthermore, if $H^1(L, N_{L/X}) = 0$, then $F(X, m)$ at the point $L \in F(X, m)$ is smooth of dimension $h^0(L, N_{L/X})$. \qed
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Remark 1.11. Using the description $L = \{(L, x) \mid x \in L \subset X\}$, we see that the fibres of the projection $q: L \longrightarrow X$ parametrize all $m$-planes in $X$ passing through a fixed point.

On an infinitesimal level, this is expressed by

$$H^0(L, N_{L/X} \otimes T_q) \cong \text{Ker}(dq: T_{(L,s)L} \longrightarrow T_sX),$$

cf. [281, Thm. II.1.7]. The infinitesimal version of (1.7) takes the form

$$\begin{array}{ccc}
T_sL & \longrightarrow & T_sX \\
\downarrow & & \downarrow \\
H^0(L, N_{L/X} \otimes T_q) & \cong & T_sF(X, m). \\
\downarrow & & \downarrow \\
H^0(L, N_{L/X}) & \cong & T_sL/F(X, m).
\end{array}$$

Remark 1.12. There exists a relative version of Proposition 1.10. Assume $\mathcal{X} \longrightarrow S$ is a projective morphism over a locally Noetherian base $S$ and $\mathcal{E}$ is a coherent sheaf on $\mathcal{X}$. Then the relative Quot-scheme $\pi: \text{Quot}_{\mathcal{X}/S}\mathcal{E} \longrightarrow S$ parametrizes $T$-flat quotients $\mathcal{E}_T \longrightarrow F_0$ on $\mathcal{X} \times_S T$ for all $S$-schemes $T$. It is a locally projective $S$-scheme with fibres $\pi^{-1}(s) = \text{Quot}_{\mathcal{X}/S}(s)$, where $X = \mathcal{X}_s$.

In particular, the relative tangent space at a $k(s)$-rational point $q = [\mathcal{E}|_X \longrightarrow F_0] \in \text{Quot}_{\mathcal{X}/S}(s)$ is the tangent space of the fibre $\pi^{-1}(s) = \text{Quot}_{\mathcal{X}/S}(s)$, i.e.

$$T_q\pi^{-1}(s) \cong T_q\text{Quot}_{\mathcal{X}/S} \cong \text{Hom}_X(K_0, F_0),$$

where $K_0 = \text{Ker}(\mathcal{E}|_X \longrightarrow F_0)$. More interestingly, if locally in $X$ there are no obstructions to deform $\mathcal{E}|_X \longrightarrow F_0$ and $H^1(X_s, \text{Hom}(K_0, F_0)) = 0$, then $\pi$ is smooth at $q$.

This applies to our situation. Consider the universal family $\mathcal{X} \longrightarrow |O(d)|$ of hypersurfaces of degree $d$ and let $F(X, m) \longrightarrow |O(d)|$ be the associated family of Fano varieties of $m$-planes in the fibres. Then the morphism $F(X, m) \longrightarrow |O(d)|$ is smooth at a point $L$ corresponding to an $m$-plane $L \subset X$ in a smooth (along $L$) fibre $X = \mathcal{X}_s$ if $H^1(X, N_{L/X}) = 0$.

1.4 Normal bundle of a line  To compute the normal bundle $N_{L/X}$ of an $m$-plane $\mathbb{P}^m \cong L \subset X$ we use the short exact sequence

$$0 \longrightarrow N_{L/X} \longrightarrow N_{L/P} \longrightarrow N_{X/P}|_L \longrightarrow 0 \quad (1.13)$$

of locally free sheaves on $L \cong \mathbb{P}^m$, where we again assume that $X$ is smooth (along $L$).

The normal bundle $N_{L/P}$ can be readily computed by comparing the Euler sequences for $L \cong \mathbb{P}^m$ and for $\mathbb{P} = \mathbb{P}^{m+1}$. One finds $N_{L/P} \cong O(1)^{m+1-m}$. More precisely, if $L = \mathbb{P}(W) \subset \mathbb{P} = \mathbb{P}(V)$, then there is a natural isomorphism $N_{L/P} \cong O_L(1) \otimes (V/W)$. 
If now $X \subset \mathbb{P}$ is a smooth (at least along $L$) hypersurface of degree $d$, then the exact sequence (1.13) becomes

$$0 \longrightarrow N_{L/X} \longrightarrow \mathcal{O}_L(1)^{m+1-m} \longrightarrow \mathcal{O}_L(d) \longrightarrow 0.$$ (1.14)

After a coordinate change, the surjection is given by $\partial_i F, i = m + 1, \ldots, n + 1$. Indeed, assume that $L = V(x_{m+1}, \ldots, x_{n+1})$. Then

$$\bigoplus_{i=0}^{m} \mathcal{O}_L(1) \longrightarrow \bigoplus_{i=0}^{n+1} \mathcal{O}_L(1) \longrightarrow \bigoplus_{i=m+1}^{n+1} \mathcal{O}_L(1)$$ (1.15)

Compare the proof of Corollary 2.6 for a more invariant version of the diagram.

Observe that (1.14) has the following numerical consequences:

$$\det(N_{L/X}) = \mathcal{O}_L((n + 1 - m) - d), \quad \text{rk}(N_{L/X}) = n - m, \quad \text{and}$$

$$\chi(N_{L/X}) = \chi(\mathcal{O}_L(1)) \cdot (n + 1 - m) - \chi(\mathcal{O}_L(d))$$

$$= (m + 1) \cdot (n + 1 - m) - \left(\frac{m + d}{d}\right).$$

which equals the right-hand side of (1.11).

For $m = 1$ and $d = 3$ these observations allow us to classify all normal bundles.

**Lemma 1.13.** Let $L \subset X$ be a line in a smooth (along $L$) cubic hypersurface $X \subset \mathbb{P}^{n+1}$. Then $N_{L/X} \cong \mathcal{O}_L(a_1) \oplus \cdots \oplus \mathcal{O}_L(a_{n-1})$, $a_1 \geq \cdots \geq a_{n-1}$, with

$$(a_1, \ldots, a_{n-1}) = \begin{cases} (1, \ldots, 1, 0, 0) & \text{or} \\ (1, \ldots, 1, 1, -1). \end{cases}$$

**Proof** As $L \cong \mathbb{P}^1$, any locally free sheaf on $L$ is isomorphic to a direct sum of invertible sheaves, so $N_{L/X} \cong \bigoplus \mathcal{O}_L(a_i)$ with $\sum a_i = n - 3$. However, the inclusion $N_{L/X} \subset \mathcal{O}_L(1)^{\oplus m}$ implies $a_i \leq 1$, which is enough to conclude. $\Box$

Together with Proposition 1.10 and Remark 1.12, the lemma implies the following.

**Corollary 1.14.** The Fano variety of lines $F(X)$ of a smooth cubic hypersurface $X \subset \mathbb{P}^{n+1}$ is smooth and of dimension $2n - 4$ if not empty.

Furthermore, the universal Fano variety $F(X) \longrightarrow |\mathcal{O}_X(3)|$ is smooth over $|\mathcal{O}_X(3)|_{\text{sm}}$. 
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Proof Indeed, for both cases, \((a_i) = (1, \ldots, 1, 0, 0)\) and \((a_i) = (1, \ldots, 1, 1, -1)\), we have \(H^i(L, N_{L/X}) = 0\) and hence \(F(X)\) is smooth. The dimension formula follows from \(h^0(L, \bigoplus \mathcal{O}(a_i)) = 2n - 4\) in the two cases. □

Definition 1.15. Lines with \((a_i) = (1, \ldots, 1, 0, 0)\) and \((a_i) = (1, \ldots, 1, 1, -1)\) are called lines of the first type and of the second type, respectively.

Remark 1.16. It will come in handy, see e.g. Remark 2.20, to write the normal bundle of lines of both types in a more invariant form as

\[
N_{L/X} = \begin{cases} 
\bigl( H^0(L, N_{L/X}(-1)) \otimes \mathcal{O}_L(1) \bigr) \oplus \bigl( H^1(L, N_{L/X}(-2)) \otimes \det(W^*) \otimes \mathcal{O}_L \bigr) & \text{resp.} \\
\bigl( H^0(L, N_{L/X}(-1)) \otimes \mathcal{O}_L(1) \bigr) \oplus \bigl( H^1(L, N_{L/X}(-1)) \otimes \det(W^*) \otimes \mathcal{O}_L(-1) \bigr).
\end{cases}
\]

The factor \(\det(W^*)\) in the second summands comes in since \(H^1(L, \mathcal{O}_L(-2))\) is one-dimensional, but it does not come with a natural basis. Indeed, from the Euler sequence one has natural isomorphism \(\omega_L \cong \mathcal{O}_L(-2) \otimes \det(W^*)\), which combined with the natural trivialization of \(H^1(L, \omega_L)\) implies \(H^1(L, \mathcal{O}_L(-2)) \cong \det(W)\).

Hence, for a line \(L \subset X\) of the second type there exists a natural isomorphism

\[
\det(N_{L/X}) \cong \det H^0(L, N_{L/X}(-1)) \otimes H^1(L, N_{L/X}(-1)) \otimes \det(W^*) \otimes \mathcal{O}_L(n - 3).
\]

On the other hand, the normal bundle sequence for \(L \subset X\) leads to a natural isomorphism \(\det(N_{L/X}) \cong \omega_{X/L} \otimes \omega_L \cong \det(W^*) \otimes \mathcal{O}_L(n - 3)\). Combining the two isomorphisms, one obtains a natural (in \(L\) and for fixed \(X\)) isomorphism

\[
\det H^0(L, N_{L/X}(-1)) \cong H^1(L, N_{L/X}(-1))^*.
\]

Exercise 1.17. Show that for any line \(L \subset X\) in a smooth cubic hypersurface, the normal bundle sequence splits and, therefore, \(T_{X/L} \cong \mathcal{O}(2) \oplus N_{L/X}\). Thus, the property of being of the first or of the second type can also be read off from the shape of \(T_{X/L}\).

Exercise 1.18. Consider the normal bundle \(N_{L/F(X)\times X}\) of the natural inclusion \(L \subset F(X) \times X\) and globalize Proposition 1.10 to the isomorphism

\[
T_{F(X)} \cong p_* N_{L/F(X)\times X}
\]

of the tangent bundle of the Fano variety.

Proposition 1.19. Let \(X \subset \mathbb{P}^{n+1}\) be a smooth cubic hypersurface, \(n \geq 2\). Then the Fano variety of lines \(F(X)\) is smooth, projective, and of dimension

\[
\dim(F(X)) = 2n - 4.
\]

Proof The preceding discussion essentially proves the claim. It only remains to show that \(F(X)\) is non-empty. For this consider the Fermat cubic \(X_0 = V(x_0^3 + \cdots + x_{n+1}^3)\) which is smooth for \(\text{char}(k) \neq 3\). Then clearly the line \(L_0 \coloneqq V(x_0 + x_1, x_2 + x_3, x_4, \ldots, x_{n+1})\) is in \(F(X)\).
is contained in $X_0$ and hence $F(X_0) \neq \emptyset$. See Remark 1.5.1 for a similar observation. For char($k$) = 3 with $\xi = \sqrt{-1} \in k$ one may take $X_0 := V(\sum_0^n x_i x_{i+1}^2 + x_i^3)$, see Section 1.2.2, and the line $L_0 := V(x_0 - \xi x_1, x_2, x_3, \ldots, x_{n+1})$. Of course, for the assertion one may assume $k = \bar{k}$.

According to Remark 1.12, the vanishing $H^1(L_0, \mathcal{N}_{L_0/X}) = 0$ not only proves that the fibre $F(X_0)$ of $F(X) \longrightarrow |\mathcal{O}(3)|$ over the point $X_0 \in |\mathcal{O}(d)|$ is smooth at the point $L_0 \in F(X_0)$ but that in fact the morphism is smooth at the point $L_0$. In particular, the projective morphism $F(X) \longrightarrow |\mathcal{O}(d)|$ is surjective which proves $F(X) \neq \emptyset$ for all cubics. Alternatively, one can combine dim($F(X_0)$) = $2n - 4$ with Corollary 1.5 to conclude that the generic non-empty fibre is of dimension exactly $2n - 4$. Hence, again by Corollary 1.5, $F(X) \longrightarrow |\mathcal{O}(3)|$ has to be surjective, i.e. $F(X)$ is non-empty for all $X$. Another, more direct argument will be given in Remark 3.6.

Exercise 1.20. Assume that a cubic hypersurface $X \subset \mathbb{P}^{n+1}$ contains two distinct, but intersecting lines $L_1, L_2 \subset X$. Show that then there exists a plane $\mathbb{P}^2 \subset \mathbb{P}^{n+1}$ such that either $L_1 \cup L_2 \subset \mathbb{P}^2 \subset X$ or the intersection $\mathbb{P}^2 \cap X$ is a union $L_1 \cup L_2 \cup L$ of three lines. This applies to all smooth cubic hypersurfaces of dimension at least two.

1.5 (Uni-)rational parametrization II The existence of lines in cubic hypersurfaces has the following immediate consequence.

Corollary 1.21. For a smooth cubic hypersurface $X \subset \mathbb{P}^{n+1}$ of dimension $n > 1$ defined over an algebraically closed field, there exists a rational dominant map of degree two

$$\mathbb{P}^n \longrightarrow X.$$ 

Thus, cubic hypersurfaces of dimension at least two are unirational, cf. Example 1.5.10.

The assumption on the field can be weakened, cf. [283]. One only needs the existence of one line contained in $X$. As observed at the end of Section 1.5.3, there also exists a dominant rational map of degree two

$$X \longrightarrow \mathbb{P}^n.$$ 

Proof Pick a line $L \subset X$ and consider the projectivization of the restricted tangent bundle $\mathbb{P}(T_X|_L) \longrightarrow L$. A point in $\mathbb{P}(T_X|_L)$ is represented by a tangent vector $0 \neq v \in T_xX$, which then defines a unique line $L_v \subset \mathbb{P}$ passing through $x$ with $T_xL_v \subset T_xX$ spanned by $v$. Then, either the line $L_v$ is contained in $X$ or, and this is the generic case, it is not. In the latter case, $L_v$ intersects $X$ in a unique point $y_v \in X$ with the property that the scheme theoretic intersection $L_v \cap X$ is $2x + y_v$. Note that $y_v = x$ can occur.

2 Thanks to X. Wei for the reference.
Unless $X$ contains a hyperplane, one defines in this way a rational map
\[
P(T_x|_L) \dashrightarrow X, \ v \mapsto y_v,
\] (1.17)
which is regular on a dense open subset intersecting each fibre $P(T_x|_L)$, $x \in L$.

Now, pick a point $y \in X \setminus L$ in the image and consider the cubic curve $C_y := yL \cap X$. If the residual conic $Q$ of $L \subset C_y = L \cup Q$ does not contain $L$, then there exist at most two lines $y \in L$, $i = 1, 2$, that intersect $L$ and, at the same time, are tangent to $X$ at their intersection points. They correspond to the (at most) two points of the intersection $L \cap Q$. In other words, under the assumption on $C_y$ the non-empty fibre of $v \mapsto y_v$ over $y$ would consist of at most two points. Furthermore, for dimension reasons, $P(T_x|_L) \dashrightarrow X$ would be dominant. To show that $C_y = L \cup Q$ satisfies $L \nsubseteq Q$ for at least one (and then for the generic) $y$, take any tangent vector $v \in T_x P^{n+1} \setminus T_x X, x \in L$. Then the line $L_v$ is not tangent to $X$ at $x$ and, therefore, $L \nsubseteq Q$ for the residual conic of $L \subset L_v \cap X$. But then for any point $y \in Q$ the cubic $C_y$ has the desired property. Hence, the rational map (1.17) is generically of degree two and dominant.

\[\text{Remark 1.22.} \] The restriction of the map (1.17) to the fibre over one point $x \in L$ defines a generically injective rational map
\[
P^{n-1} \cong P(T_x X) \dashrightarrow X.
\] (1.18)
The indeterminacies of this map are contained in the set of tangent directions $v$ for which the line $L_v$ is contained in $X$. Since the line $L_v$ is determined by the two points $x, y_v$ as soon as $x \neq y_v$, the map is injective on the open subset of tangent directions with $L_v \cap X \neq 3x$. Note that this open set is not empty. Indeed, it contains the tangent direction of any line $x \in L \subset P$ tangent to $X$ at $x$ and going through a point $y$ in $X \cap P^n$, where $P^n \subset P$ is a generic linear subspace not containing $x$, cf. Remark 3.6. Warning: The rational subvariety (1.18) is not linear.

\[\text{Remark 1.23.} \] The Lüroth problem is a classical question in algebraic geometry that asks whether a unirational variety is automatically rational. This holds in dimension one and in dimension two over algebraically closed fields of characteristic zero. Much of the work on cubic hypersurfaces has been triggered by the Lüroth problem. Cubic surfaces are in fact rational. However, smooth cubic threefolds are never rational, see Section 5.4.5. The general cubic fourfold is not expected to be rational, but special ones are, see Conjectures 6.5.15 and 7.3.1.

Sometimes rationality can be excluded by topological properties not necessarily satisfied by unirational varieties. For example, the celebrated article by Artin and Mumford [25] uses torsion in $H^3(X, \mathbb{Z})$ to exhibit a unirational threefold that is not rational. However, the easiest topological invariant, the fundamental group $\pi_1(X)$, does not distinguish between rational and unirational varieties. Indeed, as proved by Serre [423],
unirational varieties in characteristic zero are simply connected and, more generally, rationally connected varieties are simply connected by a result of Kollár [282]. For cubic hypersurfaces this provides us with an alternative proof of Corollary 1.1.1. Note that in positive characteristic, already for surfaces, unirationality neither implies rationality nor simply connectedness, see [433, 434].

Remark 1.24. There is a general expectation (conjecture of Debarre–de Jong) that for $d \leq n+1$ and $\text{char}(k) = 0$ or at least $\text{char}(k) \geq d$ the Fano variety of lines $F(X)$ is smooth of the expected dimension $2n - d - 1$. For $d \leq 6$ this has been proved in characteristic zero by Beheshti [61] to which we also refer for further references. See also [174, Prop. 6.40], where the claim is reduced to the case $d = n + 1$.

Remark 1.25. Note that for $m \geq 2$ and an $m$-plane $L \subset X$ contained in a smooth (along $L$) hypersurface $X$ of degree $d$ such that $N_{L/X} \cong \bigoplus \mathcal{O}(a_i)$ the Fano variety $F(X,m)$ at the point $L \in F(X,m)$ is smooth of dimension $\sum h^0(P^m, \mathcal{O}(a_i))$. However, in contrast to locally free sheaves on $P^1$, there is a priori no reason why $N_{L/X}$ on $L \cong P^m$ should be a direct sum of invertible sheaves. Also the dimension of $F(X,m)$ is harder to control as other cohomology groups $H^i(L, N_{L/X})$ enter the picture.

2 Lines of the first and second type

We come back to the difference between lines of the first and of the second type. Various characterizations are available, e.g. via the Gauss map or via linear subspaces tangent to the line. We introduce the Fano variety $F_2(X)$ of lines of the second type and determine its dimension, similar to the computation for $F(X)$ itself.

2.1 Linear spaces tangent to a line

As a warm-up we propose the following.

Exercise 2.1. Prove that for a line $L \subset X$ in a smooth cubic hypersurface the following conditions are equivalent:

(i) $L$ is of the first type, (ii) $H^1(L, N_{L/X}(-1)) = 0$, and (iii) $H^1(L, N_{L/X}(-1)) = n - 3$.

Find similar descriptions in terms of the restriction of the tangent bundle $T_{X|L}$, cf. Exercise 1.17. Assume now that $L$ is contained in a smooth hyperplane section $Y = X \cap H$ and show that if $L$ is of the first type as a line in $Y$ then it is so as a line in $X$. The converse does not hold in general.

Remark 2.2. From Exercise 2.1 and (1.14) we deduce that a line $L \subset X$ in a smooth cubic hypersurface $X = V(F)$ is of the first type if and only if the partial derivatives $\partial_i F|_L \in H^0(L, \mathcal{O}_L(2))$ span the three-dimensional space $H^0(L, \mathcal{O}_L(2))$. Hence, $L$ is of the second type if and only if $\langle \partial_i F|_L \rangle \subset H^0(L, \mathcal{O}_L(2))$ is of dimension two. Note that
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\[ \dim(\partial_i F|_L) \geq 2 \] holds for all lines, as otherwise the \( \partial_i F \) would have a common zero in at least one point of \( L \), contradicting the smoothness of \( X \).

For \( L = \mathbb{P}(W) \) the surjection \( \mathcal{N}_{L/X} \twoheadrightarrow \mathcal{N}_{X/P}|_L \) can be viewed as a map \( V/W \otimes \mathcal{O}_L(1) \twoheadrightarrow \mathcal{O}_L(3) \), cf. (1.15). After twisting and taking global sections, it gives the short exact sequence

\[
0 \rightarrow \mathcal{N}_{L/X}(-1) \rightarrow \mathcal{N}_{L/X}(-1) \rightarrow \mathcal{O}_L(2) \rightarrow 0
\]

\[ \cong V/W \otimes \mathcal{O}_L \]

with its associated long exact cohomology sequence

\[
0 \rightarrow H^0(L, \mathcal{N}_{L/X}(-1)) \rightarrow V/W \rightarrow H^0(L, \mathcal{O}_L(2)) \rightarrow H^1(L, \mathcal{N}_{L/X}(-1)) \rightarrow 0.
\]

\[ = S^2(W^*) \]

The map in the middle

\[
\psi_L: V/W \longrightarrow H^0(L, \mathcal{O}_L(2)) = S^2(W^*)
\] (2.1)

is of rank at least two. It is of rank three, i.e. surjective, if and only if \( L \) is of the first type.

The map (2.1) can be described more abstractly: The cubic polynomial defining \( X \) is an element \( F \in S^3(V^*) \), which by contraction defines a map \( i_F: V \longrightarrow S^2(V^*) \). In other words, \( i_F \) maps a vector \( x \in V \) to the partial derivative \( \partial_x F \). Composing with the natural projection \( S^2(V^*) \rightarrow S^2(W^*) \) gives

\[
\begin{array}{ccc}
V & \xrightarrow{i_F} & S^2(V^*) \\
\downarrow{\psi_L} & & \downarrow{\phi} \\
V/W & \rightarrow & S^2(W^*)
\end{array}
\]

Here, the dotted arrow exists as \( L = \mathbb{P}(W) \subset X \).

**Example 2.3.** Consider the Fermat cubic \( X = V(F = \sum x_i^3) \subset \mathbb{P}^{n+1} \) over a field \( k \) with \( \text{char}(k) \neq 3 \). Then \( L := V(x_0 + x_1, x_2 + x_3, x_4, \ldots, x_{n+1}) \) is a line of the second type contained in \( X \), cf. the proof of Proposition 1.19.

Indeed, under \( \mathbb{P}^1 \longrightarrow L, [t : s] \longrightarrow [t : -t : s : -s : 0 : \cdots : 0] \) the partial derivatives \( \partial_i F, i = 0, \ldots, n + 1 \), pull back to \( 3t^2, 3t^2, 3s^2, 3s^2, 0, \ldots, 0 \) and, therefore, span a subspace of \( H^0(\mathbb{P}^1, \mathcal{O}_{\mathbb{P}^1}(2)) \) of dimension two only. We leave it to the reader to work out an example in the case \( \text{char}(k) = 3 \).

Lines \( L \) of the first and the second type in \( X \) can also be distinguished by the existence of linear subspaces containing \( L \) that are tangent to \( X \) at every point of \( L \). We need to recall some facts from classical algebraic geometry.
Definition 2.4. The projective tangent space of a hypersurface $X = V(F)$ at a point $y \in X$ is the linear space

$$\mathbb{P}^n \cong T_yX := V\left(\sum x_i \partial_i F(y)\right) \subset \mathbb{P}^{n+1}.$$ 

The projective tangent space is independent of the choice of the equation $F$ and of the linear coordinates $x_0, \ldots, x_n$. The Euler equation implies $y \in T_yX$.

Lemma 2.5. Consider a hypersurface $X \subset \mathbb{P}^{n+1}$ and a linear subspace $P^m \cong H \subset \mathbb{P}^{n+1}$ not contained in $X$. Then for $y \in H \cap X$ the following conditions are equivalent:

(i) $H \subset T_yX$, i.e. $H$ is tangent to $X$ at the point $y$

(ii) $y$ is a singular point of $X \cap H$.

Proof Choose linear coordinates such that $H = V(x_{n+1}, \ldots, x_{n+1})$. Then $H \subset T_yX$ if and only if $x_0 \partial_0 F(y) + \cdots + x_n \partial_n F(y) = 0$ for all $[x_0 : \cdots : x_n]$, which of course is equivalent to $\partial_0 F(y) = \cdots = \partial_m F(y) = 0$. As the $\partial_i F(y)$, $i = 0, \ldots, m$, are the partial derivatives of the restriction $F|_H$, which defines the intersection $X \cap H$, this proves the assertion. $\square$

In Section 5.1.1, especially Lemma 5.1.8, and Section 6.0.2, the next result will be discussed again and in more detail for cubic hypersurfaces of dimension three and four.

Corollary 2.6. Assume $L \subset X \subset \mathbb{P}^{n+1}$ is a line contained in a smooth cubic.

(i) The line $L$ is of the first type if and only if there exists a unique linear subspace $L \subset P_L \cong \mathbb{P}^{n-2}$ that is tangent to $X$ at every point $y \in L$.

(ii) The line $L$ is of the second type if and only if there exists a linear subspace $L \subset P_L \cong \mathbb{P}^{n-1}$ that is tangent to $X$ at every point $y \in L$. In this case, $P_L$ is unique.

Furthermore, the linear subspace $P_L$ can be described as the intersection of all tangent spaces at points of $L$, i.e.

$$P_L = \bigcap_{y \in L} T_yX.$$ 

Proof We start with a direct argument to prove (ii).

If $L$ is of the second type, then by Remark 2.2 all derivatives $\partial_i F|_L$ are linear combinations of two quadratic forms $Q, Q' \in H^0(L, \mathcal{O}_L(2))$, i.e. $\partial_i F(y) = a_i Q(y) + a'_i Q'(y)$ for all $y \in L$. Hence, we can write $\sum x_i \partial_i F(y) = (\sum a_i x_i) Q(y) + (\sum a'_i x_i) Q'(y)$ and define

$$P_L := V\left(\sum a_i x_i, \sum a'_i x_i\right) \subset \mathbb{P}^{n+1}.$$ 

Then $P_L \cong \mathbb{P}^{n-1}$ satisfies $P_L \subset T_yX$ for all $y \in L$.

Conversely, assume for a line $L \subset X$ that there exists $L \subset P_L \cong \mathbb{P}^{n-1}$ with $P_L \subset T_yX$ for all $y \in L$. If, to simplify the notation, $L = V(x_2, \ldots, x_{n+1}) \subset P_L = V(x_n, x_{n+1})$, this is
equivalent to $\partial_0 F(y) = \cdots = \partial_{n-1} F(y) = 0$ for all $y \in L$. Thus, the derivatives $\partial_i F|_L$ span only a two-dimensional space in $H^0(L, \mathcal{O}_L(2))$ and, therefore, $L$ is of the second type.

An alternative argument, which is more invariant and also proves (i), goes as follows: If $L = \mathbb{P}(W)$ is contained in a linear subspace $\mathbb{P}(U)$, then rewriting (1.15) as

$$W \otimes \mathcal{O} \subset U \otimes \mathcal{O} \xrightarrow{\cong} U/W \otimes \mathcal{O} \xrightarrow{\mathcal{N}_{L/X}(-1)} \mathcal{O}_{L}(2) \cong \mathcal{N}_{X/P|L}(-1)$$

shows that $\mathbb{P}(U)$ is tangent to $X$ at every point of $L$ if and only if the subspace $U \subset V$ maps to $\mathcal{N}_{L/X}(-1) \subset \mathcal{N}_{L/P}(-1)$ under the surjection $V \otimes \mathcal{O} \twoheadrightarrow \mathcal{N}_{L/P}(-1)$.

In (i) and (ii), we let $P_L = \mathbb{P}(U)$ with $U \subset V$ defined as the pre-image under the map $V \otimes \mathcal{O} \twoheadrightarrow \mathcal{N}_{L/P}(-1)$ of the maximal trivial subbundle $\mathcal{O}_P^{k\mathbb{A}} \subset \mathcal{N}_{L/X}(-1) \subset \mathcal{N}_{L/P}(-1) \cong V/W \otimes \mathcal{O}$ with $k = n - 3$ and $k = n - 2$, respectively.

To prove the last assertion, use that by virtue of Lemma 2.5, $P_L \subset T_y X$ if and only if $X \cap P_L$ is singular at $y$. Since by definition, $P_L$ is tangent to $X$ at every point $y \in L$, i.e. $X \cap P_L$ is singular at every point $y \in L$, this proves the inclusion $P_L \subset \cap T_y X$. As the intersection is linear, the same argument proves equality. $\Box$

**Remark 2.7.** For later use, we emphasize that $P_L$ can be identified as $P_L = \mathbb{P}(U) \subset \mathbb{P}(V)$ with $W \subset U \twoheadrightarrow H^0(L, \mathcal{N}_{L/X}(-1)) \subset V/W$, i.e. $U \subset V$ is the pre-image of $H^0(L, \mathcal{N}_{L/X}(-1)) \subset V/W$ under the natural projection.

**Remark 2.8.** If $L$ is of the second type, then the linear subspaces $L \subset \mathbb{P}^{n-2} \subset \mathbb{P}^{n+1}$ that are tangent to $X$ at all points of $L$ are exactly the linear subspaces $L \subset \mathbb{P}^{n-2} \subset P_L$. They are parametrized by $\mathbb{P}(U/W)^* \cong \mathbb{P}^{n-3}$, where we write $L = \mathbb{P}(W)$ and $P_L = \mathbb{P}(U)$.

**Exercise 2.9.** Fix a line $L = \mathbb{P}(W) \subset X$ in a smooth cubic hypersurface $X \subset \mathbb{P}^{n+1}$.

(i) Consider a plane $L = \mathbb{P}(W) \subset \mathbb{P}^{n+1}$ not contained in $X$ and let $Q \subset \mathbb{P}^{n-1} \cap X$ be the residual conic of $L \subset \mathbb{P}^{n-1} \cap X$. Show that $L \subset Q$ if and only if $\mathbb{P}^{n-1} \subset P_L$.

(ii) Deduce from (i) that the line $W_y \subset V/W$ corresponding to a point $y \in \mathbb{P}^{n+1} \setminus L$ is contained in the kernel of $\psi_L \colon V/W \overset{\cong}{\twoheadrightarrow} S^2(W^*) = H^0(L, \mathcal{O}(2))$, see Remark 2.2, if and only if $y \in P_L$. 
(iii) Show that the zero set in $L$ of $\psi_L(W_y) \subset H^0(L, O(2))$ is the intersection $L \cap Q_y$ of $L$ with the residual conic $Q_y$ of $L \subset \gamma L \cap X$.

Note that by (ii) for $y \in P_L$ the image $\psi(W_y)$ is trivial and, thus, its zero set is all of $L$, which fits with (i) saying $L \subset Q_y$ in this case.

Another way of rephrasing the difference between lines of the first and of the second type in more geometric terms uses on the Gauss map. Recall that the Gauss map for a hypersurface $X = V(F) \subset \mathbb{P} := \mathbb{P}^{n+1}$ is the map

$$\gamma_X : \mathbb{P} \rightarrow \mathbb{P}^*, \ x \mapsto [\partial_0 F(x) : \cdots : \partial_{n+1} F(x)],$$

which is regular for smooth $X$, see Lemma 1.3.1. For $d > 1$ the morphism is not constant and hence finite. Then, also its restriction

$$\gamma_X : X \rightarrow X^* := \gamma_X(X)$$

onto the dual variety $X^*$ is finite. Geometrically, $\gamma_X$ maps $y \in X$ to the projective tangent space $T_y X = V(\sum x_i \partial_i F(y))$. Hence, the fibre of $\gamma_X$ over a point $[H] \in X^*$ corresponding to a hyperplane $H \subset \mathbb{P}$ is the set of all points $x \in X$ at which $H$ is tangent to $X$. Moreover, $\gamma_X$ is generically injective as $\gamma_X \circ \gamma_X = \text{id}$, cf. [174, Ch. 10]. In other words, $\gamma_X : X \rightarrow X^*$ is the normalization of $X^*$.

As an immediate consequence of Remark 2.2, one then finds the following.

**Exercise 2.10.** Let $L \subset X$ be a line contained in a smooth cubic hypersurface $X$. Prove the following assertions:

(i) The line $L$ is of the first type if and only if $\gamma_X : L \rightarrow \gamma_X(L)$ is an isomorphism onto a smooth plane conic.

(ii) The line $L$ is of the second type if $\gamma_X : L \rightarrow \gamma_X(L)$ is a degree two covering of a line.

Note that Lemma 1.13 applied to the case $n = 2$ leaves only one possibility, namely $N_{L/X} \cong O_L(-1)$, which counts as a line of the first type. For $n > 2$ there are two cases and both can be geometrically realized on any smooth cubic hypersurface, see [174, Prop. 6.30]. Indeed, for lines of the second type this follows from Example 2.3 and Proposition 2.13. For lines of the first type combine the dimension formulae in Lemma 2.12 and Proposition 1.19.

---

3 Often, when the Gauss map is involved, some assumptions on the characteristic $\text{char}(k)$ of the ground field $k$ have to be made. As we will usually only consider hypersurfaces of degree three, it will suffice to assume that $\text{char}(k) \neq 2, 3$. 

2.2 Lines of the second type

Assume \( n > 2 \). Lines of the first type are generic or, equivalently, the set of lines of the second type

\[
F_2(X) := \{ L \mid h^0(L, \mathcal{N}_L/X(-1)) \geq n - 2 \} \subset F(X)
\]

is a proper closed subscheme.

Remark 2.11.
The characterization of lines of the second type given in Remark 2.2 in terms of the map \( \psi_L \) in (2.1) globalizes to the following description of \( F_2(X) \): Writing \( S_F \) and \( Q_F \) for the restriction of the universal subbundle and the universal quotient bundle to \( F = F(X) \), there exists a canonical sheaf homomorphism

\[
\psi : Q_F \to S^2(S^*F)
\]

for which \( F_2(X) \) is the degeneracy locus:

\[
F_2(X) = M_2(\psi) := \{ L \in F(X) \mid \text{rk}(\psi_L) \leq 2 \}.
\]

As \( \text{rk}(S^2(S^*F)) = 3 \), the locus \( F_2(X) \) is isomorphic the zero locus of a global section of a locally free sheaf. Indeed, consider the projective bundle \( \pi : \mathbb{P}(S^2(S^*F)) \to F \) with the tautological injection \( \mathcal{O}_F(-1) \to \pi^*S^2(S^*F) \). The composition with the pull-back of the dual of \( \psi \) leads to

\[
\mathcal{O}_F(-1) \to \pi^*S^2(S^*F) \to \pi^*Q^*_F,
\]

which can also be considered as a global section \( \tilde{\psi} \in H^0(\mathbb{P}(S^2(S^*F)), \pi^*Q^*_F \otimes \mathcal{O}_F(1)) \). Then, the projection \( \pi \) induces an isomorphism

\[
\pi : V(\tilde{\psi}) \to F_2(X).
\]

This observation immediately implies a dimension formula for \( F_2(X) \).

Lemma 2.12. If not empty, the locus \( F_2(X) \subset F(X) \) of lines of the second type contained in a smooth cubic hypersurface \( X \) of dimension \( n \) is of dimension

\[
\dim(F_2(X)) = n - 2 = (1/2) \dim(F(X)).
\]

Furthermore, the closed set of all \( x \in X \) contained in a line of the second type is of dimension at most \( n - 1 \). See Corollary 2.15 for a stronger statement.

Proof. The proof has two parts. First, the usual dimension formula for degeneracy loci shows \( \text{codim}(M_2(\psi)) \leq (\text{rk}(Q_F) - 2) \cdot (\text{rk}(S^2(S^*F)) - 2) = n - 2 \), cf. [24, 174, 188]. Therefore, \( \dim(F_2(X)) \geq n - 2 \). The second part consists of proving that \( n - 2 \) is an upper bound for the dimension which was first observed by Clemens and Griffiths [120, Cor. 7.6].

As \( \gamma_X : X \to X^* \) is generically injective, the image of \( q : \mathbb{L}_2 := p^{-1}(F_2) \to X \) is a proper closed subscheme and, therefore, of dimension at most \( n - 1 \). Hence, as the
first projection $p : L_2 \longrightarrow F_2$ is of relative dimension one, it suffices to show that the map $q_2 := q|_{L_2} : L_2 \longrightarrow q(L_2) \subset X$ is generically finite, which will also prove the last assertion.

For $x \in q_2(L_2)$ consider $\iota_x : q_2^{-1}(x) \longrightarrow X$, $L \longmapsto \iota_L(x)$, where $\iota_L : L \longrightarrow L$ is the covering involution for the restriction of the Gauss map $\gamma_X|_L : L \longrightarrow X'$, see Exercise 2.10:

\[
\begin{array}{c}
\iota_L \cup L \longrightarrow X \\
\downarrow\quad \downarrow \\
\gamma_X(L) \longrightarrow X'.
\end{array}
\]

Thus, $\gamma_X(\iota_L(L)) = \gamma_X(x)$ for all $L \in q_2^{-1}(x)$ and, therefore, the image of $\iota_x$ is finite. If $x \neq \iota_L(x)$, the line $L \in q_2^{-1}(x)$ is the unique line through $x$ and $\iota_L(x)$. Hence, $\iota_x$ is injective on the open subset of lines $L \in q_2^{-1}(x)$ satisfying $x \neq \iota_L(x)$, which implies that this set is finite. It remains to prove that the lines with $x = \iota_L(x)$ do not affect our dimension count. For this observe that the set of points $(L, x) \in L_2$ with $x = \iota_L(x)$ is (fibrewise with respect to $p$) of codimension one. As for the assertion it suffices to prove finiteness of $q_2$ restricted to its complement, this concludes the proof. \(\square\)

**Proposition 2.13.** For a generic smooth cubic hypersurface $X \subset \mathbb{P}^{n+1}$ of dimension $n > 2$ the locus $F_2(X) \subset F(X)$ of lines of the second type is non-empty, smooth and of dimension

\[
\dim(F_2(X)) = n - 2 = (1/2) \dim(F(X)).
\]

**Proof** The dimension formula has been established already for all smooth $X$ already by Lemma 2.12. So, we only have to prove the non-emptiness and the smoothness for generic $X$. However, the following arguments, adapted from the four-dimensional case treated by Amerik [18], also provide an alternative proof for the dimension formula.

Consider the universal Fano variety of lines of the second type

\[
F_2(X) \subset F(X) \subset |\mathcal{O}_3(3)| \times \mathbb{G}(1, \mathbb{P}),
\]

cf. Proposition 1.5. So the fibre of $F_2(X) \longrightarrow |\mathcal{O}_3(3)|$ over the point corresponding to a smooth cubic $X$ is $F_2(X)$. The fibres of the other projection $\pi : F_2(X) \longrightarrow \mathbb{G}(1, \mathbb{P})$ are all isomorphic to, say, the fibre over the line $L = V(x_0, \ldots, x_{n-1}) \subset \mathbb{P}$. It is a closed subscheme of the fibre of $F(X)$, which is the projective space $F_L := [L \otimes \mathcal{O}_3(3)]$. Recall from Remark 2.2 and Exercise 2.10 that $\pi^{-1}(L) \subset F_L$ in points corresponding to smooth cubics is characterized by the property that $\partial_i F_L \in H^0(L, \mathcal{O}_L(2))$, $i = 0, \ldots, n-1$, span a two-dimensional subspace. Thus, $\pi^{-1}(L)$ is the degeneracy locus $M_2(\psi) \subset F_L$ of

\[
\psi : \langle x_0, \ldots, x_{n-1} \rangle \otimes \mathcal{O}_F(-1) \longrightarrow H^0(L, \mathcal{O}_L(2)) \otimes \mathcal{O}_F
\]

which at the point $[F] \in F_L$ is $\psi_F(x_i) = \partial_i F|_F$, cf. Remark 2.11. The coefficients of $\psi$
are the $3n$ coordinates corresponding to the monomials
\[ x_i \cdot x_n^2, \ x_i \cdot x_n x_{n+1}, \text{ and } x_i \cdot x_{n+1}^2, \]
i = 0, \ldots, n - 1, among all the linear coordinates of $\mathbb{P}_L = |L \otimes \mathcal{O}_
(3)|$.

Thus, with respect to the monomial basis of $\mathbb{P}_L$ and the basis of $H^0(L, \mathcal{O}_L(2))$ given by the restrictions of $x_n^2, x_n x_{n+1}, \text{ and } x_{n+1}^2$, the situation is described by the matrix
\[
\psi = \begin{pmatrix}
y_0 & \cdots & y_{n-1} \\
y_n & \cdots & y_{2n-1} \\
y_{2n} & \cdots & y_{3n-1}
\end{pmatrix}
on a projective space $\mathbb{P}^N$ with coordinates $y_0, \ldots, y_{3n-1}, y_N$. Hence, $M_k(\psi)$ is the pre-image under the linear projection $\mathbb{P}_N \to \mathbb{P}^{|O_\n(3)|}$ of the universal determinantal variety in $\mathbb{P}(M(3, n))$ (with the $3n$ coordinates $y_0, \ldots, y_{3n-1}$). Hence, the classical formulae apply, see [24, 174], and show that $\text{codim}(M_k(\psi)) = (n-k) \cdot (3-k)$. In particular, the fibre $\pi^{-1}(L)$ is of codimension $n - 2$ in $|L \otimes \mathcal{O}_\n(3)|$ and the singularities of the fibre over $L$ are contained in $M_1(\psi)$. This proves that
\[
\text{dim}(F_2(X)) = \text{dim} |O_\n(3)| + n - 2.
\]

As the image of $F_2(X) \to |O_\n(3)|$ meets the smooth locus, cf. Example 2.3, and the fibre over any smooth $X \in |O_\n(3)|$ is of dimension at most $n - 2$, cf. Lemma 2.12, $F_2(X)$ is indeed of dimension $n - 2$ for all smooth $X$.

Using that the $\partial_i F_1 \in H^0(L, \mathcal{O}_L(2))$ for a smooth cubic $X = V(F)$ always span at least a two-dimensional space, we conclude that the image of $M_1(\psi)$ in $|O_\n(3)|$ does not meet the open subset of smooth cubics. In other words, the open subset of $F_2(X)$ lying over $|O_\n(3)|_{\text{sm}} \subset |O_\n(3)|$ is smooth. Hence, $F_2(X) \subset F(X)$ is smooth of dimension $n - 2$ for the generic smooth cubic hypersurface $X$. \hfill \Box

**Exercise 2.14.** In the above proof, we observed that $F_2(X)$ is non-empty of dimension $n - 2$ for all smooth cubic hypersurfaces. Alternatively, one can deduce the non-emptyness using semi-continuity and (2.2). We stress that for special smooth cubic hypersurfaces $F_2(X)$ may well be singular, see Remark 5.1.7.

### 2.3 Points contained in lines of the second type
As a consequence we show that the generic point $x \in X$ is not contained in a line of the second type and that the generic point in the locus of points that are contained in a line of the second type is contained in only finitely many such. Implicitly, we have seen this already in the proof of Lemma 2.12.
Corollary 2.15. Consider the restriction of (1.7) to \( F_2 := F_2(X) \)

\[
\begin{array}{c}
\mathbb{L}_2 := p^{-1}(F_2) \rightarrow \mathbb{L} \rightarrow \mathbb{L}_2 \\
\downarrow \hspace{1cm} \downarrow \hspace{1cm} \downarrow \hspace{1cm} \downarrow \\
F_2 \rightarrow \mathbb{F} \\
\end{array}
\]

The subvariety \( \mathbb{L}_2 \subset \mathbb{L} \) is the non-smooth locus of \( q: \mathbb{L} \rightarrow X \), i.e.

\[
\mathbb{L}_2 = \{ (L, x) \in \mathbb{L} \mid dq: T_{(L,x)}\mathbb{L} \rightarrow T_xX \text{ is not surjective} \},
\]

and its image \( q(\mathbb{L}_2) \subset X \) is a divisor in \( X \).

Proof The \( \mathbb{P}^1 \)-bundle \( \mathbb{L}_2 \rightarrow F_2(X) \) was introduced already in the proof of Lemma 2.12. There, we showed that \( q: \mathbb{L}_2 \rightarrow X \) is finite on the dense open subset of points \( (L, x) \in \mathbb{L}_2 \) for which the restriction of the Gauss map \( \gamma_X|_L \) is not ramified in \( x \). This proves the second assertion.

For the first assertion, we evoke Remark 1.11, which in our situation shows that the kernel of \( dq: T_{(L,x)}\mathbb{L} \rightarrow T_xX \) is naturally isomorphic to \( H^0(\mathbb{L}, \mathbb{N}_{\mathbb{L}/X}(-1)) \). As for lines of the first type one has \( h^0(\mathbb{L}, \mathbb{N}_{\mathbb{L}/X}(-1)) = n - 3 \) and for those of the second type \( h^0(\mathbb{L}, \mathbb{N}_{\mathbb{L}/X}(-1)) = n - 2 \), this immediately proves the assertion. \( \square \)

Note that purity of branch loci predicts the non-smooth locus to be of codimension at most \( 1 + \dim \mathbb{L} - \dim(X) = n - 2 \), i.e. of dimension at least \( n - 1 \). This fits the above description of the branch locus as \( \mathbb{L}_2 \) which, as a \( \mathbb{P}^1 \)-bundle over \( F_2(X) \), is of dimension \( \dim F_2(X) + 1 = n - 2 + 1 = n - 1 \), see Lemma 2.12.

Remark 2.16. The description

\[
\ker(dq: T_{(L,x)}\mathbb{L} \rightarrow T_xX) = H^0(\mathbb{L}, \mathbb{N}_{\mathbb{L}/X}(-1)),
\]

as used in the above proof, also shows that \( dq \) drops rank at most by one, i.e.

\[
n - 1 \leq \text{rk} \left( dq: T_{(L,x)}\mathbb{L} \rightarrow T_xX \right) \leq n
\]

and, in particular, for all \( x \in X \)

\[
n - 3 \leq \dim(q^{-1}(x)) \leq n - 2.
\]

While for the generic cubic, all fibres \( q^{-1}(x) \) are of dimension \( n - 3 \), the differential \( dq \) has never constant rank, i.e. the projection \( q \) is not smooth, for \( n \geq 3 \).

Gounelas and Kouvidakis [199, Rem. 3.8] show that the projection \( q: \mathbb{L}_2 \rightarrow X \) is birational onto its image, at least for the generic cubic \( X \subset \mathbb{P}^{n+1}, n \geq 3 \). In other words, the generic point in \( X \) that is contained in a line of the second type is contained in exactly one such line. For a direct argument for cubic threefolds see Remark 5.1.17.
Remark 2.17. There is a link between Corollary 2.6 and Corollary 2.15. For \( L \in F(X) \) consider \( P_L = \mathbb{P}(U) \) as in Corollary 2.6 and pick \( x \in L \subset P_L \). Now compare the deformations of \( L \subset X \) through \( x \) and deformations of \( L \subset P_L \) through \( x \). Using the diagram in the proof of Corollary 2.6 and combining it with the commutative diagram

\[
\begin{array}{ccc}
0 & \longrightarrow & \mathcal{N}_{L/X,P_L}(-1) \longrightarrow \mathcal{N}_{L/P_L}(-1) \longrightarrow \mathcal{N}_{X\cap P_L|L}(-1) \longrightarrow 0 \\
\downarrow & \quad & \downarrow \\
0 & \longrightarrow & \mathcal{N}_{L/X}(-1) \longrightarrow \mathcal{N}_{L/P}(1) \longrightarrow \mathcal{O}_L(2) \longrightarrow 0,
\end{array}
\]

one finds that to first order these deformations are the same, i.e.

\[H^0(L, \mathcal{N}_{L/X}(-1)) \cong H^0(L, \mathcal{N}_{L/X\cap P_L}(-1)) \cong H^0(L, \mathcal{N}_{L/P}(-1)).\]

In particular, as \( P_L \cong \mathbb{P}^{n-1} \) for lines of the second type, there are more deformations of \( L \) inside \( P_L \) through a fixed point \( x \) than for lines of the first type for which \( P_L \cong \mathbb{P}^{n-2} \).

Later we will see that for specific \( n \) the locus \( F_2(X) \) often has a concrete geometric meaning, providing a different proof for \( \dim(F_2(X)) = n - 2 \). For example, for \( n = 3 \), so smooth cubic threefolds \( Y \subset \mathbb{P}^4 \), \( F_2(Y) \) is a curve in the Fano surface \( F(Y) \), see Section 5.1.1. Note that \( F_2(Y) \) can be singular for specific smooth cubic threefolds and \( q: L_2 \longrightarrow Y \) might have positive-dimensional fibres, cf. Remark 5.1.7. Hence, for the smoothness of \( F_2(X) \), the assumption in Proposition 2.13 that \( X \) is generic is essential.

Remark 2.18. The description of \( F_2(X) \) as a degeneracy locus of the expected dimension allows one to compute its fundamental class

\[\{F_2(X)\} \in H^{n-2}(F(X), \mathbb{Z}),\]

which is the middle cohomology of the Fano variety \( F(X) \), in terms of Chern classes of \( S_F \) or, alternatively, of \( Q_F \) (Porteous formula). We will not do this in general, but see Proposition 5.1.1 for cubic threefolds and Proposition 6.4.1 for the computation in the case of cubic fourfolds.

Remark 2.19. Recall from Corollary 2.6 that for lines of the second type there exists a unique linear subspace \( L \subset P_L \cong \mathbb{P}^{n-1} \subset \mathbb{P}^{n+1} \) that is tangent to \( X \) at every point of \( L \).

Unlike the case of lines of the first type, linear subspaces \( L \subset \mathbb{P}^{n-2} \) that are tangent to \( X \) along \( L \) are not unique. They are all contained in \( P_L \) and parametrized by a subspace \( \mathbb{P}^{n-3} \subset P_L \) complementary to \( L \subset P_L \).

This leads one to consider the incidence variety \( \widetilde{F}(X) \) of all pairs \((L, \mathbb{P}(U)) \in F(X) \times \mathbb{G}(n - 2, \mathbb{P})\) consisting of a line \( L \subset X \) and a linear subspace \( \mathbb{P}^{n-2} \cong \mathbb{P}(U) \subset \mathbb{P} \) such that \( L \) is contained in \( \mathbb{P}(U) \) and \( \mathbb{P}(U) \) is tangent to \( X \) along \( L \). Then

\[
\tau: \widetilde{F}(X) \longrightarrow F(X), \quad (L, \mathbb{P}(U)) \longmapsto L
\]
is an isomorphism over $F(X) \setminus F_2(X)$ and a $\mathbb{P}^{n-3}$-bundle over $F_2(X) \subset F(X)$. So, at least over the open complement of the set $F_2(X)_{\text{sing}} \subset F(X)$ of singular points of $F_2(X)$, it looks like the blow-up $\sigma : Bl_{F_2(X)}(F(X)) \longrightarrow F(X)$.\(^4\)

To make the identification $Bl_{F_2(X)}(F(X)) \cong \tilde{F}(X)$ rigorous (while assuming for simplicity that $F_2(X)$ is smooth), we have to find a natural identification between the fibres of $\tau$ and $\sigma$ over a point $L \in F_2(X)$. By the discussion in the proof of Corollary 2.6, see also Remark 2.20 below, we know

$$\tau^{-1}(L) = \mathbb{P}(H^0(L, N_{L/X}(-1))^*) .$$

The description of $\sigma^{-1}(L)$ is more involved. As for any blow-up, the fibre over a point in the center of the blow-up is the projectivization of the normal bundle at that point, so

$$\sigma^{-1}(L) = \mathbb{P}(T_L F(X)/T_L F_2(X)) .$$

For a global description of the normal bundle for cubic fourfolds see Proposition 6.4.8.

We know that $T_L F(X) \cong H^0(L, N_{L/X})$ and that the subspace $T_L F_2(X) \subset T_L F(X)$ is the subspace of all first order deformations of $L$ in $X$ such that $L$ stays of the second type, i.e. such that $h^0(L, N_{L/X}(-1)) = n - 2$ is preserved. Assume $L \subset X_c := X \setminus \text{Spec}(k[\tau])$ corresponds to $\nu \in T_L F(X) \cong H^0(L, N_{L/X})$. The boundary map of the associated short exact sequence

$$0 \longrightarrow \epsilon : N_{L/X} \longrightarrow N_{L/X} \longrightarrow N_{L/X} \longrightarrow 0$$

twisted by $\mathcal{O}_L(-1)$ is a map

$$\text{ev}_* : H^0(L, N_{L/X}(-1)) \longrightarrow H^1(L, N_{L/X}(-1)) \cong k,$$

that sends a section $s$ to the obstruction to deform it sideways to a section of $N_{L/X_c}(-1).$\(^5\)

Altogether, we obtain a map

$$T_L F(X) \cong H^0(L, N_{L/X}) \longrightarrow \text{Hom}(H^0(L, N_{L/X}(-1)), H^1(L, N_{L/X}(-1))) \cong H^0(L, N_{L/X}(-1))^* \otimes H^1(L, N_{L/X}(-1)) ,$$

the kernel of which is $T_L F_2(X)$. Thus, for smooth points $L \in F_2(X)$ there exists a natural isomorphism $T_L F(X) / T_L F_2(X) \cong H^0(L, N_{L/X}(-1))^*$, up to tensoring with the line $H^1(L, N_{L/X}(-1))$, and hence a natural identification $\sigma^{-1}(L) \cong \tau^{-1}(L)$.

Recall from Remark 1.16 that there exists a natural isomorphism $H^1(L, N_{L/X}(-1)) \cong \det H^0(L, N_{L/X}(-1))^*$.

**Remark 2.20.** This remark is rather lengthy and a little technical. We recommend to skip it at first reading and come back to it when it is later used, see Section 6.4.4.

\(^4\) Has the following any chance of being true for $n > 3$: If there is no $\mathbb{P}^{n-2}$ contained in $X$, then $\tilde{F}$ is smooth. If $\tilde{F}$ is smooth, then $F_2$ is smooth.

\(^5\) The isomorphisms here and in the next displays are not canonical.
Let us look at the other projection
\[ \alpha : \tilde{F}(X) \longrightarrow \mathbb{G}(n-2, \mathbb{P}), \quad (L, \mathbb{P}(U)) \longrightarrow \mathbb{P}(U). \]
On the open part \( F(X) \setminus F_2(X) \subset \tilde{F}(X) \) this is just
\[ \alpha_0 : F(X) \setminus F_2(X) \longrightarrow \mathbb{G}(n-2, \mathbb{P}), \quad L \longrightarrow P_L. \]
Similarly, one can consider
\[ \beta : F_2(X) \longrightarrow \mathbb{G}(n-1, \mathbb{P}), \quad L \longrightarrow P_L. \]
We wish to describe the pull-backs of the Plücker polarizations on \( \mathbb{G}(n-2, \mathbb{P}) \) and \( \mathbb{G}(n-1, \mathbb{P}) \) under \( \alpha \) and \( \beta \). They can be compared to the standard Plücker polarizations \( \mathcal{O}_{F_2}(1) \) and \( \mathcal{O}_{F}(1) \) on \( F_2(X) \subset F(X) \subset \mathbb{G}(1, \mathbb{P}) \) as follows:
\[ \alpha^* \mathcal{O}(1) \cong \tau^* \mathcal{O}_{F}(3)(-E) \quad \text{and} \quad \beta^* \mathcal{O}(2) \cong \mathcal{O}_{F_2}(4). \]
Here, \( E \subset \tilde{F}(X) \) is the exceptional \( \mathbb{P}^{n-3} \)-bundle over \( F_2(X) \). Note that in particular \( \alpha_0^* \mathcal{O}(1) \cong \mathcal{O}_{F}(3)|_{F_1,F_2} \), which is of particular interest for \( n > 3 \), as then \( F_2(X) \subset F(X) \) is of codimension at least two.

Let us sketch the argument assuming \( n \geq 4 \) and \( \tilde{F}(X) \) smooth. In both cases, we will establish isomorphisms between the fibres of the involved line bundles that are natural and, therefore, glue to isomorphisms between the line bundles themselves. The actual gluing is left as an exercise, but see Proposition 5.2.2 for similar arguments where we do explain also the gluing.

Let \( L = \mathbb{P}(W) \subset X \) be of the first type. Then \( P_L = \mathbb{P}(U) \cong \mathbb{P}^{n-2} \), where \( U \) is given as an extension
\[ 0 \longrightarrow W \longrightarrow U \longrightarrow H^0(L, N_{L/X}(-1)) \longrightarrow 0, \quad (2.3) \]
see the proof of Corollary 2.6. Furthermore, according to Remark 2.2, there exists a short exact sequence
\[ 0 \longrightarrow H^0(L, N_{L/X}(-1)) \longrightarrow V/W \longrightarrow S^2(W^*) \longrightarrow 0. \quad (2.4) \]
After fixing \( \det(V) \cong \ell \), the fibre of \( \alpha_0^* \mathcal{O}(-1) \) at the point \( L \) is naturally isomorphic to
\[ \det(U) \cong \det(W) \otimes \det H^0(N_{L/X}(-1)) \cong \det(W) \otimes \det(V/W) \otimes \det(S^2(W)) \]
\[ \cong \det(W) \otimes \det(W)^* \otimes \det(W)^3 \cong \det(W)^3, \]
which is naturally identified with the fibre of \( \mathcal{O}_F(-3) \) at \( L \). Globalizing the argument, one obtains the isomorphism \( \alpha_0^* \mathcal{O}(1) \cong \mathcal{O}_{F_2}(3)|_{F_1,F_2} \). To conclude the description of the pull-back \( \alpha^* \mathcal{O}(1) \) it suffices to show that it restricts to \( \mathcal{O}(1) \) on the fibres of \( E \longrightarrow F_2(X) \). The fibre \( \alpha^{-1}(L) \cong \tau^{-1}(L) \cong \mathbb{P}(H^0(L, N_{L/X}(-1))) \) over \( L = \mathbb{P}(W) \in F_2(X) \) parametrizes all extensions
\[ 0 \longrightarrow W \longrightarrow U_0 \longrightarrow U_0 \longrightarrow 0, \]
where $\tilde{U}_0 \subset H^0(L, N_{L/X}(-1))$ is a hyperplane. At such a point and with $W$ fixed, the fibre of $\alpha^*\mathcal{O}(-1)$ is naturally identified with

$$\det(U_0) \simeq \det(W) \otimes \det(\tilde{U}_0) \simeq \det(H^0(L, N_{L/X}(-1))/\tilde{U}_0)^*,$$

which is canonically isomorphic to the fibre of $\mathcal{O}(-1) \simeq \mathcal{O}(E)|_{\tau - 1}$. Here, the second isomorphism relies on the natural identification of $\det(W)^*$ and $\det(H^0(L, N_{L/X}(-1)))$ (or rather of the squares, which is enough for our purpose), which in turn is a consequence of Remark 2.2 and (1.16) in Remark 1.16, see also the argument below.

To prove $\beta^*\mathcal{O}(2) \simeq \mathcal{O}_{F_2}(4)$ we have to establish a natural isomorphism $\det(U_0)^2 \simeq \det(W)^4$ for which we again use (2.3), only that now $U$ is of dimension $n$:

$$\det(U)^2 \simeq \det(W)^2 \otimes H^0(L, N_{L/X}(-1)) \otimes H^1(L, N_{L/X}(-1))^* \simeq \det(W)^2 \otimes (\det(V/W) \otimes \det(S^2(W^*))^* \simeq \det(W)^4.$$

Here, the second isomorphism follows from (1.16) in Remark 1.16 and the third one from the exact sequence

$$0 \longrightarrow H^0(L, N_{L/X}(-1)) \longrightarrow V/W \longrightarrow S^2(W^*) \longrightarrow H^1(L, N_{L/X}(-1)) \longrightarrow 0,$$

which is the analogue of (2.4) for lines of the second type, see Remark 2.2. The isomorphism $\beta^*\mathcal{O}(2) \simeq \mathcal{O}_{F_2}(4)$ suggest that maybe in fact $\beta^*\mathcal{O}(1) \simeq \mathcal{O}_{F_2}(2)$, but it turns out that this is not true, see Remark 6.4.9.

### 3 Global properties and a geometric Torelli theorem

No information is lost when passing from a smooth cubic hypersurface of dimension at least three to its Fano variety of lines. For cubic fourfolds the Plücker polarization of the Fano variety has to be taken into account and, of course, for smooth cubic surfaces, where the Fano variety consists of just 27 reduced points, the result fails.

#### 3.1 Canonical bundle and Picard group

Recall the isomorphism $\det(S^2) \simeq \mathcal{O}(1)|_{\mathbb{P}}$ for the Plücker embedding $\mathbb{P} \subseteq \mathbb{P}(\Lambda^{n+1}V)$, see Section 1.1. The following result is [16, Prop. 1.8].

**Lemma 3.1.** For a smooth cubic hypersurface $X \subset \mathbb{P}^{n+1}$ the canonical bundle $\omega_F$ of the Fano variety of lines $F = F(X) \subset \mathbb{P}(1, F) \subseteq \mathbb{P}^N$, $N = \left(\binom{n+2}{2}\right) - 1$, is

$$\omega_F \simeq \mathcal{O}(4 - n)|_F.$$

**Proof** As the Fano variety is the zero set $F(X) = V(s_F) \subset \mathbb{G}(1, F)$ of a regular section
\( s_F \in H^0(\mathcal{O}, S^3(S^*)) \), see Section 1.1, the normal bundle sequence for \( F = F(X) \subset \mathbb{G} \) takes the form

\[
0 \longrightarrow T_F \longrightarrow T_{\mathcal{G} \mid F} \longrightarrow S^3(S^*_F) \longrightarrow 0.
\]

The adjunction formula then implies

\[
\omega_F = \det(T_F) = \omega_{\mathcal{G} \mid F} \otimes \det(S^3(S^*_F)).
\]

As \( \mathcal{G} = \mathcal{H}om(S, \mathbb{Q}) \), one has \( \omega_{\mathcal{G}} = \det(S \otimes S^* \otimes \mathbb{Q}^*) = \det(S^* \otimes \mathbb{Q}^2) = O(-n - 2)|_\mathcal{G}. \) Thus, it remains to prove that \( \det(S^3(S)) = \det(S)^6 \), which one deduces from the splitting principle and the following computation: Write formally \( S = \mathcal{M}_0 \oplus \mathcal{M}_1 \) and observe \( S^3(\mathcal{M}_0 \oplus \mathcal{M}_1) \cong \mathcal{M}_0^3 \oplus (\mathcal{M}_0^2 \oplus \mathcal{M}_1) \oplus (\mathcal{M}_0 \oplus \mathcal{M}_1^2) \oplus \mathcal{M}_1^3. \)

Thus, for smooth cubic threefolds \( Y \subset \mathbb{P}^4 \) the Fano variety of lines \( F(Y) \) is a smooth projective surface with very ample canonical bundle, in particular \( F(Y) \) is of general type. For smooth cubic fourfolds \( X \subset \mathbb{P}^5 \) the Fano variety \( F(X) \) has trivial canonical bundle \( \omega_F = O_F \) and we will later see that \( F(X) \) is a four-dimensional hyperkähler manifold, see Theorem 6.3.10. Eventually, for \( n > 4 \) the Fano variety becomes a Fano variety in the sense that its anti-canonical bundle \( \omega_{F(X)}^* \) is ample and in fact very ample. In short:

\[
\omega_{F(X)} = \begin{cases} 
\text{ample} & \text{if } n = 3, \\
\text{trivial} & \text{if } n = 4, \\
\text{anti-ample} & \text{if } n > 4.
\end{cases}
\]

**Exercise 3.2.** Use the arguments in the proof above to compute the Chern character \( \text{ch}(F) = \text{ch}(T_F) \). More precisely, if formally we write \( c(S_F^*) = (1 + \ell_0), (1 + \ell_1) \), then for \( x_i = e^{\ell_i} \)

\[
\text{ch}(F) = (x_0 + x_1) \cdot \left( n + 2 - (1/x_0) - (1/x_1) - x_0^2 - x_1^2 \right).
\]

This gives back the above result \( c_i(F) = (n - 4) \cdot g \), where \( g = c_1(O(1)|_F) = -c_1(S_F) = \ell_0 + \ell_1 \), and

\[
\text{ch}_2(F) = (n/2 - 7) \cdot g^2 + (12 - n) \cdot c_2(S_F),
\]

which for \( n = 3 \) and \( n = 4 \) becomes \( c_2(F) = 6 \cdot g^2 - 9 \cdot c_2(S_F) \) and \( c_2(F) = 5 \cdot g^2 - 8 \cdot c_2(S_F) \), see Section 5.2.1 and Proposition 6.4.1. For \( n = 4 \) this was computed by Diamond [151, Sec. 4.2.1].

We will later determine the (rational) cohomology of \( F(X) \) for any smooth cubic hypersurface \( X \subset \mathbb{P}^{n+1} \), cf. Section 4.6. At least in characteristic zero, the positivity property of the canonical bundle \( \omega_{F(X)} \) already implies certain vanishings, e.g.

\[
H^q(F(X), \mathcal{O}) = 0
\]
for \( n > 4 \) and \( q > 0 \). See also Corollary 4.17 for an alternative approach. This allows one to prove the following result, although strictly speaking only for \( n > 4 \), but see Corollaries 4.18 and 6.3.11.

**Corollary 3.3.** Let \( F = F(X) \) be the Fano variety of lines contained in a smooth cubic hypersurface \( X \subset \mathbb{P}^{n+1} \) over \( \mathbb{C} \). Then \( H^1(F, \mathbb{Z}) = 0 \) for \( n \geq 4 \) and, in particular, \( \text{Pic}^0(F) = 0 \). For \( n \geq 5 \) one has \( \text{Pic}(F) \cong H^2(F, \mathbb{Z})(1) \). □

In Corollary 4.18 we will see that \( \text{Pic}(F) \cong \mathbb{Z} \) for \( n \geq 5 \) and in Remark 4.19 we explain that \( F(X) \) is in fact simply connected.

All these assertions remain valid over arbitrary fields. For example, Kodaira vanishing holds for liftable varieties [148], see the comments in Section 1.1.6, and implies the vanishing of \( \text{Pic}^0(F) \).

### 3.2 Connectedness and the universal line

Apart from the Fano variety of lines on a cubic surface, all others are connected, see [16, Thm. 1.16] and [38, Thm. 6]. This leads to the following strengthening of Proposition 1.19.6

**Proposition 3.4.** Let \( X \subset \mathbb{P}^{n+1} \) be a smooth cubic hypersurface of dimension \( n > 2 \). Then \( F(X) \) is an irreducible, smooth, projective variety of dimension \( 2n - 4 \).

**Proof** More generally, Barth and van de Ven [38] prove that the Fano variety of lines \( F(X) \) on any, not necessarily smooth, hypersurface \( X \subset \mathbb{P}^{n+1} \) of degree \( d \) is connected if \( d < 2(n - 1) \). They argue by bounding the dimension of the ramification locus (of the Stein factorization) of \( L \to X \). Altman and Kleiman [16] use instead the Koszul complex

\[ \cdots \to \Lambda^2(S^3(S)) \to S^3(S) \to \mathcal{O}_G \to \mathcal{O}_{F(X)} \to 0. \]  

(3.1)

The induced spectral sequence

\[ E_1^{p,q} = H^q(G, \Lambda^p(S^3(S))) \Rightarrow H^{p+q}(F(X), \mathcal{O}_{F(X)}) \]

combined with generalized Bott vanishing results for Grassmann varieties:

\[ H^p(G, \Lambda^q(S^3(S))) = 0 \text{ for all } p \neq 0 \]

shows \( H^0(G, \mathcal{O}_G) \cong H^0(F(X), \mathcal{O}_{F(X)}) \). Hence, \( F(X) \) is connected. Together with the smoothness of \( F(X) \), this shows that \( F(X) \) is irreducible.

For alternative arguments see Exercise 3.7, for \( n \geq 4 \), and Example 4.21. □

Exploiting similar techniques, Borcea [86] proved connectedness of certain Fano varieties \( F(X, m) \) of \( m \)-planes in complete intersections.

---

6 One could think of applying the Fulton–Lazarsfeld connectivity [316, Thm. 7.2.1], to prove the connectivity of \( F(X, m) \) whenever \( \dim(F(X, m)) > 0 \). However, this would need the ampleness of \( S^d(S^*) \) which is just wrong.
Exercise 3.5. Let $X \subset \mathbb{P}^{n+1}$ be a cubic hypersurface and assume that $m$ is an integer with $m^2 + 11m \leq 6n$. Show that there exists a linear subspace $\mathbb{P}^m \subset X \subset \mathbb{P}^{n+1}$ of dimension $m$ contained in $X$.

Remark 3.6. Assume $n > 2$. Then, the projection

$q: L \longrightarrow X$

of the universal line $L = \mathbb{P}(S|_{F(X)}) \longrightarrow F(X)$ is surjective or, equivalently, through every point $y \in X$ there exists at least one line $y \in L \subset X$, possibly defined only over a finite extension of the residue field of $y$. To prove this claim, we may assume that $k$ is algebraically closed. In fact, there are many ways to go about it; here are a few.

(i) We have computed that $\dim(F(X)) = 2n - 4$, which implies that $\dim(L) = 2n - 3$, and $\dim(F_2(X)) = n - 2$. Hence, $q: L \longrightarrow X$ over the complement of $\cup_{L|_{F(X)}} \subset L$ has fibre dimension $n - 3$, see Remark 2.16, and, therefore, the image of $q$ is of dimension $n$, i.e. $q$ is surjective.

(ii) Avoiding any prior dimension computations, one can argue as follows, cf. [208]. For a fixed point $y \in X$, let $\mathbb{P}^n \subset \mathbb{P}^{n+1}$ be a hyperplane not containing $y$. We may assume $y = [1 : 0 : \cdots : 0]$ and $\mathbb{P}^n = V(x_0)$. If $X = V(F)$, then the projective tangent space at the point $y \in X$ is the hyperplane $T_y X = V(\sum x_i \partial_i F(y)) \cong \mathbb{P}^n$, see Definition 2.4, and any line $y \in L \subset T_y X$ has intersection multiplicity $\text{mult}(X, L) \geq 2$. For dimension reasons, there exists a point

$z \in \mathbb{P}^n \cap T_y X \cap X \cap V(\partial_0 F)$.

Then let $L := \mathbb{P} \subset \mathbb{P}^{n+1}$ be the line connecting the two points. We may choose coordinates such that $z = [0 : 1 : 0 : \cdots : 0]$, in which case $F|_L$ is the polynomial $F(x_0, x_1, 0, \ldots, 0)$. By definition $\partial_0 F(z) = 0$ and by the Euler equation also $\partial_i F(z) = 0$. Therefore, $\text{mult}(X, L) \geq 2$. However, a line $L \subset \mathbb{P}^{n+1}$ intersecting a cubic hypersurface $X \subset \mathbb{P}^{n+1}$ in two distinct points with multiplicity at least two at each of them is contained in $X$.

(iii) Another possibility to argue is to first take hyperplane sections to reduce to the case of smooth cubic threefolds $Y \subset \mathbb{P}^4$. Then the assertion was first observed by Clemens and Griffiths [120, Cor. 8.2]. Another more direct argument was given by Coskun and Starr in [126, Lem. 2.1].

Note that the argument in (ii) also shows that the fibre of $L \longrightarrow X$ over $y$ has the expected dimension $n - 3$ if and only if the intersection $\mathbb{P}^n \cap T_y X \cap X \cap V(\partial_0 F)$ is of the expected dimension $n - 3$. It is known [126, Cor. 2.2] that the fibre can be of dimension bigger than $n - 3$ for at most finitely many points $x \in X$.

Exercise 3.7. Assume $n \geq 4$ and observe that then $\mathbb{P}^n \cap T_y X \cap X \cap V(\partial_0 F)$ in Remark 3.6 is connected by Bertini’s theorem. Deduce from this that $F(X)$ is connected, thus proving Proposition 3.4 again for cubic hypersurfaces of dimension $n \geq 4$. 

Chapter 2. Fano varieties of lines
Remark 3.8. Consider the morphism \( \varpi: L \to \mathbb{P}(T_X) \) that is induced by the inclusion \( T_{L/F(X)} \to q^* T_X \) and the isomorphism \( L \cong \mathbb{P}(T_{L/F(X)}) \). Concretely, \( \varpi \) maps a point \((L,y) \in L\) to the tangent direction of \( L \) at \( y \in L \). On each fibre of the projection \( p: L \to F(X) \) the morphism \( \varpi \) is described by the natural embedding \( L \cong \mathbb{P}(T_{L/F(X)}) \). It is injective, as the line \( L \) is uniquely determined by the point \( y \) and the tangent line \( T_y L \). One checks that \( \varpi \) also separates tangent directions and that, therefore, it is in fact a closed embedding.

\[
\begin{array}{c}
L \xrightarrow{\varpi} \mathbb{P}(T_X) \\
\downarrow q \quad \downarrow p \\
F(X) \quad \quad \quad \quad \quad X.
\end{array}
\]

(3.2)

Note that the various line bundles enjoy the following compatibilities:

\[ q^* \mathcal{O}_X(1) \cong \mathcal{O}_p(1) \quad \text{and} \quad \varpi^* \mathcal{O}_p(1) \cong \mathcal{O}_p(-2) \otimes p^* \mathcal{O}_F(1). \]

For the latter, combine \( \varpi^* \mathcal{O}_p(-1) \cong T_{L/F(X)}, \) which holds by definition of \( \varpi \), and the relative Euler sequence for \( p \), see the proof of Proposition 3.10 below for more details.

Note that \( L \subset \mathbb{P}(T_X) \) is of codimension two and all fibres of \( q: L \to X \) satisfy

\[ \dim(q^{-1}(y)) \leq n - 1. \]

In fact, the upper bound can be improved to \( n - 2 \), see Remark 2.16.

Using Remark 3.6 one sees that the fibre \( q^{-1}(y) \subset \mathbb{P}(T_X) \cong \mathbb{P}^n \cap T_y X \) is an intersection of a cubic and a quadric. So, if it is of the expected dimension \( n - 3 \), it is a \((2,3)\) complete intersection and, in particular, of degree six, cf. Lemma 5.11.

Exercise 3.9. Show that the normal bundle of the natural embedding \( L \subset F(X) \times X \) is isomorphic to

\[ N_{L/F(X)\times X} \cong \varpi^* (T_n \otimes \mathcal{O}_n(-1)) \cong \varpi^* T_n \otimes \mathcal{O}_p(2) \otimes p^* \mathcal{O}_F(-1). \]

We conclude this section by a description of \( L \subset \mathbb{P}(T_X) \) as the zero set of a section of a rank two bundle. This is a variation of an argument of Shen [426, Prop. 5.1] for cubic fourfolds.

Proposition 3.10. There exists a locally free sheaf \( E \) of rank two on \( \mathbb{P}(T_X) \) given as an extension

\[
0 \to \pi^* \mathcal{O}(3) \otimes \mathcal{O}_n(3) \to E \to \pi^* \mathcal{O}(3) \otimes \mathcal{O}_d(2) \to 0
\]

and a section \( s \in H^0(\mathbb{P}(T_X), E) \) with \( V(s) = L \subset \mathbb{P}(T_X) \). Hence,

\[ L = V(s_2) \subset V(s_1) \subset \mathbb{P}(T_X) \]
with $s_1 \in H^0(\mathbb{P}(\mathcal{T}_X), \pi^* \mathcal{O}(3) \otimes \mathcal{O}_s(2))$ and $s_2 \in H^0(V(s_1), (\pi^* \mathcal{O}(3) \otimes \mathcal{O}_s(3)))|_{V(s_1)}$.\footnote{\textit{It [426] it is claimed that the extension describing $E$ splits. However, Ottem [244, App.] shows that this fails in dimension four.}}

\textbf{Proof} We use the two descriptions of the universal line over the Grassmannian $G = G(1, \mathbb{P})$ as

\[ p: \mathbb{L}_G = \mathbb{P}(S) \to G \quad \text{and} \quad \pi: \mathbb{L}_G = \mathbb{P}(\mathcal{T}_\mathbb{P}) \to \mathbb{P}. \]

From the two relative Euler sequences

\[
0 \to \mathcal{O} \to p^* S \otimes \mathcal{O}_p(1) \to \mathcal{T}_p \to 0 \quad \text{(3.3)}
\]

and

\[
0 \to \mathcal{O} \to \pi^* \mathcal{T}_\mathbb{P} \otimes \mathcal{O}_s(1) \to \mathcal{T}_s \to 0
\]

we deduce $\omega_p = p^* \mathcal{O}_G(1) \otimes \mathcal{O}_p(-2)$ and $\omega_s = \pi^* \mathcal{O}(-n-2) \otimes \mathcal{O}_s(-n-1)$. Inserted into

\[
p^* \omega_G \otimes \omega_p \cong \pi^* \omega_\mathbb{P} \otimes \omega_s,
\]

while using $\mathcal{O}_p(1) \cong \pi^* \mathcal{O}(1)$ and $\omega_0 \cong \det(S \otimes \mathcal{Q}^*) \cong \mathcal{O}_G(-n-2)$, this leads to

\[
p^* \mathcal{O}_G(1) \cong \pi^* \mathcal{O}(2) \otimes \mathcal{O}_s(1). \quad \text{(3.4)}
\]

Tensoring (3.3) with $\mathcal{O}_p(-1)$ provides us with the short exact sequence

\[
0 \to \mathcal{O}_p(-1) \to p^* S \to p^* \mathcal{O}_G(-1) \otimes \mathcal{O}_p(1) \to 0,
\]

which shows that $p^* S^3(\mathcal{S}^*)$ admits a natural filtration

\[
0 = E_0 \subset E_1 \subset E_2 \subset E_3 \subset E_4 = p^* S^3(\mathcal{S}^*)
\]

with quotients $E_{i+1}/E_i \cong p^* \mathcal{O}(3-i) \otimes \mathcal{O}_p(2i-3) \cong \pi^* \mathcal{O}(3) \otimes \mathcal{O}_p(3-i)$. Now consider the pull-back $p^* S_F \in H^0(\mathbb{L}_G, p^* S^3(\mathcal{S}^*))$ of the global section $s_F \in H^0(G, S^3(\mathcal{S}^*))$ with $F(X) = V(s_3) \subset G$, see (1.4). Its projection $s_3$ to $E_4/E_3 \cong \pi^* \mathcal{O}(3)$ is nothing but the equation $F \in H^0(\mathbb{P}, \mathcal{O}(3))$ of $X$. Thus, $V(s_3) = \mathbb{P}(\mathcal{T}_\mathbb{P}|_X)$ and the restriction of $p^* s_F$ to $V(s_3)$ projects to a section $s_2$ of $(E_3/E_2)|_{V(s_3)} \cong \pi^* \mathcal{O}(3) \otimes \mathcal{O}_s(1)$ which cuts out the fibrewise linear divisor $\mathbb{P}(\mathcal{T}_\mathbb{P}|_X) \subset \mathbb{P}(\mathcal{T}_\mathbb{P}|_X)$. Hence, $p^* s_F$ restricted to $\mathbb{P}(\mathcal{T}_\mathbb{P}|_X)$ is a section of the bundle $E := E_2 \subset S^3(\mathcal{S}^*)$ which is an extension of $E_2/E_1 \cong \pi^* \mathcal{O}(3) \otimes \mathcal{O}_s(2)$ by $E_1 = \pi^* \mathcal{O}(3) \otimes \mathcal{O}_s(3)$.

Note that on each fibre of $\pi: \mathbb{P}(\mathcal{T}_\mathbb{P}) \to X$ the result above confirms the description of $q^{-1}(y)$ in Remark 3.6.

\textbf{Exercise 3.11.} Use the description of $\mathbb{L} \subset \mathbb{P}(\mathcal{T}_\mathbb{P})$ as the zero section of an extension of $\pi^* \mathcal{O}(3) \otimes \mathcal{O}_s(2)$ by $\pi^* \mathcal{O}(3) \otimes \mathcal{O}_s(3)$ to reprove Lemma 3.1.
3.3 Geometric global Torelli theorem  The following geometric global Torelli theorem generalizes a well known result for $n = 3$ which we shall explain in Section 5.2.4. It turns out, that the general proof is less geometric but in the end much easier. We follow Charles [115], where a more general version is proved allowing the cubic hypersurfaces to have isolated singularities.

**Proposition 3.12 (geometric global Torelli theorem).** Assume $X, X' \subset \mathbb{P}^{n+1}$ are smooth cubic hypersurfaces of dimension $n > 2$ and let $F(X)$ and $F(X')$ be their Fano varieties of lines endowed with the natural Plücker polarizations $\mathcal{O}_F(1)$ and $\mathcal{O}_{F'}(1)$.

Then $X \cong X'$ if and only if $(F(X), \mathcal{O}_F(1)) \cong (F(X'), \mathcal{O}_{F'}(1))$ as polarized varieties. For $n \neq 4$, this is equivalent to $F(X) \cong F(X')$ as unpolarized varieties.

**Proof** Any isomorphism $X \cong X'$ is induced by an automorphism of the ambient projective space, cf. Corollary 1.3.9. Therefore, it naturally induces an isomorphism between the Fano varieties of lines, which in addition is automatically polarized.

Before proving the converse, let us show that for $n \neq 4$ any isomorphism $F(X) \cong F(X')$ is automatically polarized. Indeed, for $n \neq 4$, the canonical bundle $\omega_F \cong \mathcal{O}_{F}(4-n)$ is a non-trivial, possibly negative, multiple of the Plücker polarization $\mathcal{O}_{F}(1)$ and any isomorphism $F(X) \cong F(X')$ respects the canonical bundle. Hence, if Pic($F(X)$) is torsion free for $n > 4$, then any isomorphism $F(X) \cong F(X')$ is automatically polarized.

To prove that Pic($F(X)$) is torsion free, cf. Corollary 3.3, observe that for a torsion line bundle $L$ one has $\chi(F(X), L) = \chi(F(X), \mathcal{O}) = 1$. As $F(X)$ is a Fano variety for $n > 4$, we have $H^i(F(X), L) = H^i(F(X), L \otimes \omega_F^i \otimes \omega_F) = 0$ for $i > 0$ by Kodaira vanishing (which holds also in positive characteristic, as with $X$ also $F(X)$ is liftable, see Section 1.1.6). Therefore, $H^0(F(X), L) \neq 0$ and, hence, $L \cong \mathcal{O}$.\(^8\) For $n = 3$, the fact that $\omega_F \cong \mathcal{O}(1)|_F$ suffices to conclude.

Now, to prove the converse, let us assume that we are given a polarized isomorphism between two Fano varieties $(F(X), \mathcal{O}_F(1)) \cong (F(X'), \mathcal{O}_{F'}(1))$. The restriction under the Plücker embedding $F(X) \subset \mathcal{G} \subset \mathbb{P}(S^2V)$ leads to the isomorphisms

$$H^0(\mathbb{P}(S^2V), \mathcal{O}(1)) \cong H^0(\mathcal{G}, \mathcal{O}(1)) \cong H^0(F(X), \mathcal{O}_F(1))$$

and similarly for $F(X')$. The first isomorphism is classical, e.g. a standard Bott formula for Grassmann varieties can be used to show that Plücker coordinates form a complete linear system. For the second one, use the Koszul complex (3.1) twisted by $\mathcal{O}(1)$, the associated spectral sequence, and $H^i(\mathcal{G}, \wedge S^3(\mathcal{S}(1))) = 0$ for all $i > 0$, see [16, Thm.\(^8\)]

---

\(^8\) Thanks to S. Stark for the argument. Alternatively, one can use [142]. As an aside, Pic($F(X)$) is also torsion free for $n = 4$, as then $F(X)$ is a hyperkähler manifold, see Theorem 6.3.10 and, therefore, Pic($F(X)$) = NS($F(X)$). In Remark 4.19, we give an argument that for $n > 4$ the Fano variety $F(X)$ is a Fano variety and, hence, (algebraically) simply connected.
Thus, any given polarized isomorphism sits in a commutative diagram

\[
\begin{array}{ccc}
F(X) & \subseteq & \mathcal{G} \\
\downarrow & \swarrow & \downarrow \\
F(X') & \subseteq & \mathcal{G}
\end{array}
\quad (3.5)
\]

\[
\begin{array}{ccc}
\mathcal{G} & \mathcal{G} & \mathcal{G} \\
\downarrow & \swarrow & \downarrow \\
F(X) & \subseteq & \mathcal{G} \\
\downarrow & \swarrow & \downarrow \\
P(V) & \subseteq & \mathcal{G}
\end{array}
\]

The next step consists of completing the diagram by an automorphism of \(\mathcal{G}\). For this use again (3.1), now twisted by \(O(2)\). On the one hand, according to [16, Thm. 1.15], restriction defines an injection \(H^0(\mathcal{G}, O_{\mathcal{G}}(2)) \rightarrow H^0(F(X), O_F(2))\), while on the other hand, it is known classically, see [197, Ex. 8.12], that \(\mathcal{G} \subset \mathbb{P}(\Lambda^2 V)\) is cut out by quadrics, i.e. by the kernel of the restriction map \(H^0(\mathbb{P}(\Lambda^2 V), O(2)) \rightarrow H^0(\mathcal{G}, O_{\mathcal{G}}(2))\). As this kernel coincides with the kernel of the restriction map to \(F(X)\), the automorphism of \(\mathbb{P}(\Lambda^2 V)\) in (3.5) restricts to an automorphism of \(\mathcal{G}\).

However, automorphisms of \(\mathcal{G}\) are classified. In our situation, they are all induced by automorphisms of \(V\), see [117] or [219, Thm. 10.19], which leads to an automorphism of the whole correspondence \(\mathcal{G} \rightarrow \mathbb{P}(S) \rightarrow \mathbb{P}(V)\). The final result is the commutative diagram

The surjectivity of \(L \rightarrow X\), i.e. the fact that there exists a line through every point, cf. Remark 3.6, eventually implies that the automorphism of \(\mathbb{P}(V)\) restricts to an isomorphism \(X \simeq X'\).

The proof above shows more, namely that any (polarized) isomorphism \(F(X) \simeq F(X')\) is induced by a unique isomorphism \(X \simeq X'\). For \(n = 3\) we will provide a different proof which relies on an isomorphism between the restriction of the tautological bundle \(S_F\) and the tangent sheaf \(T_F\), see Proposition 5.2.12.

**Corollary 3.13.** For a smooth cubic hypersurface \(X \subset \mathbb{P}^{n+1}\) of dimension \(n \neq 4\) the group of automorphisms \(\text{Aut}(F(X))\) of its Fano variety of lines \(F(X)\) is finite and \(H^0(F(X), T_{F(X)}) = 0\). The vanishing holds as well for \(n = 4\).
The assertions are obvious for \( n \leq 2 \). For \( 2 < n \neq 4 \), we know by the arguments in the proof above that any automorphism \( F(X) \cong F(X) \) is induced by an automorphism of \( X \). As by Corollary 1.3.9 the group \( \text{Aut}(X) \) is finite for all cubic hypersurfaces of dimension at least two, this proves the assertion. The tangent space of the smooth group scheme \( \text{Aut}(F(X)) \) is \( H^0(F(X), \mathcal{T}_{F(X)}) \), which therefore has to vanish.

For \( n = 4 \) one argues similarly using polarized automorphisms. Alternatively, it follows from \( F(X) \) being a hyperkähler manifold, see Theorem 6.3.10.

For future reference, let us make the observation in the above proof more explicit as follows. The natural map

\[
\text{Aut}(X) \hookrightarrow \text{Aut}(F(X))
\]

is injective for any smooth cubic hypersurface of dimension \( 2 < n \) and it is in fact an isomorphism for all \( 2 < n \neq 4 \). For cubic fourfolds one finds \( \text{Aut}(X) \cong \text{Aut}(F(X), \mathcal{O}(1)) \).

In the same vain,

\[
H^1(X, \mathcal{T}_X) \hookrightarrow H^1(F(X), \mathcal{T}_{F(X)})
\]

that associates to a first order deformation of \( X \) a first order deformation of \( F(X) \) is injective for \( n > 2 \). We give a Hodge theoretic proof of this fact later, see Corollary 5.10. For cubic threefolds (3.7) is in fact bijective, see Proposition 5.2.14, but not for cubic fourfolds, see Corollary 6.3.12.

**Remark 3.14.** Stark [441] shows that for \( n > 4 \) the natural map (3.7) is also surjective and hence bijective. By the previous corollary \( H^0(F(X), \mathcal{T}_{F(X)}) \) = 0 and Kodaira vanishing proves

\[
H^i(F(X), \mathcal{T}_{F(X)}) \cong H^i(F(X), \Omega_{F(X)}^{\dim F(X)-1} \otimes \omega_{F(X)}^*) = 0
\]

for \( i > 1 \), since \( \omega_{F(X)} \) is anti-ample. Thus, at least in principal, a Riemann–Roch computation can be used to show

\[
-h^1(F(X), \mathcal{T}_{F(X)}) = \chi(F(X), \mathcal{T}_{F(X)}) = \int_G c_4(S^3(S^*) \cdot (ch(S^* \otimes \mathcal{Q}) - ch(S^3(S^*)) \cdot \text{td}(S^* \otimes \mathcal{Q}) \cdot \text{td}(S^3(S^*))))^{-1}
\]

\[
= \binom{n+2}{3} = -h^1(X, \mathcal{T}_X),
\]

see the proof of Proposition 4.6 for similar computations. The arguments in [441] use Borel–Bott–Weil theory. Certain vanishing results entering the proof had earlier been observed by Borcea [86].
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4 Cohomology and motives

According to Proposition 3.12, the Fano variety $F(X)$ of lines contained in a smooth cubic hypersurface $X$ determines the hypersurface. Therefore, essentially all and, in particular, all cohomological and motivic information about $X$ should be encoded by $F(X)$. In this section we study the cohomology of $F(X)$ and we do this by first looking at the motive of $F(X)$.

4.1 Grothendieck ring of varieties As the Fano variety $F(X)$ itself, its motive is an interesting object to study. Now, the motive of $F(X)$ may mean various things. Here, we are interested in the class $[F(X)]$ of $F(X)$ in the Grothendieck ring of varieties $K_0(\text{Var}_k)$

and in its motive $h(F(X))$ in the category $\text{Mot}(k)$ of rational Chow motives.

We begin with the Grothendieck ring $K_0(\text{Var}_k)$ of varieties over a field $k$. Recall that by definition it is the abelian group generated by classes $[Y]$ of quasi-projective varieties modulo the relations $[Y] = [Z] + [U]$, the scissor relation. Here, $Z \subset Y$ is a closed subset and $U = Y \setminus Z$ is its open complement. The abelian group $K_0(\text{Var}_k)$ becomes a ring with multiplication defined by the formula $[Y] \cdot [Y'] = [Y \times Y']$.

The Lefschetz motive is the class $\ell \cdot [A^1]$ of the affine line. An important consequence of the scissor relation is the fact that $[Y] = [F] \cdot [Z]$ for any Zariski locally trivial fibration $Y \to Z$ with fibre $F$. See for example [21, Ch. 13] or [114, Ch. 2] for more details.

Exercise 4.1. Note that for the last assertion it is not enough to assume that the fibration $Y \to Z$ is étale locally trivial. Show that otherwise one would have $\ell = 0$ in $K_0(\text{Var}_k)$.

Galkin and Shinder [189] relate the class $[F(X)] \in K_0(\text{Var}_k)$ to the class $[X^{[2]}] \in K_0(\text{Var}_k)$ of the Hilbert scheme $X^{[2]}$ of subschemes of $X$ of length two. In general, the Hilbert square of a smooth variety can be obtained as the blow-up of the symmetric product $X^{(2)} := (X \times X)/\Sigma_2$ along the diagonal $X \cong \Delta \subset X^{(2)}$. Hence, in $K_0(\text{Var}_k)$ one has

$$[X^{[2]}] - [\mathbb{P}^{n-1}] \cdot [X] = [X^{(2)}] - [X]. \quad (4.1)$$

Proposition 4.2 (Galkin–Shinder). Let $X \subset \mathbb{P}^{n+1}$ be a smooth cubic hypersurface. Then in $K_0(\text{Var}_k)$ the following equations hold:

$$[X^{[2]}] = [\mathbb{P}^n] \cdot [X] + \ell^2 \cdot [F(X)] \quad (4.2)$$

As an aside, it is known that the Hilbert scheme of a smooth cubic hypersurface of dimension $n \geq 3$ is a Fano variety, see [63, Thm. C].
and

\[ [X^{[2]}] = (1 + \ell^n) \cdot [X] + \ell^2 \cdot [F(X)]. \tag{4.3} \]

**Proof.** We follow closely the argument in [189], where one also finds a version for singular cubics.

Consider the universal family \( F(X) \xleftarrow{\mathbb{L}} X \) of lines contained in \( X \). As \( \mathbb{L} \to F(X) \) is the \( \mathbb{P}^1 \)-bundle \( \mathbb{P} \mathcal{O}(1) \to F(X) \), its class in \( K_0(\text{Var}_k) \) is given by

\[ [\mathbb{L}] = [\mathbb{P}^1] \cdot [F(X)]. \tag{4.4} \]

Similarly, we denote by \( \mathcal{G} = \mathcal{G}(1, \mathbb{P}) \xleftarrow{\mathbb{L}_G} \mathbb{P} \) the universal family of lines in \( \mathbb{P} = \mathbb{P}^{n+1} \) and let \( \mathbb{L}_G|_X \) be the pre-image of \( X \) under the second projection. Then \( \mathbb{L}_G|_X \) parametrizes pairs \((x, L)\) consisting of a line \( L \subset \mathbb{P} \) and a point \( x \in X \cap L \). It can also be described as the \( \mathbb{P}^n \)-bundle \( \mathbb{P}(\mathcal{L}_|_X) \to X \), cf. the construction in the proof of Corollary 1.21. This shows that in \( K_0(\text{Var}_k) \) one has

\[ [\mathbb{L}_G|_X] = [\mathbb{P}^n] \cdot [X]. \tag{4.5} \]

Next, consider the morphism \( \mathbb{L}_G|_X \setminus \mathbb{L} \to X^{[2]} \) that sends \((x, L)\) to the residual intersection \([L \cap X \setminus \{x\}] \in X^{[2]} \). It is inverse to the morphism \( X^{[2]} \setminus [\mathbb{L}] \to \mathbb{L}_G|_X \) that sends \( Z \in X^{[2]} \) to the pair \((x, L_Z)\). Here, \( L_Z \subset \mathbb{P} \) is the unique line containing the length two-subscheme \( Z \subset \mathbb{P} \) and \( x \) is the residual point of the inclusion \( Z \subset L_Z \cap X \). By definition, \( X^{[2]} \) is the relative symmetric product of the universal line \( p : \mathbb{L} \to F(X) \), which equivalently can be described as the relative Hilbert scheme of subschemes of length two in the fibres of \( p \) or, still equivalently, as the \( \mathbb{P}^2 \)-bundle \( \mathbb{L}^{[2]} \simeq \mathbb{P}^2(S^2(\mathcal{S}_P^{[1]}(F(X)))) \to F(X) \).

Now, since

\[ [\mathbb{L}^{[2]}] = [\mathbb{P}^2] \cdot [F(X)] \tag{4.6} \]

in \( K_0(\text{Var}_k) \), the isomorphism

\[ \mathbb{L}_G|_X \setminus \mathbb{L} \simeq X^{[2]} \setminus [\mathbb{L}] \]

together with (4.4), (4.5), and (4.6) proves the first equation (4.2). The second equation (4.3) follows from (4.1). \( \square \)

**Remark 4.3.** The discussion shows that \( X^{[2]} \) and \( \mathbb{L}_G|_X \) are birational. As the latter is simply \( \mathbb{P}(\mathcal{T}_P|_X) \), which is birational to \( X \times \mathbb{P}^n \), one concludes that \( X^{[2]} \) and \( X \) are stably birational. This can also be deduced from reducing (4.2) modulo \( \ell \), at least when \( \text{char}(k) = 0 \). Indeed, by a result of Larsen and Lunts [306], the quotient \( K_0(\text{Var}_k) \to K_0(\text{Var}_k)/(\ell) \) is isomorphic to the monoid ring \( \mathbb{Z}[\text{SB}_k] \), see also [114]. Here, \( \text{SB}_k \) is the monoid of equivalence classes of smooth projective varieties modulo stable birationality. Using that \( [\mathbb{P}^n] = 1 + \cdots + \ell^n \equiv 1 \) modulo \( \ell \), (4.2) then shows

\[ [X^{[2]}] = [X] \in \mathbb{Z}[\text{SB}]. \]
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i.e. $X^{[2]}$ and $X$ are stably birational.

**Remark 4.4.** As observed by Voisin [483, Prop. 2.9], a closer inspection reveals that the construction in the proof above leads to the following picture:

\[
\begin{array}{c}
\text{Bl}_{L}(L_{G}|X) \cong \text{Bl}_{\mathbb{P}^{2}}(X^{[2]}) \\
\cup \\
\text{L}_{G}|X \supset L \\
\text{p}^{2} \\
\text{p}^{1} \\
\text{E} \\
\text{F}(X) \\
\text{p}^{2} \\
\text{p}^{1} \\
\text{X}^{[2]} \\
\end{array}
\]

(4.7)

Here, $E$ is the exceptional divisor of both blow-ups. In fact, $\text{Bl}_{L}(L_{G}|X) \cong \text{Bl}_{\mathbb{P}^{2}}(X^{[2]})$ is an irreducible component of the incidence variety

\[\{(x, L, Z) | x \in L \cap X, Z \subset L \cap X \} \subset X \times L_{G}|X \times X^{[2]}\]

and $E \cong L \times_{F(X)} \mathbb{P}^{2}$.

### 4.2 Chow motives

Let us apply the standard formulae for cohomology and motives of smooth blow-ups and projective bundles to (4.7). For example, using $\text{codim}(L \subset L_{G}|X) = 3$ and $\text{codim}(L^{[2]} \subset X^{[2]}) = 2$, the following isomorphisms hold in the category of rational Chow motives $\text{Mot}(k)$

\[h(\text{Bl}_{L}(L_{G}|X)) \oplus h(L)(-3) \cong h(L_{G}|X) \oplus h(E)(-1)\]

and

\[h(\text{Bl}_{\mathbb{P}^{2}}(X^{[2]})) \oplus h(L^{[2]})(-2) \cong h(X^{[2]}) \oplus h(E)(-1),\]

see [21, 367]. Here, $h(Y)(-i) := h(Y) \otimes (\mathbb{P}^{1}, [\mathbb{P}^{1} \times x])^{\otimes i}$ is the twist with the $i$-th power of the Lefschetz motive. This can be combined with the standard formula for projective bundles, which in our situation gives

\[h(L) \cong h(F(X)) \oplus h(F(X)(-1)),\]

\[h(L_{G}|X) \cong h(X) \oplus \cdots \oplus h(X)(-n),\]

and

\[h(L^{[2]}) \cong h(F(X)) \oplus h(F(X)(-1)) \oplus h(F(X)(-2)).\]

The isomorphism $\text{Bl}_{L}(L_{G}|X) \cong \text{Bl}_{\mathbb{P}^{2}}(X^{[2]})$ then implies a formula which, assuming cancellation holds in $\text{Mot}(k)$, would look like this:

\[h(F(X)(-2) \oplus \bigoplus_{i=0}^{n} h(X)(-i) = h(X^{[2]}).\]

(4.8)
That cancellation in our case does hold was proved by Laterveer [307] and independent proof of the isomorphism was given by Diaz [153]. The decomposition was refined incorporating the primitive decomposition by Fu, Laterveer, and Vial [183]. The formula can be combined with the isomorphism

$$h(X^{[2]}) \simeq S^2 h(X) \oplus \bigoplus_{i=1}^{n-1} h(X)(-i),$$

(4.9)

which shows that finite-dimensionality of $h(X)$ in the sense of Kimura and O’Sullivan implies finite-dimensionality of $h(F(X))$, cf. [307, Thm. 4].

Thus, modulo cancellation, one has:

$$h(F(X))(-2) \oplus h(X) \oplus h(X)(-n) \simeq S^2 h(X).$$

(4.10)

Using the decomposition $h(X) \simeq h(X)_{pr} \oplus \bigoplus_{i=0}^{n} \mathbb{Q}(-i)$, cf. Remark 1.1.11, and assuming cancellation holds, this then becomes

$$h(F(X))(-2) \oplus \mathbb{Q}(-n) \simeq S^2 h(X)_{pr} \oplus \bigoplus_{i=1}^{n-1} h(X)_{pr}(-i) \oplus \bigoplus_{0 \leq i < j \leq n} \mathbb{Q}(-i-j),$$

(4.11)

see [183]. Here, $\mathbb{Q}(1)$ is the Tate motive $(\text{Spec}(k), \text{id}, 1)$, the dual of the Lefschetz motive.

Remark 4.5. As a consequence of Bittner’s result [71], see also (4.15) below, assigning the Chow motive $h(X)$ to a smooth projective variety $X$ defines a linear map

$$K_0(\text{Var}_k) \to K_0(\text{Mot}_k).$$

The Grothendieck group on the right-hand side is by definition the abelian group generated by all rational Chow motives $h$ subject to the relation $[h] + [h'] = [h \oplus h']$. This allows one to deduce the above isomorphisms as equalities in $K_0(\text{Mot}_k)$ without assuming cancellation.

For a categorical version of this result, also just using (4.7), see Section 7.1.8.

4.3 Degree and Euler number Combining the information obtained from the description of $F(X) \subset \mathbb{G}(1, \mathbb{P})$ as the zero set $V(s_F)$ and the description of its class $[F(X)] \in K_0(\text{Var}_k)$, one can deduce the following numerical information, see [16, Prop. 1.6] and [189, Cor. 5.2]. The case $n = 3$ goes back to Bombieri and Swinnerton-Dyer [81].

Proposition 4.6 (Altman–Kleiman, Galkin–Shinder). Let $X \subset \mathbb{P}^{n+1}$ be a smooth cubic hypersurface and let $F(X)$ be its Fano variety of lines considered with its Plücker embedding

$$F(X) \subset \mathbb{G}(1, \mathbb{P}) \subset \mathbb{P}^N,$$

10 Finite-dimensionality of $h(X)$ is known for $n = 3$, Section 5.3, and $n = 5$, see Remark 7.4.7. It is not known whether smooth cubic hypersurfaces of dimension $5 \neq n > 3$ are Kimura finite-dimensional.
where \( N = \frac{n+2}{2} - 1 \). Then the degree and the Euler number of \( F(X) \) are given by the following formulae

\[
\text{deg}(F(X)) = 27 \cdot \frac{(2n - 4)!}{n!(n - 1)!} \cdot (3n^2 - 7n + 4) \quad (4.12)
\]

and

\[
e(F(X)) = \frac{e(X) \cdot (e(X) - 3)}{2} = \frac{2^{2n+4} + (-2)^{n+2} \cdot (6n + 1) + 3n \cdot (3n + 1) - 20}{18}. \quad (4.13)
\]

In Corollary 4.16 below, the formula for the Euler number is generalized to a formula for the \( \chi \)-genus.

**Proof**  As a special case of (1.6), we know that \([F(X)] = c_4(S^3(S^*))\) in the cohomology ring or in the Chow ring of \( \mathcal{G} \). Writing formally \( S^* = L_0 \oplus L_1 \) and \( S^3(S^*) = L_0^3 \oplus (L_0^2 \otimes L_1) \oplus (L_0 \otimes L_1^2) \oplus L_1^3 \), allows one to compute, cf. Exercise 3.2:

\[
c_4(S^3(S^*)) = 9 \cdot (5 \ell_0^2 \ell_1^2 + 2 (\ell_0^3 \ell_1 + \ell_0 \ell_1^3))
\]

\[
= 9 \cdot (2 \cdot c_1(S^*)^2 + c_2(S^*)) \cdot c_2(S^*),
\]

where \( \ell_i = c_1(L_i) \). Hence,

\[
\text{deg}(F(X)) = 9 \int_{\mathcal{G}} c_1(S^*)^{2n-4} \cdot (2 \cdot c_1(S^*)^2 + c_2(S^*)) \cdot c_2(S^*).
\]

Using standard Schubert calculus (Pieri’s and Gambelli’s formulae), this is turned in [16] into a rather complicated formula which then can be simplified to the above. Compare Remark 4.7 below for an alternative approach.

In principle, the second assertion can also be deduced by Schubert calculus, as

\[
e(F(X)) = \int_{F(X)} c_{2n-4}(T_{F(X)}) = \int_{\mathcal{G}} \left( \frac{c_1(T_{\mathcal{G}})}{c_3(S^3(S^*)))} \right)_{2n-4} \cdot c_4(S^3(S^*)).
\]

But here is a more illuminating way of doing this. Taking Euler numbers of (4.3) in Proposition 4.2 shows

\[
e(X^{(2)}) = 2 \cdot e(X) + e(F(X)),
\]

where we use the additivity resp. the multiplicativity of the Euler number and \( e(\ell^n) = 1 \), cf. [71]. Taking cohomology commutes with taking symmetric products, in other words \( H^*(X^{(n)}) = S^n H^*(X) \) (say with coefficients in a field of characteristic zero), cf. [210, Prop. 5.2.3] or [331]. Hence, \( e(X^{(2)}) = (e(X)^2 + 1)^{11} \). This proves the first equality in (4.13) and the second follows from (1.1.6). \( \square \)

\[11 \] The closed formula proved by MacDonald says

\[
\sum_{n=0}^\infty e(X^n) z^n = (1 - z^{-e(X)}) = \exp \left( e(X) \sum_{n=1}^\infty \frac{z^n}{n} \right). \quad (4.14)
\]
Remark 4.7. The above classical computation of the degree relies on the representation of $F(X)$ as a subvariety of the Grassmannian $\mathbb{G}$. As the degree can also be computed as
\[
\deg(F(X)) = \int_L c_1(p^*\mathcal{O}(1))^{2n-4} \cdot c_1(\mathcal{O}_\rho(1))
\]
on the universal line $\mathbb{L}$, we can change perspective and instead exploit the projection $q: \mathbb{L} \to X$ and the description of $\mathbb{L}$ as a codimension two subscheme of $\mathbb{P}(T_X)$ provided by Proposition 3.10. More precisely, using (3.4) in its proof, allows one to compute the degree as
\[
\deg(F(X)) = \int_{\mathbb{P}(T_X)} (2\pi^*h + u)^{2n-4} \cdot \pi^*h \cdot (3\pi^*h + 3u) \cdot (3\pi^*h + 2u),
\]
where $h = c_1(\mathcal{O}_\pi(1))$ and $u = c_1(\mathcal{O}_\pi(1))$.

Exercise 4.8. Use the projection $\pi: \mathbb{P}(T_X) \to X$ and $\sum u^i \cdot \pi^*c_{n-i}(T_X) = 0$ to conclude the computation in the previous remark and to confirm (4.12).

Remark 4.9. Recall from Section 1.1.4 that the Euler numbers $e(X_n)$ of smooth cubic hypersurfaces $X_n \subset \mathbb{P}^{n+1}$ of arbitrary dimensions are encoded by the generating series
\[
\sum_{n=0}^{\infty} e(X_n) z^n = \frac{3z}{(1-z)^2 (1+2z)}.
\]
A formal computation using Mathematica\(^{12}\) reveals
\[
\sum_{n=2}^{\infty} e(F(X_n)) z^n = \frac{27(1-2z)z^3}{(-1+z)^3 (1+2z)^2 (-1+4z)},
\]
but a conceptual understanding in the sense of Theorem 1.1.17 is not known.\(^{13}\)

<table>
<thead>
<tr>
<th>$n$</th>
<th>$\omega_{F(X)}$</th>
<th>$\dim(F(X))$</th>
<th>$\deg(F(X))$</th>
<th>$e(F(X))$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>$\mathcal{O}$</td>
<td>0</td>
<td>27</td>
<td>27</td>
</tr>
<tr>
<td>3</td>
<td>$\mathcal{O}(1)$</td>
<td>2</td>
<td>45</td>
<td>27</td>
</tr>
<tr>
<td>4</td>
<td>$\mathcal{O}$</td>
<td>4</td>
<td>108</td>
<td>324</td>
</tr>
<tr>
<td>5</td>
<td>$\mathcal{O}(-1)$</td>
<td>6</td>
<td>297</td>
<td>702</td>
</tr>
</tbody>
</table>

which is the geometric analogue of the well-known equality $\sum_{n=0}^{\infty} |X^{(n)}(\mathbb{F}_q)| z^n = \exp \left( \sum |X(F_{q^r})| z^r / r \right)$ for the Zeta function of a variety over a finite field $\mathbb{F}_q$ which generalizes to an equality for the Poincaré polynomial
\[
\sum_{n=0}^{\infty} \left( \sum_{i=0} \binom{n}{i} (-1)^i b_i(X^{(n)}) y^i \right) z^n = \frac{(1-y^1)z^{p_1(X)} \cdot (1-y^3)z^{p_3(X)} \cdots}{(1-z)z^{p_0(X)} \cdot (1-2z)z^{p_2(X)} \cdots}.
\]

\(^{12}\) ... with thanks to P. Magni.

\(^{13}\) Mathematica did not come up with a generating series for $\deg(F(X_n))$. 

---

4 Cohomology and motives
4.4 Hodge theory via motives  The computation of the Euler number is only a faint shadow of the full cohomological information available. There are various ways to unpack the information encoded by the above motivic approach. We shall focus on the Hodge theoretic content and so assume from now on that $k = \mathbb{C}$.

To start, let $\text{HS}_{\mathbb{Z},n}$ be the additive category of polarizable, pure Hodge structures of weight $n$, see [172] for more on this and the notation. Recall that the Tate twist defines an equivalence

$$\text{HS}_{\mathbb{Z},n} \cong \text{HS}_{\mathbb{Z},n-2}, \quad H \mapsto H(1) := H \otimes \mathbb{Z}(1),$$

where $\mathbb{Z}(1) = (2\pi i)\mathbb{Z}$ is the pure Hodge structure of weight $(-1, -1)$ geometrically realized by the dual of $H^2(\mathbb{P}^1, \mathbb{Z})$. Let $\text{HS}_{\mathbb{Z}} = \bigoplus \text{HS}_{\mathbb{Z},n}$ be the additive category of graded pure, polarizable integral Hodge structures and denote its Grothendieck group by $K_0(\text{HS}_{\mathbb{Z}})$. By definition, this is the group generated by isomorphism classes of integral polarizable Hodge structures with the condition that $[H] + [H'] = [H \oplus H']$. In particular, two Hodge structures $H$ and $H'$ define the same class $[H]$ in $K_0(\text{HS}_{\mathbb{Z}})$ if and only if there exists a Hodge structure $H_0$ such that $H \oplus H_0 \cong H' \oplus H_0$. Note that the tensor product defines a natural ring structure on $K_0(\text{HS}_{\mathbb{Z}})$.

According to Bittner [71], $K_0(\text{Var}_C)$ can also be described as the quotient of the free abelian group generated by isomorphism classes of smooth projective varieties by the relation

$$[\text{Bl}_Z(Y)] + [Z] = [Y] + [E]$$

for every blow-up $\text{Bl}_Z(Y) \to Y$ of a smooth projective variety $Y$ along a smooth projective subvariety $Z \subset Y$ of codimension $r$ with exceptional divisor $E$. Using that for each such smooth blow-up there exists a graded isomorphism of polarizable integral Hodge structures, cf. [474, Ch. 7]:

$$H^*(\text{Bl}_Z(Y), \mathbb{Z}) \oplus H^r(Z, \mathbb{Z})(-r) \cong H^*(Y, \mathbb{Z}) \oplus H^r(E, \mathbb{Z})(-1), \quad (4.15)$$

one finds that there exists a ring homomorphism

$$K_0(\text{Var}_C) \to K_0(\text{HS}_{\mathbb{Z}}), \quad [X] \mapsto [H^*(X, \mathbb{Z})(\dim X)], \quad (4.16)$$

where $X$ is smooth and projective. Under this map, $\ell = [\mathbb{A}^1] = [\mathbb{P}^1] - [\text{pt}]$ is sent to the class of the Hodge structure $\mathbb{Z}(-1)$.

**Exercise 4.10.** Show that $X \mapsto (-y)^{-\dim X} \chi_4(X)$ defines a ring homomorphism

$$\tilde{\chi}_4 : K_0(\text{Var}_C) \to \mathbb{Z}[y, y^{-1}],$$

which factors through (4.16).
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Corollary 4.11. Let \( X \subset \mathbb{P}^{n+1} \) be a smooth cubic hypersurface. Then in \( K_0(\text{HS}_\mathbb{Z}) \) the following equality holds

\[
[H^*(X^{[2]}, \mathbb{Z})(2)] = [H^*(\mathbb{P}^n, \mathbb{Z})(2)] \cdot [H^*(X, \mathbb{Z})] + [H^*(F(X), \mathbb{Z})].
\] (4.17)

As we shall see shortly, there is an isomorphism in \( \text{HS}_\mathbb{Z} \) behind (4.17), see Corollary 4.12 below.

Proof. Apply (4.16) to Proposition 4.2 and twist by the Hodge structure \( \mathbb{Z}(2) \).

□

Next we consider the natural functor

\[ \text{HS}_\mathbb{Z} \longrightarrow \text{HS}_\mathbb{Q}, \quad H \longmapsto H \otimes \mathbb{Z} \otimes \mathbb{Q}, \]

to the category of graded pure, polarizable, rational Hodge structures \( \text{HS}_\mathbb{Q} \). It induces a linear map

\[
K_0(\text{Var}_\mathbb{C}) \longrightarrow K_0(\text{HS}_\mathbb{Z}) \longrightarrow K_0(\text{HS}_\mathbb{Q}).
\] (4.18)

As the category \( \text{HS}_\mathbb{Q} \) is semi-simple, cf. [391, Cor. 2.12], the natural map

\[
\text{HS}_\mathbb{Q} \hookrightarrow K_0(\text{HS}_\mathbb{Q})
\]
is injective, i.e. two rational Hodge structures \( H \) and \( H' \) are isomorphic if and only if \( [H] = [H'] \) in \( K_0(\text{HS}_\mathbb{Q}) \).\(^{14}\) Thus, (4.17) becomes a graded isomorphism of rational Hodge structures

\[
H^*(X^{[2]}, \mathbb{Q})(2) \cong (H^*(\mathbb{P}^n, \mathbb{Q}) \otimes H^*(X, \mathbb{Q})) (2) \oplus H^*(F(X), \mathbb{Q}).
\] (4.19)

There is a shortcut to arrive at the isomorphism (4.19) by just applying cohomology to (4.8), i.e. using the commutativity of the diagram

\[
\begin{array}{ccc}
\text{(SmProj}(\mathbb{C})) & \longrightarrow & \text{Mot}(\mathbb{C}) \\
\downarrow & & \downarrow \\
K_0(\text{Var}_\mathbb{C}) & \longrightarrow & K_0(\text{HS}_\mathbb{Z}) \longrightarrow K_0(\text{HS}_\mathbb{Q}).
\end{array}
\]

Similarly, either by applying cohomology to (4.9) or by using (4.18), one obtains an isomorphism of Hodge structures

\[
H^*(X^{[2]}, \mathbb{Q}) = S^2 H^*(X, \mathbb{Q}) \oplus \bigoplus_{i=1}^{n-1} H^*(X, \mathbb{Q})(-i).
\]

\(^{14}\) Injectivity does not hold for integral Hodge structures. Indeed, there exist elliptic curves \( E, E' \), and \( E_0 \) such that \( E \) and \( E' \) are non-isomorphic but \( E \times E_0 = E' \times E_0 \), see [435]. In this case \( [H^1(E, \mathbb{Z})] = [H^1(E', \mathbb{Z})] \) in \( K_0(\text{HS}_\mathbb{Z}) \), but \( H^1(E, \mathbb{Z}) \) and \( H^1(E', \mathbb{Z}) \) are non-isomorphic Hodge structures. Thanks to B. Moonen for the reference.
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Altogether this leads to the isomorphism of Hodge structures

$$(S^2H^r(X,\mathbb{Q}))(2) \simeq H^r(X,\mathbb{Q})(2) \oplus H^r(X,\mathbb{Q})(2-n) \oplus H^j(F(X,\mathbb{Q}))$$  \hfill (4.20)

and, after decomposing into primitive parts, to

$$H^j(F(X,\mathbb{Q})) \oplus \mathbb{Q}(2-n) \simeq \bigoplus_{i=1}^{n-1} H^i(F(X,\mathbb{Q}))_{pr}(2-i) \oplus \bigoplus_{0 \leq i < n} \mathbb{Q}(2-i-j)$$  \hfill (4.21)

cf. [189]. Of course, here and below $H^r(X,\mathbb{Q})_{pr} = H^r(X,\mathbb{Q})$ for $n$ odd. Note that (4.21) can also be obtained by taking cohomology of (4.11). In particular, for the middle cohomology of the Fano variety the formula proves

$$H^{2r-d}(F(X,\mathbb{Q})) \simeq \mathbb{Q}(2-n)^{\oplus m} \oplus \begin{cases} (S^2H^r(X,\mathbb{Q}))_{pr}(2) \oplus H^r(X,\mathbb{Q})_{pr}(1-\frac{n}{2}) & \text{for } n \equiv 0 \ (2) \\ \bigwedge^2H^r(X,\mathbb{Q})_{pr}(2) & \text{for } n \equiv 1 \ (2) \end{cases}$$

with $m = [n/2] - 1$.

4.5 Integral Hodge structures  Instead of using the abstract language of motives, it is possible to work entirely on the level of cohomology. In fact, working directly with cohomology makes some of the results more concrete and more precise, e.g. (4.19) is valid for cohomology with integral coefficients, and shows that the isomorphisms in (4.21) are in fact algebraic.

Start with the diagram (4.7) and apply the blow-up formula for cohomology, cf. [474, Ch. 7], to $\sigma_1 : B :\mathbb{B}_{\mathbb{L},(\mathbb{L} \mid X)} \longrightarrow \mathbb{L} \mid X$. Note that its exceptional divisor $\tau_1 : E \longrightarrow L$ is a $\mathbb{P}^2$-bundle. We obtain isomorphisms

$$H^j(B,\mathbb{Z}) \simeq H^j(\mathbb{L} \mid X,\mathbb{Z}) \oplus H^j(\mathbb{L},\mathbb{Z})(-1) \oplus H^j(\mathbb{L},\mathbb{Z})(-2)$$

$$\simeq (H^j(\mathbb{P}^2,\mathbb{Z}) \oplus H^j(X,\mathbb{Z})) \oplus \begin{cases} H^j(F,\mathbb{Z})(-1) \oplus H^j(F,\mathbb{Z})(-2) & \text{for } n \equiv 0 \ (2) \\ H^j(F,\mathbb{Z})(-3) \end{cases}.$$  \hfill (4.22)

The inverse of the first isomorphism is up to sign given by

$$(\alpha, \alpha_1, \alpha_2) \longmapsto \sigma_1^* \alpha + j_! \tau_1^* \alpha_1 + j_! \tau_1^* \alpha_2 \cdot [E].$$

Here, $j : E \hookrightarrow B$ is the inclusion. For the second isomorphism apply the Leray–Hirsch formula for the cohomology of a projective bundle to the $\mathbb{P}^n$-bundle $\mathbb{L} \mid X \longrightarrow X$ and to the $\mathbb{P}^1$-bundle $p : \mathbb{L} \longrightarrow F = F(X)$.

Next we use the blow-up formula for $\sigma_2 : B \simeq \mathbb{B}_{\mathbb{L} \mid X}(\mathbb{X}^{[2]}) \longrightarrow \mathbb{X}^{[2]}$. This time the
exceptional divisor $\tau_2: E \longrightarrow \mathbb{P}^1$ is a $\mathbb{P}^1$-bundle and the Leray–Hirsch formula applied to the $\mathbb{P}^2$-bundle $p^{[2]}: L^{[2]} \longrightarrow F$, shows

$$H^*(B, \mathbb{Z}) \cong H^*(X^{[2]}, \mathbb{Z}) \oplus H^*(L^{[2]}, \mathbb{Z})(-1) \oplus H^*(F, \mathbb{Z})(-2) \oplus H^*(L^{[2]}, \mathbb{Z})(-1).$$

Combining the two descriptions of $H^*(B, \mathbb{Z})$ gives the following isomorphism of Hodge structures which gives back Corollary 4.11.

**Corollary 4.12.** Let $X \subset \mathbb{P}^{n+1}$ be a smooth cubic hypersurface. Then there exists an isomorphism $H^*(X^{[2]}, \mathbb{Z}) \cong (H^*(\mathbb{P}^n, \mathbb{Z}) \otimes H^*(X, \mathbb{Z})) \oplus H^*(F, \mathbb{Z})(-2) \oplus H^*(L^{[2]}, \mathbb{Z})(-1)$.

of integral Hodge structures. □

**Exercise 4.13.** Show that the cohomology $H^*(F(X), \mathbb{Z})$ of the Fano variety of a smooth cubic hypersurface is torsion free.

Use the fact that the integral cohomology $H^*(X^{[2]}, \mathbb{Z})$ of a complex manifold $X$ with torsion free cohomology $H^*(X, \mathbb{Z})$ is again torsion free, see [452]. An argument based on the weaker version of (4.23) provided by the equality (4.17) in $K_0(Hdg,\mathbb{Z})$ was given by Shinder [432]. See Remark 5.1.21 for comments on the case of cubic threefolds. 15

Note that apart from the obvious copy of $H^*(F, \mathbb{Z})(-2)$ on the right-hand side of (4.23) there is another one hidden in $H^*(L^{[2]}, \mathbb{Z})(-1)$ on both sides. The two copies arise from the natural inclusions of direct summands

$$H^*(F, \mathbb{Z})(-2) \longrightarrow H^*(L, \mathbb{Z})(-1) \text{ and } H^*(F, \mathbb{Z})(-2) \longrightarrow H^*(L, \mathbb{Z})(-2)$$

in (4.22). Composing the inclusion $H^*(X^{[2]}, \mathbb{Z}) \longrightarrow H^*(B, \mathbb{Z})$ with the projection $H^*(B, \mathbb{Z}) \longrightarrow H^*(L, \mathbb{Z})(-1) \oplus H^*(L, \mathbb{Z})(-2) \longrightarrow H^*(F, \mathbb{Z})(-2) \oplus H^*(F, \mathbb{Z})(-2)$ defines a map

$$f_1, f_2): H^*(X^{[2]}, \mathbb{Z}) \longrightarrow H^*(F, \mathbb{Z})(-2) \oplus H^*(F, \mathbb{Z})(-2).$$

**Lemma 4.14.** With the above notation, $f_1 = 0$ and $f_2(\alpha) = p^{[2]}_{\ast} (\alpha|_{L^{[2]}})$.

15 Thanks to S. Stark for various discussions related to this. His question on mathoverflow prompted the above argument and Shinder’s proof.
Chapter 2. Fano varieties of lines

Proof. The computation of $f_2(\alpha)$ is a consequence of the commutativity of the diagram

$$
\begin{array}{c}
H^*(X^{[2]}) \xrightarrow{\tau_*} H^*(B) \\
\downarrow \delta_{[2]} \quad \downarrow \chi \\
H^*(L^{[2]}) \xrightarrow{\tau_*} H^*(E) \\
\downarrow \rho_{[2]} \quad \downarrow \tau_2 \\
H^{*+4}(F) \xrightarrow{p^*} H^{*+4}(L).
\end{array}
$$

To compute $f_1$, we write $[E]|_L = \tau_1^* e_1 + \tau_2^* e_2$, possibly up to classes on $F$ which will not affect the following. Here, $e_1$ and $e_2$ are the relative tautological classes of $p$ and $p^{[2]}$. Then use $\tau_1, (\sigma_2') |_{[2]} \cdot [E]|_L = \tau_1, (\sigma_2' \delta_{[2]} |_L) \cdot [E]|_L$ and $\delta_{[2]} = p^{[2]} |_L \oplus (p^{[2]}') |_2 \cdot e_2$, which leads to $\tau_1^* (\delta_{[2]} |_L) = \tau_1^* p' \delta_1 \oplus (\tau_1^* p^' \delta_2 \cdot \tau_2^* e_2)$ for some classes $\delta_1 \in H^*(F)$ and $\delta_2 \in H^{*+2}(F)$. Hence, $\tau_1, (\sigma_2' |_{[2]} \cdot [E]|_L)$ is the sum of $\tau_1, \left( (\tau_1^* p^' \delta_1 \cdot e_1) \oplus (\tau_1^* p^' \delta_1 \cdot \tau_2^* e_2) \right)$ and $\tau_1, \left( (\tau_1^* p^' \delta_2 \cdot e_1) \oplus (\tau_1^* p^' \delta_2 \cdot \tau_2^* e_2) \right)$. The two parts of the first summand are trivial, because $\tau_1, \tau_1^* = 0$ and $\tau_1, \tau_2^* = 0$, for $\tau_1$ is a $\mathbb{P}^2$-bundle. Similarly, the first part of the second summand is trivial. Therefore, $\tau_1, (\sigma_2' |_{[2]} \cdot [E]|_L) = p^* \delta_2 \cdot \tau_1, \tau_2^* e_2$, the projection of which to $H^{*-4}(F, \mathbb{Z}) \subset H^{*-2}(L, \mathbb{Z})$ is trivial. \[\square\]

Corollary 4.15. For the general smooth cubic hypersurface $X \subset \mathbb{P}^{n+1}$, the rational Hodge conjecture holds for $F(X)$ in the middle degree $2n - 4$. The space of Hodge classes in this degree satisfies $\dim H^{n-2, n-2}(F(X), \mathbb{Q}) = [n/2]$.

Proof. Consider the isomorphism (4.21) which by the preceding discussion is algebraic. On the right-hand side, the direct sum $\mathbb{Q}(2 - n)^{m}$ is spanned by Hodge classes which are all obviously algebraic. According to Remark 1.2.13, (ii), up to scalars the only Hodge class in the summand $S^2(H^n(X, \mathbb{Q})_m)$ for $n$ even and in $\bigwedge^2(H^n(X, \mathbb{Q})_m)$ for $n$ odd is the class that corresponds to the intersection form $q$ which is algebraic. \[\square\]

4.6 $\chi_y$-genus and low dimensions Both, Corollary 4.11 or alternatively (4.21), allow one to compute the Betti and Hodge numbers of $F(X)$. The formula below evaluated at $y = -1$ gives back (4.13).

Corollary 4.16. The $\chi_y$-genus of the Fano variety of lines $F(X)$ of a smooth cubic hypersurface $X \subset \mathbb{P}^{n+1}$ is given by

$$
\chi_y(F(X)) = \chi_y(X) - 2(-1)^n y^n - \frac{1}{2 y^2} \cdot \chi_y(X).
$$

Proof We use $\chi_y(F) = -y, \chi_y(F^n) = (-y)^n, \chi_y(F^n) = 1 - y \pm \ldots + (-1)^n y^n$, and

$$
\chi_y(X^{[2]}) = \left( \chi_y(X) + \frac{1}{2} \right).
$$
The latter is again a special case of a general MacDonald formula for the \( \chi_y \) genus analogous to the one for the Euler number (4.14), see [90, 347, 500]. This gives

\[
y^2 \cdot \chi_y(F) = \left( \frac{\chi_y(X) + 1}{2} \right) - (1 + (-y)^n) \cdot \chi_y(X)
\]

\[
= \frac{\chi_y(X) - 1 - 2(-y)^n}{2} \cdot \chi_y(X)
\]

by applying the homomorphism \( \tilde{\chi}_y : K_0(\text{Var}_k) \to K_0(\text{HS}_Q) \to \mathbb{Z}[y, y^{-1}] \), see Exercise 4.10, to (4.3) in Proposition 4.2 or using Corollary 4.11 and only the second map. \( \square \)

In principle, it should be possible to combine this with Hirzebruch’s formula for the generating series \( \sum_{n=0}^{\infty} \chi_y(X_n) z^n + 1 \) of all \( \chi_y \)-genera of cubic hypersurfaces, see Theorem 1.1.17, to express \( \sum_{n=0}^{\infty} \chi_y(F(X_n)) z^n + 1 \) as a rational function, cf. Remarks 4.9 and 4.22.

Before making some of the computations explicit in low-dimensional cases, we shall draw a few further consequences from (4.21).

**Corollary 4.17.** Let \( X \) be a smooth cubic hypersurface of dimension \( n \).

(i) If \( n \) is even, then \( H^*(X, \mathbb{Q}) = H^{ev}(X, \mathbb{Q}) \) and \( H^*(F(X), \mathbb{Q}) = H^{ev}(F(X), \mathbb{Q}) \).

(ii) If \( n \) is odd, then \( H^*(X, \mathbb{Q}) = H^{ev}(X, \mathbb{Q}) \oplus H^n(X, \mathbb{Q}) \) and

\[ H^*(F(X), \mathbb{Q}) \cong H^{ev}(F(X), \mathbb{Q}) \oplus \bigoplus_{i=1}^{n-1} H^n(X, \mathbb{Q})(2-i). \] \( \square \)

The description of the first cohomology provides us with an alternative proof of Corollary 3.3, which we state again in the following improved form.

**Corollary 4.18.** Let \( X \subset \mathbb{P}^{n+1} \) be a smooth cubic hypersurface and let \( F(X) \) be its Fano variety of lines.

(i) If \( n \geq 4 \), then the Picard variety \( \text{Pic}^0(F(X)) \) is trivial.

(ii) If \( n \geq 5 \), then the Picard group is of rank one, i.e. \( \text{Pic}(F(X)) \cong \mathbb{Z} \).

**Proof** Indeed, as \( H^{odd}(F(X), \mathbb{Q}) \) is trivial for even \( n \) and otherwise \( H^{odd}(F(X), \mathbb{Q}) \cong \bigoplus_{i=1}^{n-1} H^n(X, \mathbb{Q})(2-i) \), one finds \( H^i(F(X), \mathbb{Q}) = 0 \) for \( n \geq 4 \). Hence, \( H^{1,1}(F(X)) = 0 \) which implies that \( \text{Pic}^0(F(X)) \) is trivial.

To prove the second assertion, observe that (4.21) implies \( H^2(F(X), \mathbb{Z})(1) \cong \mathbb{Z} \). \( \square \)

Debarre and Manivel [142, Prop. 1 & Ex. 3.3] and Debarre [142, Prop. 1 & Ex. 3.3] prove a more precise form of (ii), namely \( \text{Pic}(F(X)) \cong \mathbb{Z} \cdot \mathcal{O}_F(1) \) for \( n \geq 5 \).
Remark 4.19. In fact, $F(X)$ is known to be simply connected for $n \geq 4$.\footnote{I am indebted to R. Laterveer and S. Stark for pointing this out to me and for providing the references.} For $n = 4$ this is a result of Beauville and Donagi [59], see Section 6.3.2, and for $n > 4$ the result follows from a result by Sommese [440].

Alternatively, one can use the fact that for $n > 4$ the Fano variety of lines $F(X)$ is a Fano variety, i.e. it has negative canonical bundle, see Lemma 3.1. Quite generally, according to results of Campana and Kollár, rationally connected varieties are simply connected, cf. [139, 140]. That the algebraic fundamental group is trivial follows from the observation that any finite étale cover $\pi: \tilde{Z} \rightarrow Z$ of a Fano variety $Z$ would again be Fano and, therefore, $1 = \chi(\tilde{Z}, \mathcal{O}) = \chi(Z, \mathcal{O}) \cdot \deg(\pi) = \deg(\pi)$, see [139, Cor. 4.18] for the rest of the argument.

The middle cohomology $H^n(X, \mathbb{Q})$ of the cubic hypersurface $X$ carries most of the information. As we will see again and again, for the Fano variety of lines it is the cohomology in degree $n - 2$, which is below the middle for all $n > 2$. And indeed, the next result says that the two are intimately related. In Section 5.1, yet another approach to computing the cohomology of the Fano variety is explained. Instead of the birational correspondence between $L_G| X$ and $X^{[2]}$ it relies more directly on the Fano correspondence between $F(X)$ and $X$ provided by the universal line $L$.

Corollary 4.20. Let $X$ be a smooth cubic hypersurface of dimension $n > 2$.

(i) If $n$ is even, then there exists an isomorphism of Hodge structures

$$H^{n-2}(F(X), \mathbb{Q}) \cong H^n(X, \mathbb{Q})_{pr}(1) \oplus \bigoplus \mathbb{Q}(2 - i - j),$$

where the direct sum is over all $0 < i \leq j < n$ such that $2(i + j) = n + 2$.

(ii) If $n$ is odd, then $H^{\text{odd} \cdot n-2}(F(X), \mathbb{Q}) = 0$ and there exists an isomorphism of Hodge structures

$$H^{n-2}(F(X), \mathbb{Q})_{pr} = H^{n-2}(F(X), \mathbb{Q}) \cong H^n(X, \mathbb{Q})(1) \cong H^n(X, \mathbb{Q})_{pr}(1).$$

□

Example 4.21. Let us start by computing $H^0(F(X), \mathbb{Q})$. For this, compare the proof of (4.21). We distinguish the two cases:

(i) For $n = 2$, we obtain the isomorphism of vector spaces

$$H^0(F(X), \mathbb{Q}) \oplus \mathbb{Q} \cong S^2(H^2(X, \mathbb{Q})_{pr}) \oplus H^2(X, \mathbb{Q})_{pr} \oplus \mathbb{Q}.$$

Taking dimensions while using $b_2(X)_{pr} = 6$, shows

$$b_0(F(X)) + 1 = 21 + 6 + 1.$$ 

Hence, $b_0(F(X)) = 27$, i.e. $F(X)$ consists of 27 isolated points. We stress that using étale cohomology, the same conclusion can be drawn for smooth cubic surfaces over arbitrary algebraically closed fields.
(ii) For $n > 2$, one finds $H^0(F(X), \mathbb{Q}) \cong \mathbb{Q}$, where the right-hand side comes from $\mathbb{Q}(2 - 1 - 1)$. This proves again that $F(X)$ is connected, cf. Proposition 3.4 and Exercise 3.7.

We shall exploit (4.21) to compute the Hodge diamond of $F(X)$ for smooth cubic hypersurfaces of dimensions $n \leq 5$, cf. [189]. For the computation of the Hodge diamonds for the corresponding cubic hypersurface see Section 1.1.4.

$n = 3$: Here, the formulae lead to the following isomorphisms of Hodge structures

$$H^1(F(X), \mathbb{Q}) \cong H^3(X, \mathbb{Q})(1),$$

where we use that $H^3(X, \mathbb{Q})$ is primitive, and

$$H^2(F(X), \mathbb{Q}) \cong \left( \bigwedge^2 H^1(X, \mathbb{Q}) \right)(2).$$

Note that a priori the formula involves a direct summand $\mathbb{Q}(1)$ on both sides, which then cancels out. Combining the two isomorphisms defines an isomorphism

$$\bigwedge^2 H^1(F(X), \mathbb{Q}) \cong H^2(F(X), \mathbb{Q}).$$

At this point, we do not yet know that the isomorphism is given by exterior product in cohomology, but see Section 5.3 and Section 5.2.2. For the Hodge diamond this leads to:

$$b_0(F(X)) = 1 \quad 1$$

$$b_1(F(X)) = 10 \quad 5 \quad 5$$

$$b_2(F(X)) = 45 \quad 10 \quad 25 \quad 10$$

$n = 4$: In this case, $\dim(F(X)) = 4$ and the cohomology of $F(X)$ is concentrated in even degree.

$$H^2(F(X), \mathbb{Q}) \cong H^4(X, \mathbb{Q})_{\text{pr}}(1) \oplus \mathbb{Q}(-1)$$

and

$$H^4(F(X), \mathbb{Q}) \cong S^2(H^4(X, \mathbb{Q})_{\text{pr}})(2) \oplus H^4(X, \mathbb{Q})_{\text{pr}} \oplus \mathbb{Q}(-2).$$

For the Betti and Hodge numbers this implies

$$b_0(F(X)) = 1 \quad 1$$

$$b_2(F(X)) = 23 \quad 1 \quad 21 \quad 1$$

$$b_4(F(X)) = 276 \quad 1 \quad 21 \quad 232 \quad 21 \quad 1$$

$n = 5$: Here, $\dim(F(X)) = 6$ and for the rational cohomology of $F(X)$ we have

$$H^3(F(X), \mathbb{Q}) = 0, \quad H^2(F(X), \mathbb{Q}) \cong \mathbb{Q}(-1), \quad H^4(F(X), \mathbb{Q}) \cong H^6(X, \mathbb{Q})(1) \cong H^8(X, \mathbb{Q})_{\text{pr}}(1),$$
Chapter 2. Fano varieties of lines

\[ H^i(F(X), \mathbb{Q}) \cong \mathbb{Q}(-2)^{\oplus 2}, \quad H^{i+2}(F(X), \mathbb{Q}) \cong H^i(X, \mathbb{Q}) \cong H^i(X, \mathbb{Q})_{pr}. \]

and

\[ H^6(F(X), \mathbb{Q}) \cong \left( \bigwedge^2 H^5(X, \mathbb{Q}) \right)_{(2)} \oplus \mathbb{Q}(-3). \]

Thus, the non-trivial part of the Hodge diamond below the middle looks like this:

\[
\begin{array}{cccc}
 b_0(F(X)) &= 1 & 1 \\
b_1(F(X)) &= 0 \\
b_2(F(X)) &= 1 & 1 \\
b_3(F(X)) &= 42 & 21 & 21 \\
b_4(F(X)) &= 2 \\
b_5(F(X)) &= 42 & 21 & 21 \\
b_6(F(X)) &= 862 & 210 & 442 & 210 \\
\end{array}
\]

Remark 4.22. Instead of considering Hodge structures of hypersurfaces over \( \mathbb{C} \) and of their Fano varieties, it is also interesting to study hypersurfaces over finite fields. Galkin and Shinder [189] give the following formula

\[ |F(X)(\mathbb{F}_q)| = |X(\mathbb{F}_q)|^{2} - 2(1 + q^a)|X(\mathbb{F}_q)| + |X(\mathbb{F}_q^2)|, \]

which is a direct consequence of Proposition 4.2 or its version (4.9) in Mot(\( k \)), applying arguments similar to the ones to compute \( e(F(X)) \) in the proof of Proposition 4.6.

One way to see this is uses that the Zeta function \( Z(X, z) = \exp \left( \sum_{i=1}^{\infty} |X(\mathbb{F}_q^i)| \frac{z^i}{i} \right) \) can also be written as \( Z(X, z) = \sum |X(\mathbb{F}_q^i)| \frac{z^i}{i} \), with the sum running over all zero cycles, and so \( |X(\mathbb{F}_q)| = (1/2) (|X(\mathbb{F}_q)| + |X(\mathbb{F}_q^2)|) \). In principle, this allows one to write \( Z(F(X), z) \) in terms of \( Z(X, z) \), which according to the Weil conjectures has a rather special form for cubic hypersurfaces, cf. Section 1.1.6. This has been explained in detail by Debarre, Laface, and Roulleau [141] who in particular discuss the existence of lines defined over any finite base field.

5 Fano correspondence

The way we related \( H^n(X, \mathbb{Q}) \) and \( H^{n-2}(F(X), \mathbb{Q}) \) was rather abstract and we shall now explain a more direct and canonical way. This makes use of the Fano correspondence (5.1) and the quadratic Fano correspondence (5.7).
5.1 Plücker polarization and Fano correspondence

The Fano correspondence is

\[
\begin{array}{ccc}
\mathbb{P}^1 & \xrightarrow{q} & X \\
\downarrow p & & \downarrow \ \\
F(X) & & \end{array}
\]

which induces for any \( m \) a homomorphisms of integral Hodge structures

\[
\varphi := p_* \circ q^* : H^m(X, \mathbb{Z}) \to H^{m-2}(F(X), \mathbb{Z})(-1).
\]

Depending on the context, it may also be useful to consider the correspondence on the level of Chow groups

\[
\varphi : CH^i(X) \to CH^{i-1}(F(X))
\]

or to use other types of cohomology theories.

We apply the Leray–Hirsch decomposition to the \( \mathbb{P}^1 \)-bundle \( L \cong \mathbb{P}(S_F) \to F(X) \) and write

\[
H^*(L, \mathbb{Z}) \cong p^*H^*(F(X), \mathbb{Z}) \oplus u \cdot p^*H^{*-2}(F(X), \mathbb{Z}).
\]

Here, \( u := c_1(O_p(1)) \) is the relative tautological class. Note that the pull-back map \( p^* : H^i(F(X), \mathbb{Z}) \to H^i(L, \mathbb{Z}) \) is injective. Moreover,

\[
u^2 + u \cdot p^*c_1(S_F) + p^*c_2(S_F) = 0 \quad \text{and} \quad p_*(p^*g + u \cdot p^*g') = g'.
\]

Similar formulae hold for Chow groups.

**Lemma 5.1.** The twisted correspondence \( \varphi(2) : H^4(X, \mathbb{Z})(2) \to H^2(F(X), \mathbb{Z})(1) \) maps the square of the hyperplane class \( h^2 \) to the Plücker polarization \( g \), cf. (1.8):

\[
\varphi(h^2) = g.
\]

Similarly, \( h^2 \in CH^2(X) \) is mapped to \( c_1(O_F(1)) \in CH^4(F(X)) \) under (5.3).

In particular, for \( 2 < n \) we have \( \varphi(h^2) \neq 0 \) and, more generally, for all \( 0 < k \leq n \)

\[
0 \neq \varphi(h^k) \in H^{2k-2}(F(X), \mathbb{Q}).
\]

**Proof.** Recall that \( L \cong \mathbb{P}(S_F) \subset \mathbb{P}(V \otimes O_F) \cong F \times \mathbb{P}(V) \) is induced by the natural inclusion \( S_F \subset V \otimes O_F \) and, thus,

\[
O_p(1) \cong q^*O(1).
\]

Hence, \( p_*q^*h^2 = p_*(q^*c_1(O(1))^2) = p_*(u^2) = -c_1(S_F) = g \).

The argument for the second assertion is geometric. Fix a generic point \( (L, x) \in L \), so \( x \in L \subset X \), and consider generic hyperplane sections \( Z_k := H_1 \cap \ldots \cap H_k \cap X \) through \( x \). Then \( q^*(h^k) \in H^{2k}(L, \mathbb{Q}) \) is the fundamental class of the subvariety \( q^{-1}(Z_k) \).
As all hyperplanes $H_i$ contain $x$ and were otherwise chosen generically, the fibre of $p_{q^{-1}(Z)} : q^{-1}(Z) \longrightarrow F(X)$ over $L \in F(X)$ consists of the one point $(L, x)$. Hence, the restriction $p_{q^{-1}(Z)}$ is generically finite on at least one irreducible component and, therefore, $\varphi(h^1) = p_*[q^{-1}(Z)] \neq 0$. □

**Remark 5.2.** (i) Arguing as in the proof above, we find that $\varphi(h^1)$ is represented by the subvariety

$$F_{Z_d} := \{ L \mid L \cap Z_d \neq \emptyset \},$$

where $Z_d \subseteq \mathbb{P}^{n+1-k}$ is the cubic obtained as a generic linear section $Z_d := \mathbb{P}^{n+1-k} \cap X$ of codimension $k$ in $X$. In particular, the Plücker polarization is represented by the divisor $F_{p^{-1} \cap X}$ of all lines $L \in F(X)$ intersecting a generically chosen linear section $\mathbb{P}^{n-1} \cap X$.

(ii) We can also work with singular linear intersections. For example, for a generic line $L \subset X$ and a generic line $L \neq L' \subset X$ that intersects $L$, the intersection of the plane $\mathbb{P}^2 \cong \mathbb{P}(L')$ with $X$ consists of $L, L'$ and a third residual line $L''$, see Exercise 1.20. Then the closure $F_L$ of the locus of all lines $L' \in F(X)$ such that $L \neq L'$ and $L \cap L' \neq \emptyset$ is of dimension $n - 2$ and its middle cohomology class $[F_L] \in H^{2n-1}(F(X), \mathbb{Z})$ satisfies

$$3 \cdot [F_L] = [F_L] + [F_L] + [F_L] = \varphi(h^{n-1}).$$

Note that $L' \longmapsto L''$ defines an involution of $F_L$ and its quotient is the projection

$$F_L \longrightarrow D_L \subset \mathbb{P}^{n-1},$$

that maps a line $L' \in F_L$ to its intersection point with a generically chosen linear subspace $\mathbb{P}^{n-1} \subset \mathbb{P}^{n+1}$. Here, $D_L \in \mathcal{O}(5)$ is the discriminant hypersurface of the linear projection $B_L(X) \longrightarrow \mathbb{P}^{n-1}$ from $L \subset X$, see Example 1.5.4. The situation will be studied in detail for $n = 3$ and $n = 4$ in subsequent chapters.

**Exercise 5.3.** Show that more generally $\varphi(h^m) \in H^{2m-2}(F(X), \mathbb{Z})$ can be expressed as a polynomial in the two Chern classes $c_1(S_F)$ and $c_2(S_F)$ of the universal subbundle $S_F$. Concretely, for example, in $H^4(F(X), \mathbb{Z})$ or even in $CH^2(F(X))$ one has

$$\varphi(h^1) = c_1^2(S_F) - c_2(S_F).$$

**Remark 5.4.** The formula in the last exercise can be interpreted geometrically as follows. Fix generic hyperplanes $H, H_1, H_2$ and let $S_i := H_i \cap H \cap X$. Then $F_i := F_{S_i} := \{ L \mid L \cap S_i \neq \emptyset \}, i = 1, 2$, both represent the Plücker polarization $g = c_1(S_F^*)$. The intersection $F_1 \cap F_2$, which represents the class $g^2 = c_1^2(S_F^*)$, consists of all lines intersecting $S_1$ and $S_2$. Hence, $F_1 \cap F_2 = F(Z) \cup F_{S_1 \cap S_2}$.

Here, $Z = H \cap X$ and the Fano variety $F(Z) \subset F(X)$ of lines in $Z$ is viewed as the zero set of the associated canonical section of $S_F^*$. Then use $[F(Z)] = c_2(S_F^*)$ and $[F_{S_1 \cap S_2}] = \varphi(h^1)$.
5.2 Isometry  We next generalize results by Clemens–Griffiths [120] and Beauville–Donagi [59] in the case of \( n = 3 \) and \( n = 4 \) to higher dimensions. A purely topological proof for the first part was given by Shimada [431].

**Proposition 5.5.** Assume \( n \geq 3 \). The Fano correspondence defines an injective map
\[
\varphi : H^n(X, \mathbb{Z}) \hookrightarrow H^{n-2}(F(X), \mathbb{Z})(-1)
\]
and satisfies
\[
(\alpha, \beta) = -\frac{1}{6} \int_{F(X)} \varphi(\alpha) \cdot \varphi(\beta) \cdot g^{n-2}
\]
for all primitive classes \( \alpha, \beta \in H^n(X, \mathbb{Z})_{pr} \).

The pairing on the left-hand side of (5.4) is the standard intersection pairing on the middle cohomology \( H^n(X, \mathbb{Z}) \). On the right-hand side, the pairing is up to the scalar factor \(-1/6\) the Hodge–Riemann pairing associated with the Plücker polarization \( g \).

**Proof**  The injectivity of the map \( \varphi : H^n(X, \mathbb{Z})_{pr} \hookrightarrow H^{n-2}(F(X), \mathbb{Z})(-1) \) follows from (5.4) which in turn is proved by the following computation. The pull-back of \( \alpha \in H^n(X) \) can be written uniquely as
\[
q^* \alpha = p^* \varphi(\alpha)' + u \cdot p^* \varphi(\alpha). \tag{5.5}
\]
If \( \alpha \) is primitive, then \( h \cdot \alpha = 0 \) and hence \( u \cdot q^* \alpha = 0 \). Using \( u^2 = -p^* c_2(S_F) + u \cdot p^* g \), this becomes \( -p^* (\varphi(\alpha) \cdot c_2(S_F)) - u \cdot p^* (\varphi(\alpha)' + g \cdot \varphi(\alpha)) = 0 \), which implies (i) \( \varphi(\alpha)' + g \cdot \varphi(\alpha) = 0 \) and \( \varphi(\alpha) \cdot c_2(S_F) = 0 \). The latter then implies (ii) \( u^2 \cdot p^* \varphi(\alpha) = u \cdot p^* (g \cdot \varphi(\alpha)) \).

Taking the product of (5.5) with the corresponding equation for another primitive class \( \beta \), one obtains
\[
q^*(\alpha \cdot \beta) = p^* (\varphi(\alpha)' \cdot \varphi(\beta)') + u \cdot p^* (\varphi(\alpha) \cdot \varphi(\beta)' + \varphi(\alpha)' \cdot \varphi(\beta)) + u^2 \cdot p^* (\varphi(\alpha) \cdot \varphi(\beta)).
\]
The first summand on the right-hand side becomes trivial under \( p_* \). By (i), the direct image \( p_* \) of the second can be written as \( -2(g \cdot \varphi(\alpha) \cdot \varphi(\beta)) \) and, according to (ii), the last summand equals \( u \cdot p^* (g \cdot \varphi(\alpha) \cdot \varphi(\beta)) \). Altogether, one obtains the equation
\[
p_* q^*(\alpha \cdot \beta) = -g \cdot \varphi(\alpha) \cdot \varphi(\beta),
\]
the left-hand side of which can also be written as \( (\alpha, \beta) \cdot p_* q^*[pt] \). Taking product with \( g^{n-3} \), for which we have to assume \( n \geq 3 \), and integrating proves
\[
(\alpha, \beta) \cdot \deg(p(q^{-1}(z))) = -\int_{F(X)} \varphi(\alpha) \cdot \varphi(\beta) \cdot g^{n-2}
\]
for generic \( z \in X \). The claim then follows from Lemma 5.11 below.

It remains to prove that \( \varphi \) is not only injective on \( H^n(X, \mathbb{Z})_{pr} \) but on all of \( H^n(X, \mathbb{Q}) \). Of course, the two are different only for \( n \) even, in which case we may write \( H^n(X, \mathbb{Q}) = \)
Let $n$ be odd and assume that for all isomorphism, which will be discussed in Section 6. Once again, it is indeed an isomorphism of integral Hodge structures of the same rank. However, for very general $X$ the Hodge structure $H^n(X, \mathbb{Q})_{pr}$ is irreducible, cf. Corollary 1.2.12. Therefore, neither $H^n(X, \mathbb{Q})_{pr}$ nor its isomorphic image under $\varphi$ can contain the non-trivial Hodge class $\varphi(h^{n/2})$. \hfill $\square$

**Exercise 5.6.** Assume $n = 3$. Then $h^3$ is represented by three generic points in $X$ and, therefore, $\varphi(h^3)$ by 18 lines. Show that this confirms Exercise 5.3.

**Remark 5.7.** (i) Note that for $n$ odd, $H^{n-2}(F(X), \mathbb{Q}) = H^{n-2}(F(X), \mathbb{Q})_{pr}$, cf. Corollary 4.20, and so $\varphi$ maps $H^n(X, \mathbb{Q}) = H^n(X, \mathbb{Q})_{pr}$ to $H^{n-2}(F(X), \mathbb{Q})_{pr}(-1)$. This also holds true for $n = 4$ but the argument is more involved: One may assume that $X$ is general, in which case $H^n(X, \mathbb{Q})_{pr}$ is an irreducible Hodge structure, see Corollary 1.2.12. As the Fano correspondence $\varphi$ sends $H^{1,1}(X)$ to $H^{2,0}(F(X))$, the whole primitive cohomology $H^4(X, \mathbb{Q})_{pr}$ is mapped into the minimal sub-Hodge structure of $H^4(F(X), \mathbb{Q})$ containing the one-dimensional $H^{2,0}(F(X))$, hence into $H^2(F(X), \mathbb{Q})_{pr}$ and, for dimension reasons, isomorphically onto it.

(ii) In [260, Thm. 4] it is claimed in full generality that the composition of the restriction of $\varphi$ to the primitive part with the projection onto the primitive cohomology describes an isomorphisms of integral Hodge structures. However, the projection does usually not map into integral cohomology and, therefore, one needs to at least invert some integers. For $n$ odd or $n = 4$ there are injections $H^n(X, \mathbb{Z})_{pr} \hookrightarrow H^{n-2}(F(X), \mathbb{Z})_{pr}(-1)$, which we shall see to be an isomorphism for $n = 3$ and $n = 4$, see Corollary 5.3.3 and Proposition 6.3.19. The following result is the key observation.

**Corollary 5.8.** Let $n$ be odd and assume that for all $\gamma_1, \gamma_2 \in H^{n-2}(F(X), \mathbb{Z})$ one has $\int_{F(X)} \gamma_1 \cdot \gamma_2 \cdot g^{n-2} \equiv 0 (6)$. Then the Fano correspondence determines an isomorphism of Hodge structures

$$\varphi: H^n(X, \mathbb{Z}) \longrightarrow H^{n-2}(F(X), \mathbb{Z})(-1).$$

**Proof** Under the assumptions on $n$, the two cohomologies $H^n(X, \mathbb{Z})$ and $H^{n-2}(F(X), \mathbb{Z})$ are torsion free modules of the same rank, cf. Exercise 4.13. According to Proposition 5.5, the Fano correspondence is injective and compatible with the (alternating) intersection product on $H^n(X, \mathbb{Z})$ and the pairing $(-1/6) \int_{F} \gamma_1 \cdot \gamma_2 \cdot g^{n-2}$ on $H^{n-2}(F, \mathbb{Z})$, which by assumption is integral. As the former is unimodular, this suffices to conclude. \hfill $\square$

It seems that for $n$ odd only in the case $n = 3$ the assumption on the divisibility of the Hodge–Riemann pairing has been proved. Note that for $n$ even, the case $n = 4$ is the only one in which the Fano correspondence $\varphi: H^n(X, \mathbb{Z}) \longrightarrow H^{n-2}(F(X), \mathbb{Z})(-1)$ is a morphism of integral Hodge structures of the same rank. Once again, it is indeed an isomorphism, which will be discussed in Section 6.3.4.
Remark 5.9. For $n = 3$ and $n = 4$ we will see, cf. Section 5.3.1 and Corollary 6.4.3, that for primitive classes $\gamma_1, \gamma_2 \in H^{n-2}(F(X), \mathbb{Z})_{pr}$ one has
\[
\int_{F(X)} \gamma_1 \cdot \gamma_2 \cdot g^{n-2} = 3 \int_{F(X)} \gamma_1 \cdot \gamma_2 \cdot [F] = \int_{F(X)} \gamma_1 \cdot \gamma_2 \cdot \varphi(h^{n-1}),
\]
cf. Remark 5.2. Is this true in higher dimensions, say for classes $\gamma_i = \varphi(\alpha_i)$ with $\alpha_i \in H^n(X, \mathbb{Z})_{pr}$?

Any deformation of a smooth cubic hypersurface $X \subset \mathbb{P}^{n+1}$ induces a deformation of the associated Fano variety $F(X)$. Using Hodge theory, the induced linear map between the spaces of deformations of first order, see (3.7), is shown to be injective.

Corollary 5.10. For $n \geq 3$ any non-trivial first order deformation of a smooth cubic hypersurface $X \subset \mathbb{P}^{n+1}$ induces a non-trivial first order deformation of its Fano variety $F(X)$, i.e.
\[
H^1(X, T_X) \hookrightarrow H^1(F(X), T_{F(X)}).
\]

Proof According to the infinitesimal Torelli theorem, see Corollary 1.4.25, the map
\[
H^1(X, T_X) \hookrightarrow \text{Hom}(H^0(X, \mathcal{O})_{pr}, H^0(X, \mathcal{O})_{pr}),
\]
measuring the first order variation of the Hodge structure $H^1(X, \mathcal{O})_{pr}$, is injective.

Similarly, one considers the map $H^1(F, T_F) \hookrightarrow \text{Hom}(H^{n-2}(F, \mathbb{C}), H^{n-2}(F, \mathbb{C}))$ about which we do not know anything a priori. However, if a class $v \in H^1(X, T_X)$ is mapped to zero in $H^1(F, T_F)$ then the induced infinitesimal variation of the Hodge structure $H^{n-2}(F, \mathbb{C})$ is trivial. However, by Proposition 5.5, in this case also the variation of the Hodge structure $H^1(X, \mathcal{O})_{pr}$ is trivial and hence $v = 0$.

Lemma 5.11. For $n \geq 3$ the generic fibre of the morphism $q : L \longrightarrow X$ is of dimension $n - 3$ and degree six with respect to the Plücker polarization $g$, i.e.
\[
\int_{q^{-1}(x)} g^{n-3} = 6.
\]

Proof Fix a generic point $z \in X$ and pick a hyperplane $P^n \subset \mathbb{P}^{n+1}$ not containing $z$. Then the linear embedding
\[
P^n \hookrightarrow \mathcal{O}(1, \mathcal{O}) \hookrightarrow \mathbb{P}(\bigwedge^2 V), \quad y \longmapsto \overline{y}, \quad (5.6)
\]
induces an isomorphism $\{ y \in P^n \mid \overline{y} \subset X \} \approx p(q^{-1}(z))$. As in Remark 3.6, this proves
\[
\{ y \in P^n \mid \overline{y} \subset X \} \approx P^n \cap T_zX \cap X \cap P_zX.
\]
Here, $T_zX = V(\sum x_i \partial_i F(z))$ is the projective tangent space of $X = V(F)$ at $z \in X$ and $P_zX = V(\sum z_i \partial_i F)$ is its polar, cf. also Section 4.2.3. For generic choices of $z \in X$ and $P^n \subset \mathbb{P}^{n+1}$, this is a transversal intersection of the cubic $X$, the quadric $P_zX$, and the two hyperplanes $P^n$ and $T_zX$ and, therefore, of degree six. Here we use that the pull-back of
the Plücker polarization on $\mathcal{O}(1, \mathbb{P})$ under (5.6) is $\mathcal{O}(1)$ on $\mathbb{P}^n$, which can be checked by a direct computation. □

Example 5.12. For a smooth cubic threefold $Y \subset \mathbb{P}^4$, so $n = 3$, the result says that there are exactly six lines passing through every point in a Zariski dense, open subset of $Y$. We shall come back to this in Section 5.1.

Remark 5.13. Barth and van de Ven [38] verify that for $n \geq 4$ the fibres of $q: \mathcal{L} \to X$ are connected by proving that the codimension of the ramification locus is at least of codimension two, cf. the proof of Proposition 3.4. The description of the fibres as the intersection of two hypersurfaces in $\mathbb{P}^{n-1}$ as in the proof above shows this more directly. Also observe that the connectedness of the fibres implies, once again, that $F(X)$ is connected for $n > 3$, cf. Proposition 3.4, Exercise 3.7, and Example 4.21.

5.3 Quadratic Fano correspondence  Let us now turn to the quadratic version of the Fano correspondence (5.1):

\[
\begin{array}{ccc}
\mathcal{L}[2] & \xrightarrow{q[2]} & X[2] \\
\downarrow{p[2]} & & \downarrow{p[2]} \\
F(X). & & F(X).
\end{array}
\] (5.7)

Here, $q[2]: \mathcal{L}[2] \to X[2]$ is the natural inclusion and $p[2]: \mathcal{L}[2] \to F(X)$ is the projection, see Remark 4.4. The quadratic Fano correspondence defines a homomorphism of integral Hodge structures

$$
q[2]^* \circ p[2]^*: H^m(X[2], \mathbb{Z}) \to H^{m-2}(F(X), \mathbb{Z})(-2).$$

(5.8)

Lemma 5.14. Assume $n$ is even. Then the homomorphism (5.8) for $m = 2n$ composed with the natural map $S^2H^n(X, \mathbb{Z}) \to H^{2n}(X[2], \mathbb{Z})$ equals the composition

$$
S^2H^n(X, \mathbb{Z}) \xrightarrow{S^2(q)} S^2H^{n-2}(F, \mathbb{Z})(-1) \xrightarrow{^\wedge} H^{2n-4}(F(X), \mathbb{Z})(-2).
$$

(5.9)

A similar statement holds for $n$ odd with $S^2H^n$ replaced by $\bigwedge^n H^n$.

Proof  The assertion follows from the commutativity of the diagram

\[
\begin{array}{ccc}
H^n(X) \times H^n(X) & \xrightarrow{} & H^{2n}(X[2]) \\
\downarrow & & \downarrow \\
H^n(L) \times H^n(L) & \xrightarrow{} & H^{2n}(L[2]) \\
\downarrow & & \downarrow \\
H^{n-2}(F) \times H^{n-2}(F) & \xrightarrow{} & H^{2n-4}(F).
\end{array}
\]
The commutativity of the upper square is obvious and for the lower square it follows from the commutative diagram

\[
\begin{array}{ccc}
L \times L & \xrightarrow{\Delta_{L}} & L \times F \\
\downarrow & & \downarrow \\
F \times F & \xrightarrow{\Delta_{F}} & F,
\end{array}
\]

where the square is a fibre product. □

Recall from Lemma 4.14 that \((p^{[2]} \circ q^{[2]^*})(\alpha) = p^{[2]}(\alpha|_{L^{[2]}}) = f_2(\alpha)\), where

\[
f_2 : H^n(X^{[2]}, \mathbb{Z}) \longrightarrow H^{m-4}(F(X), \mathbb{Z})
\]
is the projection to the second copy of \(H^{2n-4}(F(X), \mathbb{Z})\) on the right-hand side of (4.22).

**Corollary 5.15.** Let \(n > 2\) be even. Then the square \(S^2(\varphi)\) of the Fano correspondence \(\varphi\) or, equivalently, the restriction of \(\varphi^{[2]}\) to \(S^2 H^n(X, \mathbb{Z})_{pr} \subset H^{2n}(X^{[2]}, \mathbb{Z})\) is an injective homomorphism of integral Hodge structures

\[
S^2(\varphi) : S^2 H^n(X, \mathbb{Z})_{pr} \longrightarrow H^{2n-4}(F(X), \mathbb{Z})(-2).
\]

(5.10)

A similar statement holds for \(n\) odd with \(S^2 H^n\) replaced by \(\bigwedge^2 H^n\).

**Proof** We restrict to the case that \(n\) is even, the odd case is similar. Also, as \(H^n(X, \mathbb{Z})\) is torsion free, the assertion is equivalent to the corresponding one for rational Hodge structures, so we may work with rational coefficients. Finally, as \(S^2(\varphi)\) does not change under deformations, we may assume that \(X\) is general.

Now split \(S^2 H^n(X, \mathbb{Q})_{pr} \simeq \mathbb{Q} \cdot q_X \oplus q_{X}^\perp\), where \(q_X\) denotes the class corresponding to the intersection form. By Proposition 5.5, \(q_X \in S^2 H^n(X, \mathbb{Q})_{pr}\) is mapped to a non-trivial Hodge class on \(F(X)\). According to Remark 1.2.13, the Hodge structure \(q_X^\perp\) is irreducible and, in particular, there are no non-trivial Hodge classes neither in \(q_X^\perp\) nor in its image under (5.10). Thus, it suffices to verify the injectivity of the restriction of (5.10) to \(q_X^\perp \subset S^2 H^n(X, \mathbb{Q})_{pr}\), which, again by the irreducibility of \(q_X^\perp\), would follow from \(q_X^\perp \longrightarrow H^{2n-4}(F(X), \mathbb{Z})\) being non-trivial.

Clearly, \(q_X^\perp\) maps injectively into the direct sum on the right-hand side of (4.22). By Lemma 4.14, the component \(f_1\) to the first copy of \(H^{2n-4}(F(X), \mathbb{Z})\) is trivial and by Lemma 5.14 the component \(f_2\) to the second component is \(S^2(\varphi)\). Thus, it suffices to show that all other components of \(q_X^\perp \longrightarrow H^{2n}(B, \mathbb{Z})\) vanish. However, the remaining part on the right-hand side of (4.22) decomposes into Hodge structures of dimension < \(\dim q_X^\perp\). Thus, none of the projections into one of those can be injective on \(q_X^\perp\) and, therefore, they all have to be trivial. □
5.4 Dual Fano correspondence

Let us study a few more formal aspects of the correspondence (5.1). On the level of cohomology, we are interested in the two maps:

\[ \varphi := p_* \circ q^* : H^n(X, \mathbb{Z}) \rightarrow H^{n-2}(F(X), \mathbb{Z})(-1) \]

and

\[ \psi := q_* \circ p^* : H^{3n-6}(F(X), \mathbb{Z}) \rightarrow H^n(X, \mathbb{Z})(3-n). \]

The degree shift for the map \( \psi \) is caused by \( q : L \rightarrow X \) having generic fibre of dimension \( n-3 \). Note that Poincaré duality for \( X \) and \( F(X) \) defines natural isomorphisms

\[ H^n(X, \mathbb{Z})^* \cong H^n(X, \mathbb{Z}) \]

and

\[ H^{3n-6}(F(X), \mathbb{Z})^* \cong H^{3n-6}(F(X), \mathbb{Z}), \]

where we use that the cohomology of \( X \) and \( F(X) \) is torsion free, see Remark 1.1.4 and Exercise 4.13. The projection formula shows that \( \varphi \) and \( \psi \) are dual to each other, i.e.

\[ (\varphi(\alpha) \cdot \gamma)_F = (\alpha \cdot \psi(\gamma))_X \]

given all \( \alpha \in H^n(X, \mathbb{Z}) \) and \( \gamma \in H^{3n-6}(F(X), \mathbb{Z}) \). Here, \( (\cdot)_X \) and \( (\cdot)_F \) denote the intersection pairings on \( X \) and \( F(X) \).

Shimada [431] considers the correspondence \( \psi \) as a map \( H^{3n-6}(F(X), \mathbb{Z}) \rightarrow H^n(X, \mathbb{Z}) \) and shows its surjectivity, which gives an alternative proof of Proposition 5.5. Then, for \( n \) odd, it is automatically an isomorphism up to torsion, which follows from a comparison of Betti numbers, cf. Corollary 5.8.

5.5 Fano correspondences for Chow groups

The same formalism works on the level of Chow groups, but one has to distinguish between cubics of even and odd dimension.

Assume \( n \equiv 0 (2) \) and write \( n = 2m \). Then (5.1) induces maps

\[ \text{CH}^{3m-3}(F(X)) \xrightarrow{\varphi} \text{CH}^m(X) \xrightarrow{\varphi} \text{CH}^{m-1}(F(X)). \]

Using the compatibility with the cycle class maps, one obtain the commutative diagram

\[ \begin{array}{ccc}
\text{CH}^{3m-3}(F(X)) & \xrightarrow{\varphi} & \text{CH}^m(X) & \xrightarrow{\varphi} & \text{CH}^{m-1}(F(X)) \\
\downarrow & & \downarrow & & \downarrow \\
H^{3m-6}(F(X), \mathbb{Z})(3m-3) & \xrightarrow{\psi} & H^{2m}(X, \mathbb{Z})(m) & \xrightarrow{\psi} & H^{2m-2}(F(X), \mathbb{Z})(m-1).
\end{array} \]

To avoid potential confusion, let us stress that the diagram is not supposed to suggest that the rows are exact or even that the compositions are zero.

For \( n \equiv 1 (2) \) we write \( n = 2m - 1 \) and consider as above

\[ \text{CH}^{3m-4}(F(X)) \xrightarrow{\varphi} \text{CH}^m(X) \xrightarrow{\varphi} \text{CH}^{m-1}(F(X)). \]
However, in this case the cycle map does not relate this to the middle cohomology of $X$. Instead, one has to restrict to the homologically trivial parts and use the Abel–Jacobi maps to intermediate Jacobians, which for a smooth projective variety $Z$ of dimension $N$ are the complex tori, cf. [474] for the general theory:

$$J^{2k-1}(Z) := \frac{H^{2k-1}(Z, \mathbb{C})}{F^k H^{2k-1}(Z) + H^{2k-1}(Z, \mathbb{Z})} \cong \frac{F^{N-k+1} H^{2N-2k+1}(Z)^*}{H_{2N-2k+1}(Z, \mathbb{Z})}.$$ 

Both description are used in the following commutative diagram

$$\begin{align*}
\text{CH}^{3m-4}(F(X))_{\text{hom}} & \xrightarrow{\phi} \text{CH}^{m}(X)_{\text{hom}} & \xrightarrow{\psi} \text{CH}^{m-1}(F(X))_{\text{hom}} \\
J^{3n-6}(F(X)) & \xrightarrow{\phi} J^{n}(X) & \xrightarrow{\psi} J^{n-2}(F(X)) \\
\cong \frac{F^{(n-1)/2} H^{n-2}(F(X))}{H^{n-2}(F(X), \mathbb{Z})} & \cong \frac{F^{(n+1)/2} H^{n}(F(X))}{H_{n}(X, \mathbb{Z})} & \cong \frac{H^{3m-4}(F(X), \mathbb{C})}{F^{3m-3} H^{3m-2}(F(X), \mathbb{Z})}
\end{align*}$$

Note that the intermediate Jacobian $J^{n}(X)$ is selfdual and the two maps in the bottom row are naturally dual to each other.
Moduli spaces

To study the geometry of a particular hypersurface \( X \subset \mathbb{P} = \mathbb{P}^{n+1} \) or to understand how a certain feature changes when \( X \) is deformed, the actual embedding of \( X \) into the projective space \( \mathbb{P} \) is often of no importance. This viewpoint leads to the notion of moduli spaces of varieties isomorphic to hypersurfaces of fixed degree and fixed dimension. There are various ways to construct these moduli spaces and we will discuss the most fundamental ones.

Further details on moduli spaces of cubic hypersurfaces of dimension two, three, and four can be found in subsequent chapters.

1 Quasi-projective moduli space and moduli stack

The embeddings of a fixed \( X \) into \( \mathbb{P} \) are parametrized by the choice of a basis of \( H^0(X, \mathcal{O}_X(1)) \) up to scaling.\(^1\) So, instead of the linear system \( |\mathcal{O}_d| \) one is really interested in the quotient \( |\mathcal{O}_d|/\text{GL}(n+2) \). Ideally, one would like this quotient to exist in the category of varieties or schemes and to come with a universal family. However, as it turns out, this is too much to ask for.

**Example 1.1.** Consider the easiest case of interest to us: \( d = 3 \) and \( n = 0 \), i.e. three points in \( \mathbb{P}^1 \). Up to a linear coordinate change, there are only three possibilities: \( \{x_1, x_2, x_3\} \) (three distinct points), \( \{2 \cdot x_1, x_2\} \) (two distinct points, one with multiplicity two), or \( \{3x\} \) (a triple point). Thus, the moduli space parametrizing all varieties isomorphic to hypersurfaces \( X \subset \mathbb{P}^1 \) of degree three should consists of three points. However, together with all possible embeddings they are parametrized by the projective space \( |\mathcal{O}_d(3)| \), which is connected and, therefore, does not admit a morphism onto a disconnected space.

\(^1\) For \( n \geq 2 \) and \( d \neq n+2 \) the line bundle \( \mathcal{O}_X(1) \) itself does not depend on the embedding, as it is determined by the property that \( \mathcal{O}_X(d-(n+2)) = \omega_X \). For \( n > 2 \) one can alternatively use that \( \mathcal{O}_X(1) \) is the ample generator of \( \text{Pic}(X) \), see Corollary 1.1.9.
The same phenomenon can be described in terms of orbit closures. For example, the limit of the one-parameter subgroup \( \text{diag}(t, 1/t) \) applied to the set \( V(x_0^2 x_1 - x_0 x_1^2) = \{ 0 = [0 : 1], \infty = [1 : 0], [1 : 1] \} \) viewed as a point in \( \mathcal{O}_P(3) \) is

\[
\lim \{0, \infty, [1 : 1]\} = \begin{cases} 
2 \cdot 0, \infty \text{ for } t \to 0 \\
0, 2 \cdot \infty \text{ for } t \to \infty.
\end{cases}
\]

Hence, all these points should be identified under the quotient map to any moduli space that has a reasonable geometric structure.

Similar phenomena occur in higher dimensions and for all \( d > 1 \). The way out is to allow only stable hypersurfaces. Those are parametrized by an open subset of \( |\mathcal{O}_P(d)| \) and include all smooth hypersurfaces. This then leads to a quasi-projective moduli space (without a universal family in general) parametrizing orbits of hypersurfaces. To obtain a projective moduli space one has to add semi-stable hypersurfaces. This, however, leads to a moduli space that identifies certain orbits.

We briefly review the main features of GIT needed to understand moduli spaces of (smooth, cubic) hypersurfaces. We recommend [317, Ch. 6] for a quick introduction and Mumford’s classic [362] or the textbooks [157, 356] for more details and references. Although we definitely want the moduli spaces to be defined over arbitrary fields, we usually assume that \( k \) is algebraically closed, just to keep the discussion geometric.

1.1 Quotients Let \( A \) be a finite type (say integral) \( k \)-algebra and \( G \) a linear algebraic group over \( k \) with an action on \( X = \text{Spec}(A) \) or, equivalently, an action on \( A \). If a quotient \( X \to X/G \) in the geometric sense exists, then \( X/G = \text{Spec}(A^G) \), where \( A^G \subset A \) is the invariant ring. In order for \( X/G \) to be a variety, the ring \( A^G \) needs to be again of finite type. This is Hilbert’s 14th problem which has been answered by Hilbert himself in characteristic zero for \( G = \text{SL} \) and in general by Nagata and Harboush, see [362] or the entertaining [360] for a historic account, references, and proofs:

If \( G \) is reductive, then \( A^G \) is again a finite type \( k \)-algebra.

This seems to settle the question in the affine case by just defining \( X/G := \text{Spec}(A^G) \) with the quotient morphism \( X \to X/G \) induced by the inclusion \( A^G \subset A \). However, this is, in general, a quotient only in a weaker sense.

**Definition 1.2.** A morphism \( \pi: X \to Y \) is a categorical quotient for the action of a group \( G \) on \( X \) if

(i) \( \pi \) is \( G \)-invariant\(^2\) and

\(^2\) So, pre-composing \( \pi \) with either of the two natural morphisms \( G \times X \to X \), the second projection or the group action, gives the same morphism.
(ii) any other $G$-invariant morphism $\pi' : X \longrightarrow Y'$ factors uniquely through a morphism $Y \longrightarrow Y'$.

A $G$-invariant morphism $\pi : X \longrightarrow Y$ is a good quotient if the following conditions hold:

(i) $\pi$ is affine and surjective,
(ii) $\pi(Z)$ of any closed $G$-invariant subset $Z \subset X$ is closed,
(iii) $\pi(Z_1) \cap \pi(Z_2) = \pi(Z_1 \cap Z_2)$ for all closed $G$-invariant sets $Z_1, Z_2 \subset X$, and
(iv) $\mathcal{O}_Y$ is the sheaf of $G$-invariant sections of $\mathcal{O}_X$, i.e. $\mathcal{O}_Y \simeq (\pi_! \mathcal{O}_X)^G$ or, in other words, $\pi^* : \mathcal{O}_Y(U) \longrightarrow \mathcal{O}_X(\pi^{-1}(U))^G$ for all open subset $U \subset Y$.

A good quotient is geometric if in addition the pre-image of any closed point is an orbit.\footnote{The exact definition of these notions varies from source to source. The subtle differences will be of no importance in our situation.}

By definition, any geometric quotient is a good quotient and, as proved in [362, Prop. 0.1], any good quotient is also a categorical quotient:

\[
\text{geometric} \Rightarrow \text{good} \Rightarrow \text{categorical}.
\]

Note that a good quotient is equipped with the quotient topology and parametrizes the closed orbit of the action. Hence, a good quotient is geometric exactly when all orbits are closed, see [317, Prop. 6.1.7]. The main result on affine quotients is the following, cf. [362, Thm. 1.1] or [317, Prop. 6.3.1]:

Assume $A$ is a finite type $k$-algebra and $G$ is a reductive group acting on $X = \text{Spec}(A)$. Then $X \longrightarrow X//G := \text{Spec}(A^G)$ is a good quotient.

In particular, it is a categorical quotient, but usually not a geometric one.

1.2 GIT quotients With certain modifications, the same recipe can be applied to projective varieties. Assume $A = \bigoplus_{i \geq 0} A_i$ is a graded $k$-algebra of finite type generated by $A_1$ and assume that the projective variety $X = \text{Proj}(A)$ is endowed with the action of a reductive linear algebraic group $G$. Note that, in contrast to the affine case, the action is not necessarily induced by an action of $G$ on $A$. However, we shall assume it is, in which case it is induced by a $G$-action on $A_1$. This is called a linearization. Geometrically it is realized by an embedding $X \subseteq \text{Proj}(S^*(A_1)) \simeq \mathbb{P}^m$ such that the action of $G$ on $X$ is the restriction of an action of $G$ on $\mathbb{P}^m$ induced by a linear representation $G \longrightarrow \text{GL}(A_1)$.

One is tempted to imitate the affine case and define the quotient simply as $\text{Proj}(A^G)$. Note that $A^G$ is naturally graded and again of finite type, but possibly not generated by elements of degree one. This can be easily remedied by passing to $\bigoplus_{i \geq 0} A_{mi}$ for an appropriate $m > 0$. However, the graded inclusion $A^G \subset A$ does not define a morphism between the associated projective schemes. Indeed, a homogeneous prime or maximal
ideal in $A$ may intersect $A^G$ in its inessential ideal $(A^G)_+ \coloneqq \bigoplus_{i>0}(A^G)_i$. In other words, there exists a morphism
\[
X^{ss} \coloneqq X \setminus V((A^G)_+) \to X^{ss}/G \coloneqq \text{Proj}(A^G)
\]
only on the open set $X^{ss} \subset X$. This naturally leads to the central definition of GIT.

**Definition 1.3.** A point $x \in X$ is semi-stable if it is contained in the open subset $X^{ss} \subset X$, i.e.
if there exists a homogeneous $G$-invariant $f \in A_i$, for some $i > 0$, with $f(x) \neq 0$.

A point $x \in X$ is stable if $x$ is semi-stable and the induced orbit morphism $G \to X^{ss}$ is proper, i.e.
the orbit $G \cdot x$ is closed in $X^{ss}$ and the stabilizer $G_x$ is finite. The set $X^s$ of
stable points is an open subset of $X^{ss}$.

**Exercise 1.4.** For a linearized action of a linear algebraic reductive group $G$ on $\mathbb{P}(V)$, a
point $[x] \in \mathbb{P}(V)$ is semi-stable if and only if $0 \not\in G \cdot x \subset V$. A point $[x] \in \mathbb{P}(V)$ is stable if
and only if the morphism $G \to V, g \mapsto g \cdot x$ is proper.

Using open affine covers, the problem is reduced to the affine case which eventually
leads to the following key result in GIT [362, Thm. 1.10].

**Theorem 1.5** (Mumford). Assume that a linearization of the action of a reductive linear algebraic group $G$ on $X = \text{Proj}(A)$ has been fixed. Then the natural morphism $X^{ss} \to X^{ss}/G$ is a good quotient and the restriction $X^s \to X^s/G$ is a geometric quotient.

### 1.3 Stability of hypersurfaces

Let us turn to the concrete GIT problem that concerns us. Consider $G := \text{SL}(n+2)$ with its natural action on $\mathbb{P}^{n+1}$ and the induced action on all complete linear systems $|O(d)|$. Instead of $\text{SL}(n+2)$ one often considers $\text{PGL}(n+2)$. Both groups are reductive and the orbits of their actions on $|O(d)|$ are of course the same. The advantage of working with $\text{SL}$ is that its action on $|O(d)|$ comes with a natural linearization. The relevant result for us is the following, see [270, Sec. 11.8] for the arithmetic version over $\text{Spec}(\mathbb{Z})$.

**Corollary 1.6.** Every smooth hypersurface $X \subset \mathbb{P}$ of degree $d \geq 3$ defines a stable point $[X] \in |O(d)|$ for the action of $G = \text{SL}(n+2)$, i.e.
\[
U(d,n) = |O(d)|_{\text{sm}} \subset |O(d)|^s.
\]

**Proof** The semi-stability is an immediate consequence of Theorem 1.2.2 and holds in fact for $d > 1$. Indeed, the complement of $U(d,n) \subset \mathbb{P}^N = |O(d)|$ is the discriminant divisor $D = D(d,n)$, which is the zero set $V(\Delta)$ of the discriminant $\Delta = \Delta_{d,n} \in H^0(\mathbb{P}^N, O(\ell))$, $\ell = (d-1)^{n+1} \cdot (n+2)$. As the smoothness of a hypersurface $X \subset \mathbb{P}$ does not depend on the embedding, the discriminant divisor $D$ is invariant under the action of $\text{GL}$. Hence, for all $g \in \text{GL}$ the induced action on $H^0(\mathbb{P}^N, O(\ell))$, sending $\Delta$ to $g^*\Delta$, satisfies
In order to show stability, one has to prove that for $X$ the morphism
$$G \longrightarrow |\mathcal{O}(d)|^{ss}, \ g \longmapsto g[X]$$
is proper. Let us first prove that the stabilizer $G_{[X]}$ is finite. Clearly, any $g \in G_{[X]}$ induces an automorphism of the polarized variety $(X, \mathcal{O}_X(1))$. This defines a morphism $G_{[X]} \longrightarrow \text{Aut}(X, \mathcal{O}_X(1))$, the fibre of which is contained in the finite subgroup $\mu_{n+2} = \text{Ker}(\text{SL}(n+2) \longrightarrow \text{PGL}(n+2))$. Now use Corollary 1.3.9 and Remark 1.3.10.

To conclude one needs to show that the orbit $G \cdot [X]$ is closed in $|\mathcal{O}(d)|^{ss}$. Let us first show it is closed in the open subset $U = |\mathcal{O}(d)|^{ss} \subset |\mathcal{O}(d)|^{ss}$. Consider its closure $\overline{G \cdot [X]}$ in $U$ and suppose there exists a point $[X'] \in \overline{G \cdot [X]} \setminus G \cdot [X]$. Then $G \cdot [X'] \subset \overline{G \cdot [X]} \setminus G \cdot [X]$ and hence $\dim(G \cdot [X']) < \dim(G \cdot [X])$ which would imply $\dim(G_{[X']}) > 0$ contradicting the above discussion. Now, consider the morphism
$$\pi: |\mathcal{O}(d)|^{ss} \longrightarrow |\mathcal{O}(d)|^{ss} / G = \text{Proj}(k[H^0(\mathbb{P}^N, \mathcal{O}(1))^G]).$$

Clearly, $U$ is the pre-image of the open non-vanishing locus of $\Delta \in H^0(\mathbb{P}^N, \mathcal{O}(\ell))^G \subset k[H^0(\mathbb{P}^N, \mathcal{O}(1))^G]$ and, therefore, $\pi^{-1}(\pi([X])) \subset U$ for all smooth $X$. As the subset $G \cdot [X]$ of $\pi^{-1}(\pi([X]))$ is closed in the bigger set $U$, it is also closed in $\pi^{-1}(\pi([X]))$. However, the fibre $\pi^{-1}(\pi([X]))$ as the pre-image of a closed point is closed in $|\mathcal{O}(d)|^{ss}$. Altogether this proves that $G \cdot [X] \subset |\mathcal{O}(d)|^{ss}$ is closed. □

**Remark 1.7.** The techniques of the proof show that the morphism
$$\text{PGL}(n+2) \times U \longrightarrow U \times U, \ (g, [X]) \longmapsto ([X], g[X])$$
is proper. Now, the pre-image of the diagonal $\Delta \subset U \times U$ can be interpreted as the scheme $\text{Aut} = \text{Aut}(X / U, \mathcal{O}_X(1)) \longrightarrow U$ of universal automorphisms of the universal family of smooth hypersurfaces $X \longrightarrow U \subset |\mathcal{O}(d)|$, cf. Section 1.3.2. So, in particular, the fibre over $[X] \in U$ is the finite group $\text{Aut}(X, \mathcal{O}_X(1))$. Note that as a consequence one finds that $\text{Aut}(X / U, \mathcal{O}_X(1)) \longrightarrow U$ is a finite morphism, cf. [270, Cor. 11.8.4].

**Example 1.8.** For $d = 1$, i.e. for hyperplanes, no $[X] \in |\mathcal{O}(1)|$ is semi-stable. Indeed, in this case, $U(1, n) = |\mathcal{O}(1)| \cong \mathbb{P}^n$ and $k[x_0, \ldots, x_{n+1}]^{\text{SL}} = k$.

In contrast, smooth quadrics, so $d = 2$, are semi-stable by the above, but they are not stable. Indeed, the stabilizer of a quadric, say of $\sum x_i^2$ and in fact of every smooth quadric is of this form after a linear coordinate change, is the special orthogonal group $\text{SO}(n+2) \subset \text{SL}(n+2)$, which is not finite.
Exercise 1.9. The above proof did not cover the case $n = 0, 1$.

(i) Verify that stability still holds in these cases. The only problematic case is $n = 1$ and $d = 3$.

(ii) Show that for $n = 0$ and $d = 3$ (semi-)stability is equivalent to smoothness.

The next questions one should ask are: Is the inclusion $|\mathcal{O}(d)|_{sm} \subset |\mathcal{O}(d)|^s$ is strict? How can one interpret its complement geometrically? How big is $|\mathcal{O}(d)|^{ss} \setminus |\mathcal{O}(d)|^s$?

1.4 Hilbert–Mumford

The Hilbert–Mumford criterion is a powerful tool to decide whether a point is stable or semi-stable. It roughly says that it suffices to check one-parameter subgroups and gives a numerical criterion for those.

A one-parameter subgroup of a (reductive) group $G$ is a non-constant morphism $\lambda: \mathbb{G}_m \rightarrow G$ of algebraic groups. If a linear action $\rho: G \rightarrow \text{GL}(V)$ is given, then the induced action $\rho \circ \lambda: \mathbb{G}_m \rightarrow \text{GL}(V)$ can be diagonalized, i.e. there exists a basis $(e_i)$ of $V$ such that $\lambda(t)(e_i) = t^{r_i} e_i$, $r_i \in \mathbb{Z}$. The Hilbert–Mumford weight of a point $x = \sum x_i e_i \in V$ with respect to this one-parameter subgroup is defined as

$$\mu(x, \lambda) := -\min\{ r_i \mid x_i \neq 0 \}.$$

Theorem 1.10 (Hilbert–Mumford criterion). For a linearized action of a reductive group $G$ on $\mathbb{P}(V)$ a point $[x] \in \mathbb{P}(V)$ is semi-stable if and only if $\mu(x, \lambda) \geq 0$ for all one-parameter subgroups $\lambda: \mathbb{G}_m \rightarrow G$. The point $[x]$ is stable if and only if strict inequality holds for all non-trivial $\lambda$.

Using Exercise 1.4, one direction is easy to prove. The difficulty lies in checking that it suffices to test one-parameter subgroups.

Example 1.11. A plane cubic curve $E \subset \mathbb{P}^2$ is stable if and only if it is smooth. It is semi-stable if and only if it has at most ordinary double points as singularities, cf. [356, Exa. 7.2] or [362]. See also Section 2.2 below for a description of the moduli space of all semi-stable plane cubic curves.

In later chapters we will discuss stability of cubic hypersurfaces in dimension $n \leq 4$, see Sections 4.4.2, 5.5.2, and 6.6.7. But applying the Hilbert–Mumford criterion is typically quite tricky. For example, the proof of the stability of smooth hypersurfaces in Corollary 1.6 did not make use of it, but uses the discriminant instead. Also, the argument to prove stability of smooth cubic surfaces does not easily generalize to dimension three or higher.

Remark 1.12. Fedorchuk [181] proves that a hypersurface $X \subset \mathbb{P}^{n+1}$ defines a semi-stable point in $|\mathcal{O}_{\mathbb{P}^{n+1}}(d)|$ if and only if the subspace $\langle \partial F \rangle \subset k[x_0, \ldots, x_{n+1}]_d$ defines a semi-stable point in $\text{Gr}(n + 2, k[x_0, \ldots, x_{n+1}]_d)$ with respect to the natural $\text{SL}(n + 2)$-action on the Grassmann variety.
1.5 Moduli quotient and universal family   Ideally, one would like the universal family \( X \to |\mathcal{O}(d)|_{\text{sm}} \) of smooth hypersurfaces to descend to a universal family over the quotient \( \tilde{X} \to |\mathcal{O}(d)|_{\text{sm}}//G \) (of varieties isomorphic to smooth hypersurfaces). The natural (and only) choice for such a family would be the quotient \( \tilde{X} := X//G \), where the action of \( G = \text{SL}(n+2) \) on \( |\mathcal{O}(d)|_{\text{sm}} \) is lifted to the natural action on \( X \subset |\mathcal{O}(d)|_{\text{sm}} \times \mathbb{P}^{n+1} \).

However, over a point \( [X] \in |\mathcal{O}(d)|_{\text{sm}}//G \) the fibre of this family would be the quotient \( X/\text{Aut}(X,\mathcal{O}_X(1)) \) of \( X \) by the finite group \( \text{Aut}(X,\mathcal{O}_X(1)) \) and not \( X \) itself. This is the reason why the quotient

\[
M_{d,n} := |\mathcal{O}(d)|_{\text{sm}}//G
\]  

(1.1)
typically does not represent the moduli functor

\[
\mathcal{M}_{d,n} : \text{Sch}(k)^0 \to \text{Set}.
\]  

(1.2)

Here, by definition, \( \mathcal{M}_{d,n} \) sends a \( k \)-scheme \( T \) to the set \( \mathcal{M}_{d,n}(T) \) of all equivalence classes of polarized smooth projective families \( (X, \mathcal{O}_X(1)) \to T, \mathcal{O}_X(1) \in \text{Pic}_{X/T}(T) \), such that all geometric fibres are isomorphic to some smooth hypersurface \( X \subset \mathbb{P}^{n+1} \) (over the appropriate field) of degree \( d \) with the polarization \( \mathcal{O}_X(1)|_X \) given by the restriction \( \mathcal{O}_{\mathbb{P}^{n+1}}(1)|_X \). Here, two such families are equivalent if there exists an isomorphism between the \( T \)-schemes that respects the two polarizations up to the twist by an invertible sheaf on \( T \).

However, \( M_{d,n} \) is still a coarse moduli space which means the following.

**Corollary 1.13.** For \( d \geq 3 \) there exists a natural transformation \( \phi : \mathcal{M}_{d,n} \to M_{d,n} \) that satisfies the following conditions.

(i) The induced map \( \phi(k') : \mathcal{M}_{d,n}(k') \to M_{d,n}(k') \) is bijective for any algebraically closed field extension \( k'/k \).

(ii) Any natural transformation \( \mathcal{M}_{d,n} \to N \) to a \( k \)-scheme factorizes uniquely through a morphism \( M_{d,n} \to N \) over \( k \).

The second condition is essentially a consequence of the fact that \( |\mathcal{O}(d)|_{\text{sm}} \to M_{d,n} \) is a categorical quotient. The inclusion \( |\mathcal{O}(d)|_{\text{sm}} \subset |\mathcal{O}(d)|_{k} \) together with the fact that \( |\mathcal{O}(d)|_{k} \to |\mathcal{O}(d)|_{k}/G \) is a geometric quotient implies the first one. For an outline of the details of the arguments see e.g. the discussion in [249, Sec. 5.2].

**Remark 1.14.** As some geometric arguments make use of actual families, one often has to find substitutes for it. The following techniques are the most frequent ones:

(i) Instead of working with a universal family over \( M_{d,n} \), which does not exist, one uses the universal family \( X \to |\mathcal{O}(d)|_{\text{sm}} \) and the fact that \( |\mathcal{O}(d)|_{\text{sm}} \to M_{d,n} \) is a geometric quotient.

(ii) Assume \( n > 0, d \geq 3, \) and \( (n,d) \neq (1,3) \). Then, according to Theorem 1.3.15,
there exists an open and dense subset \( V \subset |O(d)|_{sm} \) such that \( \text{Aut}(X, O_X(1)) = \{ \text{id} \} \) for all \([X] \in V\). We may choose \( V \) to be invariant under \( G \). Then there exists a universal family
\[
\tilde{X} \longrightarrow V \subset M_{d,n}
\]
over the dense open subset \( \tilde{V} := V/G \subset M_{d,n} \). Explicitly, set \( \tilde{X} := X'/V/G \). It would be useful to have control over the closed set \( M_{d,n} \setminus \tilde{V} \), e.g. to know its codimension. The locus of smooth cubic surfaces with a non-trivial automorphism is of codimension one, see Remark 4.3.10 and Section 4.4.1.

(iii) **Luna’s étale slice theorem** can be applied and gives the following: For any point \( x := [X] \in |O(d)|_{sm} \) there exists a \( G_x \)-invariant smooth locally closed subscheme \( x \in S \subset |O(d)|_{sm} \), the slice through \( x \), such that both natural morphisms
\[
S \times^{G_x} G \longrightarrow |O(d)|_{sm} \quad \text{and} \quad S/G_x \longrightarrow M_{d,n}
\]
are étale (and automatically quasi-finite). The morphism \( S \longrightarrow S/G_x \) is finite and a ‘universal’ family exists over \( S \), namely the pull-back of \( \tilde{X} \longrightarrow |O(d)|_{sm} \). In this sense, universal families exist étale locally over appropriate finite covers. See for example [286] for more on Luna’s étale slice theorem.

(iv) A universal family may not even exist in a formal neighbourhood of a point \([X] \in M_{d,n}\). Using the notation in Section 1.3.3, for any \( X \) the restriction of the moduli functor \( M_{d,n} \to (\text{Art}/k) \subset (\text{Sch}/k)^g, A \mapsto \text{Spec}(A) \), is the union of all
\[
F_X \simeq F_{X, O_X(1)}
\]
(under the numerical assumptions of Proposition 1.3.12). This defines a finite morphism \( \text{Def}(X, O_X(1)) = \text{Def}(X) \longrightarrow M_{d,n} \) onto the formal neighbourhood of \([X] \in M_{d,n}\), which is in fact the quotient by the natural action of \( \text{Aut}(X) \) on \( \text{Def}(X) \). Over \( \text{Def}(X, O_X(1)) \equiv \text{Def}(X) \) there does exist a ‘universal’ family, which is a formal variant of (iii).

(v) Finally, using finite level structures, there exists a finite morphism \( \tilde{M}_{d,n} \longrightarrow M_{d,n} \) with a ‘universal’ family \( \tilde{X} \longrightarrow \tilde{M}_{d,n} \), cf. [249, §5.4.2] for a discussion in the case of K3 surfaces. The key input to this approach is the fact that for \((n,d) \neq (1,3)\) and \(n>0\) the action of \( \text{Aut}(X, O_X(1)) \) on the middle cohomology is faithful, see Corollary 1.3.18.

**Remark 1.15.** The non-existence of a universal family or, equivalently, the possibility of non-trivial automorphisms, is also responsible for the difference between the field of moduli and the (or, rather, a) field of definition. This is expressed by saying that for non-closed fields \( k \) the map \( \phi(k) : M_{d,a}(k) \longrightarrow M_{d,a}(k) \) is usually not bijective.

To make this precise, let \( X \subset \mathbb{P}^{d+1}_k \) be a hypersurface of degree \( d \) and \([X] \in M_{d,a}(k)\) the corresponding closed point in the moduli space. The moduli space \( M_{d,a} \) is defined over the ground field \( k \) and so the point \([X] \in M_{d,a} \) has a residue field \( k_{[X]} \subset k \), the **field of moduli** of \( X \), which is finite over \( k \). However, \( X \) may not be defined over its field of
moduli \( k_{\{X\}} \), but only over some finite extension \( k_{\{X\}} \subset k_X \) of it (which is not necessarily unique), i.e. there exists a variety \( X_o \) over \( k_X \subset \bar{k} \) such that \( X \cong X_o \times_{k_X} \bar{k} \). That \( X \) may not be defined over \( k_{\{X\}} \) is the reason for \( \phi(k_{\{X\}}) \) not to be necessarily surjective. Also, since \( M_{d,n}(k_X) \subset M_{d,n}(\bar{k}) \), the potential non-uniqueness of \( X_o \) causes the non-injectivity of \( \phi(k_X) \).

Moreover, for all field automorphisms \( \sigma \in \text{Aut}(k_X/k_{\{X\}}) \) there exists a polarized automorphism \( \varphi_{\sigma} : X_o^\sigma \to X_o \) over \( k_X \). In fact, \( k_{\{X\}} \) is the fixed field of all \( \sigma \in \text{Aut}(k/\bar{k}) \) with \( X^\sigma = X \). The isomorphisms \( \varphi_{\sigma} \) do not necessarily define a descent datum, as \( X_o \) may have non-trivial automorphisms. However, if \( \text{Aut}(X) \) is trivial, then indeed \( k_{\{X\}} \) is a field of definition, which in this case is unique, and so \( k_{\{X\}} = k_X \). As a consequence, one finds that for all \( [X] \) in the open subset \( \bar{V} \subset M_{d,n} \) of hypersurfaces without automorphisms the field of definition and the field of moduli coincide, i.e. \( X \) is defined over the residue field \( k_{\{X\}} \) of \( [X] \in M_{d,n} \).

1.6 Moduli stacks We change perspective and replace the moduli functor \( M_{d,n} \) as in (1.2) by the category \( M_{d,n} \to (\text{Sch}/k) \) fibred in groupoids (CFG). By definition, the fibre \( M_{d,n}(T) \) over a \( k \)-scheme \( T \) is the category of all polarized smooth projective families \( (X',\mathcal{O}_X(1)) \to T \) of polarized varieties isomorphic to hypersurfaces of degree \( d \) and dimension \( n \) with isomorphisms of polarized families as morphisms in the category.

- The CFG \( M_{d,n} \to (\text{Sch}/k) \) is a stack. This entails two assertions:
  
  (i) For two families \( (X_1,\mathcal{O}_{X_1}(1)) \to T \) and \( (X_2,\mathcal{O}_{X_2}(1)) \to T \) as above the functor \( \text{Isom}(X_1,X_2) : (\text{Sch}/T)^\text{op} \to (\text{Set}) \) that sends \( T' \to T \) to the set of isomorphisms of the \( T' \)-families \((X_1,\mathcal{O}_{X_1}(1))_{T'} \) and \((X_2,\mathcal{O}_{X_2}(1))_{T'} \) is a sheaf in the étale topology.
  
  (ii) Every descent datum in \( M_{d,n} \) is effective, i.e. for an étale covering \( T' \to T \) and \((X',\mathcal{O}_{X'}(1)) \in M_{d,n}(T') \) together with an isomorphisms of the two pull-backs to \( T' \times_T T' \) satisfying a natural cocycle condition over \( T' \times_T T' \times_T T' \) there always exists a family \((X,\mathcal{O}_X(1)) \in M_{d,n}(T) \) the pull-back of which to \( T' \) is isomorphic to \((X',\mathcal{O}_{X'}(1)) \).

The proofs are by now standard and valid in broad generality. For an account of the analogous statements for polarized K3 surfaces and further references see [249, Sec. 5.4.1].

By the very definition, \( M_{d,n} \) is isomorphic to the quotient stack \([U_{d,n}/\text{SL}(n+2)]\) of the open set \( U_{d,n} = |\mathcal{O}_{p^*}(d)|_{\text{sm}} \subset |\mathcal{O}_{p^*}(d)| \) of smooth hypersurfaces.

- The stack \( M = M_{d,n} \) of hypersurfaces of degree \( d \) and dimension \( n \) is a Deligne–Mumford stack. In other words, one has the following:
  
  (i) The diagonal morphism \( \Delta : M \to M \times M \) is representable, quasi-compact, and separated, i.e. it is quasi-separated.
(ii) There exists an étale covering \( U \rightarrow \mathcal{M} \) by a scheme.

The representability of the diagonal is the assertion that the functor \( \text{Isom}(X_1, X_2) \) is representable, cf. Section 1.3.2. The diagonal is finite, which can be seen as a consequence of the stability of smooth hypersurfaces, see Remark 1.7. The existence of an étale covering by a scheme follows from the diagonal being unramified and the existence of a smooth covering by a scheme. The arguments are again well known, cf. [249, Sec. 5.4.2] for the case of polarized K3 surfaces.

**Remark 1.16.** In Remark 1.14 we explained that locally the coarse moduli space \( M_{d,n} \) looks like the quotient of \( \text{Def}(X) \) by the natural action of \( \text{Aut}(X) \). In this sense, we can think of the local analytic stacks \( [\text{Def}(X)/\text{Aut}(X)] \) as covering the Deligne–Mumford stack \( \mathcal{M}_{d,n} \).

As smooth cubic hypersurfaces are unobstructed, more precisely \( H^2(X, T_X) = 0 \), see Remark 1.3.13, these local charts provided by \( \text{Def}(X) \) are smooth, cf. Proposition 1.3.12 and its proof. We conclude that the moduli stack of smooth cubic hypersurfaces \( \mathcal{M}_{d,n} \) is a smooth Deligne–Mumford stack of dimension \( \left( \frac{n+2}{3} \right) \), see Section 1.2.1. The coarse moduli space \( M_{d,n} \) is singular, but all singularities are finite quotient singularities.

The difference between \( \mathcal{M}_{3,n} \) and its coarse moduli space \( M_{3,n} \) is also detected on the level of tangent spaces. The tangent space of the stack at a point corresponding to a smooth cubic \( X \subset \mathbb{P}^{n+1} \) is \( T_{[X]} \mathcal{M}_{3,n} \cong H^1(X, T_X) \), but it can be bigger for the coarse moduli space, which looks locally like the finite quotient germ \( \text{Def}(X)/\text{Aut}(X) \). While the stack \( \mathcal{M}_{3,n} \) is smooth, the smooth locus of the moduli space \( M_{3,n} \) is the strictly smaller but still Zariski dense open subset of all smooth cubics with trivial automorphism group.

**Remark 1.17.** Naturally, one would like to compactify \( M_{d,n} \) to a projective variety that is well behaved and in particular not too singular. The obvious GIT compactification \( M_{d,n} \subset |\mathcal{O}(d)|^\text{ss}/G \) has neither a modular interpretation, for characterizing semi-stable surfaces geometrically is complicated, nor is it a particularly nice variety, as its singularities are typical rather bad. But \( M_{d,n} \) also admits a GIT compactification with finite quotient singularities. This is provided by the Kirwan blow-up which is obtained by successively blowing-up \( |\mathcal{O}(d)|^\text{ss} \) and then take the GIT compactification, see [275, 273, 274].

## 2 Geometry of the moduli space

The quasi-projective moduli space \( M_{d,n} \) of polarized varieties isomorphic to smooth hypersurfaces of degree \( d \) and dimension \( n \) has been introduced as the quotient

\[
U_{d,n} \longrightarrow M_{d,n} = U_{d,n}/\text{PGL}(n+2) = U_{d,n}/\text{SL}(n+2)
\]
of the open subset \( U_{d,n} = |\mathcal{O}_{\mathbb{P}^{+d}}(d)|_{\text{sm}} \subset |\mathcal{O}_{\mathbb{P}^{+d}}(d)|_\text{sm} \) of all smooth hypersurfaces by the
natural action of \( \text{SL}(n+2) \). As such, \( M_{d,n} \) is an open subscheme of the GIT quotient
\( |\mathcal{O}_{\mathbb{P}^{+d}}(d)|_{\text{sm}}/\text{SL}(n+2) \), which is a projective scheme.

But the moduli space \( M_{d,n} \) can also be described as an affine quotient. To make this
precise, observe that the open set \( \tilde{U}_{d,n} := H^0(\mathbb{P}^{d+1}, \mathcal{O}(d))_{\text{sm}} \) of all homogenous polynomials of degree \( d \) defining smooth hypersurfaces is the affine variety \( \text{Spec}(A) \). Here, \( A \) is the homogeneous localization of the polynomial ring \( k[a_1] = k[H^0(\mathbb{P}^{d+1}, \mathcal{O}(d))]^* \) with
respect to the discriminant \( \Delta_{d,n} \in k[a_1]_e \), \( e = (d-1)^{d+1} \cdot (n+2) \), see Section 1.2.2 and
Section 1.2.3. Clearly, \( M_{d,n} \) is then the affine quotient
\[
\tilde{U}_{d,n} = \text{Spec}(A) \longrightarrow M_{d,n} = \text{Spec}(A^{\text{GL}(n+2)}) = \tilde{U}_{d,n}/\text{GL}(n+2) = U_{d,n}/\text{SL}(n+2)
\]
and, in particular, \( M_{d,n} \) is an affine variety. What else can we say about its geometric
structure? Note that \( M_{d,n} \) is a normal variety with at most finite quotient singularities.

2.1 Cohomology  The first step in understanding the topology of the moduli space
\( M_{d,n} \) is to relate its cohomology to the cohomology of \( U_{d,n} \), see [389].

Theorem 2.1 (Peters–Steenbrink). Assume \( d \geq 3 \). Then there exists an isomorphism of
graded \( \mathbb{Q} \)-vector spaces
\[
H^*(\tilde{U}_{d,n}, \mathbb{Q}) \cong H^*(M_{d,n}, \mathbb{Q}) \otimes H^*(\text{SL}(n+2), \mathbb{Q}) \tag{2.1}
\]
and the Leray spectral sequence
\[
E^2_{pq} = H^p(M_{d,n}, R^q\pi_* \mathbb{Q}) \Rightarrow H^{p+q}(U_{d,n}, \mathbb{Q}) \tag{2.2}
\]
for the quotient morphism \( \pi: U_{d,n} \longrightarrow M_{d,n} \) degenerates.

Remark 2.2. (i) In fact, the isomorphism (2.1) is an isomorphism of mixed Hodge structures. Indeed the mixed Hodge structure \( H^*(\text{SL}(n+2), \mathbb{Q}) \) is of Hodge type and the pull-back \( \pi^* \) is a morphism of mixed Hodge structures.

(ii) In [389] the moduli space \( M_{d,n} \) is rather considered as the quotient of \( \tilde{U}_{d,n} \) by
\( \text{GL}(n+2) \). The result is fundamentally the same, namely there exists an isomorphism
\[
H^*(\tilde{U}_{d,n}, \mathbb{Q}) \cong H^*(M_{d,n}, \mathbb{Q}) \otimes H^*(\text{GL}(n+2), \mathbb{Q}). \tag{2.3}
\]

(iii) The cohomology of \( \text{SL}(N, \mathbb{C}) \) and \( \text{GL}(N, \mathbb{C}) \) is well known. Indeed, the inclusions
of their compact real forms \( \text{SU}(N) \subset \text{SL}(N, \mathbb{C}) \) and \( \text{U}(N) \subset \text{GL}(N, \mathbb{C}) \) are homotopy equivalences and according to a result of Borel and Hopf [87, Thm. 8.2] this then gives
\[
H^*(\text{GL}(N), \mathbb{Q}) \cong \bigwedge^*(\eta_1, \ldots, \eta_N) \quad \text{and} \quad H^*(\text{SL}(N), \mathbb{Q}) \cong \bigwedge^*(\eta_2, \ldots, \eta_N),
\]
with \( \eta_k \) of degree \( 2k - 1 \). An explicit realization of the classes \( \eta_k \) is described in [389],

\[4\] Thanks to O. Banerjee for discussions related to this section.
Sec. 5], which is crucial for Lemma 2.3 below. Namely, \( \eta_k \) can be realized by the locus of those matrices for which the first \( N + 1 - k \) columns are linearly dependent.

Note that the mixed Hodge structure of \( H^*(\text{GL}(N), \mathbb{Q}) \) is such that the classes \( \eta_k \in H^{2k-1}(\text{GL}(N), \mathbb{Q}) \) are of type \((k, k)\).

(iv) Finally, the cohomology \( H^*(\text{M}_{d,v}, \mathbb{Q}) \) is naturally isomorphic to the equivariant cohomology \( H^*_{\text{GL}(N+2)}(\tilde{U}_{d,v}, \mathbb{Q}) \) and \( H^*_{\text{SL}(N+2)}(U_{d,v}, \mathbb{Q}) \), cf. [34, Sec. 1].

The main step in the proof of Theorem 2.1 is the following.

**Lemma 2.3.** The orbit map

\[
\varphi_F : \text{GL}(n+2) \longrightarrow \tilde{U}_{d,v}, \quad g \mapsto g \cdot F
\]

through a polynomial \( F \in \tilde{U}_{d,v} \) induces a surjection

\[
\varphi_F^* : H^*(\tilde{U}_{d,v}, \mathbb{Q}) \longrightarrow H^*(\text{GL}(n+2), \mathbb{Q}).
\]

**Proof.** We only sketch the main ideas and refer to [389, Sec. 6] for the technical details. Let \( \bar{D} \subset W := H^0(\mathbb{P}^{n+1}, \mathcal{O}(d)) \) be the lift of the discriminant divisor, so that its complement is \( \tilde{U} := \tilde{U}_{d,v} = W \setminus \bar{D} \). Then for a subvariety \( Y_k \subset \bar{D} \) of codimension \( k \) in \( W \) there exists a natural map

\[
Q \cong H^0(Y_k, \mathbb{Q}) \cong H^0_{\text{GL}}(W, \mathbb{Q}) \longrightarrow H^2_{\text{GL}}(W, \mathbb{Q}) \cong H^{2k-1}(\tilde{U}, \mathbb{Q}).
\]

Now, the orbit map \( \varphi_F \) extends naturally to a map \( \overline{\varphi}_F : \text{M}_{n+2} \longrightarrow W \) from the space of \((n + 2) \times (n + 2)\) matrices \( \text{M}_{n+2} \) to the vector space \( W \). The extension has the property that the inverse image of the discriminant divisor \( \bar{D} \subset W \) is the divisor \( D_{n+2} := \text{M}_{n+2} \setminus \text{GL}(n+2) \) of all non-invertible matrices. This leads to the commutative diagram

\[
\begin{array}{ccc}
H^2_{\text{GL}}(W, \mathbb{Q}) & \longrightarrow & H^{2k-1}(\tilde{U}, \mathbb{Q}) \\
\varphi_F^* \downarrow & & \varphi_F^* \\
H^2_{\text{M}_{n+2}}(\mathbb{Q}) & \longrightarrow & H^{2k-1}(\text{GL}(n+2), \mathbb{Q}).
\end{array}
\]

The last step of the proof is to show that the subvariety \( Y_i \subset \bar{D} \subset W \) of those polynomials \( F \) for which the hypersurface \( V(F) \subset \mathbb{P}^{n+1} \) has singularities contained in the linear section \( V(F) \cap V(x_0, \ldots, x_{n+2-k}) \) pulls back to the subvarieties defining the classes \( \eta_k \) as in Remark 2.2 above. \( \square \)

**Proof of Theorem 2.1** Equipped with this lemma, a minor modification of the standard proof of the Leray–Hirsch theorem is enough to prove the GL-version (2.3). First, for a section \( s : H^*(\text{GL}(n+2), \mathbb{Q}) \hookrightarrow H^*(\tilde{U}_{d,v}, \mathbb{Q}) \) of \( \varphi_F^* \), i.e. \( \varphi_F^* \circ s = \text{id} \), the map

\[
H^*(\text{GL}(n+2), \mathbb{Q}) \otimes H^*(\text{M}_{d,v}, \mathbb{Q}) \longrightarrow H^*(\tilde{U}_{d,v}, \mathbb{Q})
\]

\( \alpha \otimes \beta \longrightarrow s(\alpha) \cdot \pi^* \beta \)
is an isomorphism, see [389, Sec. 2] for a few more details. The proof of the SL-version (2.1) is similar.

Next, the higher direct image sheaves \( R^q \pi_\ast Q \) can be trivialized by means of the section \( s \) and then the above isomorphism implies

\[
\sum_{p+q=k} \dim H^p(M_{d,n}, R^q \pi_\ast Q) = b_k(\tilde{U}_{d,n}),
\]

which suffices to deduce that the Leray spectral sequence degenerates. □

**Example 2.4.** (i) The moduli space of smooth cubic surfaces \( M_{3,2} \) has the cohomology of a point, i.e. \( H^\ast(M_{3,2}, Q) \approx H^0(M_{3,2}, Q) \approx Q \). Indeed, \( M_{3,2} \approx \mathbb{A}^4/\mu_4 \), see Section 4.4.1. So in this case, the theorem says that

\[
H^\ast(U_{3,2}, Q) \approx H^\ast(SL(4), Q),
\]

which is a result first proved by Vasil’ev [466].

(ii) Consider the universal hypersurface of smooth cubic surfaces \( S \to U = U_{3,2} \). The relative Fano variety of lines \( F \to F(S/U) \to U \) is an étale morphism of degree 27, see Section 4.1.4 for the computation of its monodromy group. According to Das [135, Thm. 1.1], passing to the étale cover does not change the cohomology, i.e.

\[
H^\ast(F(S/U), Q) \approx H^\ast(U, Q) \approx H^\ast(SL(4), Q).
\]

(iii) Also the cohomology of the total space of the universal family \( S \to U = U_{1,2} \) of smooth cubic surfaces has been computed. Das [134, Thm. 1.1] shows that the natural inclusion \( S \subset U \times \mathbb{P}^1 \) induces isomorphisms

\[
H^\ast(S, Q) \approx H^\ast(U \times \mathbb{P}^1, Q)/h^3 \approx H^\ast(U, Q) \otimes H^\ast(\mathbb{P}^2, Q) \approx H^\ast(SL(4), Q) \otimes H^\ast(\mathbb{P}^2, Q).
\]

**Remark 2.5.** Instead of fixing the degree, for us \( d = 3 \), it is interesting to let it grow. One then asks whether the natural inclusions obtained from (2.1)

\[
H^k(SL(n+2), Q) \subset H^k(U_{d,n}, Q)
\]

stabilize the cohomology of \( U_{d,n} \) for \( k \) and \( n \) fixed and large \( d \). This has first been studied by Vakil and Wood [457] as a problem in the Grothendieck ring of varieties and subsequently by Tommasi [451] who proves that (2.4) is an isomorphism in degree \( k < (d+1)/2 \). Conversely, combined with the above result it proves the vanishing of the cohomology \( H^k(M_{d,n}, Q) \) for \( 0 < k < (d+1)/2 \).

For the moduli space of smooth cubic hypersurfaces these results only give

\[
H^1(U_{3,n}, Q) = 0 \quad \text{and} \quad H^1(M_{3,n}, Q) = 0.
\]

Note that the first vanishing (for arbitrary \( d \)) can be deduced from the Gysin sequence for the open embedding \( U_{d,n} \subset |\mathcal{O}_{\mathbb{P}^n}(d)| \) and the irreducibility of the discriminant divisor
For plane curves, see work by Alu.

Remark 2.6. There are other interesting and meaningful questions concerning the action of \( GL(n+1) \) on \( |O_{d+1}(d)| \).

For example, one may want to know the degree of the orbit closure \( GL(n+1) \cdot [X] \subset |O_{d+1}(d)| \). This turns out to be a difficult problem which has been studied in detail only for plane curves, see work by Aluffi and Faber [17].

Also, it is natural to study the (intersection) cohomology of the GIT compactification of \( M_{d,n} \) or of the Kirwan blow-up [275]. Apart from low-dimensional cases very little is known. Again, for \( d \) large, the cohomology of \( M_{d,n} \) and its GIT compactification stabilizes in small degree.

2.2 Unirationality of the moduli space

As the GIT quotient of \( |O_{d+1}(d)| \), the moduli space \( M_{d,n} \) is unirational, but is it also rational or stably rational? This is a classical problem with a vast literature, especially the case \( n = 1 \) of plane curves.

For general results and references and [321] for the case of cubic surfaces.

Remark 2.6. There are other interesting and meaningful questions concerning the action of \( GL(n+1) \) on \( |O_{d+1}(d)| \).

For example, one may want to know the degree of the orbit closure \( GL(n+1) \cdot [X] \subset |O_{d+1}(d)| \). This turns out to be a difficult problem which has been studied in detail only for plane curves, see work by Aluffi and Faber [17].

Also, it is natural to study the (intersection) cohomology of the GIT compactification of \( M_{d,n} \) or of the Kirwan blow-up [275]. Apart from low-dimensional cases very little is known. Again, for \( d \) large, the cohomology of \( M_{d,n} \) and its GIT compactification stabilizes in small degree.

For \( n = 0 \) the moduli space \( M_{3,0} \) consists of just one point and hence is rational.

For \( n = 1 \) the moduli space \( M_{3,1} \) is isomorphic to the affine line \( \mathbb{A}^1 \) and, therefore, is rational, cf. [157, Ch. 10.3].

In fact, its compactification provided by the GIT quotient \( |O_{d+1}(d)|^{ss} // SL(3) \) is by construction \( \text{Proj}(S) \), where \( S = k[a_{ij}]^{SL(3)} \), \( I = (i_0, i_1, i_2) \) with \( i_0 + i_1 + i_2 = 3 \), is the invariant ring. It is known classically that \( S \) is generated by two algebraically independent polynomials \( g_2 \in k[a_{ij}]_4 \) and \( g_3 \in k[a_{ij}]_6 \), cf. Example 1.2.6 and, therefore,

\[
|O_{d+1}(d)|^{ss} // SL(3) \simeq \text{Proj}(S) \simeq \text{Proj}(S^{(12)}) \simeq \text{Proj}(k[g_2^3, g_3^2]) \simeq \mathbb{P}^1.
\]

The points in \( \mathbb{A}^1 \subset \mathbb{P}^1 \) are in bijection to smooth cubic curves and the closed orbit through the union \( V(x_0 \cdot x_1 \cdot x_2) \) of three lines corresponds to \( \infty \in \mathbb{P}^1 \). Other singular plane nodal cubic curves, like the union \( V(x_0 \cdot (x_1^2 - x_2^2)) \) of a conic and a line, correspond to non-closed orbits mapping as well to \( \infty \). There is an ample literature on this particular case, see the surveys [361, 369] or the textbooks [157, 356].

For \( n = 2 \), the GIT quotient \( |O_{d+1}(d)|^{ss} // PGL(4) \) is the weighted projective space \( \mathbb{P}(1, 2, 3, 4, 5) \), see Section 4.4.1, and the moduli space \( M_{3,2} \) is the open subset,

\[
M_{3,2} = \mathbb{A}^4/\mu_4 \subset \mathbb{P}(1, 2, 3, 4, 5),
\]

cf. Corollary 4.4.3. Since weighted projective spaces are toric varieties and, therefore, rational, also \( M_{3,2} \) is rational. See Section 4.4.2 for the description of singular stable and semi-stable cubic surfaces.
• For $n \geq 3$, it seems an open question whether the moduli space $M_{3,n}$ is rational. In fact, I am not even sure it is known to be stably rational.

Remark 2.7. The moduli space $M = M_{3,d}$ of smooth cubic fourfolds is of dimension 20. It contains distinguished Noether–Lefschetz or Hassett divisors $M \cap C_d \subset M$ for all $6 < d \equiv 0, 2 \pmod{6}$, see Section 6.6.4. These divisors are known to be of general type for large enough $d$, see Remark 6.6.16.

So instead of asking for (uni-)rationality or uniruledness of these divisors, which only holds for small values of $d$, e.g. for $d = 42$ [304, Thm. 0.2], other birational properties are of interest. In [12] one finds upper bounds for the degree of irrationality, i.e. the minimal degree of a dominant rational map $C_d \dasharrow \mathbb{P}^{10}$.

3 Periods

Periods provide a transcendental approach to study smooth complex projective varieties. Typically, for $X$ of dimension $n$, one considers the primitive middle cohomology $H^n(X, \mathbb{Z})_{pr}$ with its intersection pairing and its Hodge structure. The period of $X$ is then by definition this linear algebra datum naturally associated with $X$. The two principal goals of introducing periods are an alternative approach to the construction of moduli spaces of varieties of a particular type, complementing the constructions sketched in the previous paragraphs, and, not unrelated, the formulation of a global Torelli theorem, ideally proving that the period of a variety uniquely determines it.

3.1 Period domain and period map Let us briefly recall the abstract notion of a Hodge structure, see [48, 145, 203] or [249, Sec. 3.1]. Consider a free $\mathbb{Z}$-module $\Gamma$ of finite rank. A Hodge structure of weight $n$ on $\Gamma$ consists of a decomposition of the complex vector space $\Gamma_{\mathbb{C}} := \Gamma \otimes \mathbb{C}$ as

$$\Gamma_{\mathbb{C}} \cong \bigoplus_{p+q=n} H^{p,q}$$

satisfying the condition $H^{p,q} = H^{q,p}$. A Hodge structure can alternatively be encoded by the associated Hodge filtration

$$0 \subset \cdots \subset F^n \subset \cdots \subset F^0 \subset \cdots \subset \Gamma_{\mathbb{C}}.$$ 

Here $F^p := \bigoplus_{i \leq p} H^{i,j}$, for which we have $F^p \oplus F^{n-p} = \Gamma_{\mathbb{C}}$ for all $p+q = n+1$. Conversely, starting with a Hodge filtration one reconstructs the Hodge structure by defining $H^{p,q} := F^p \cap F^{n-q}$.

Example 3.1. The prime example of a Hodge structure of weight $n$ is of course the cohomology $H^n(X, \mathbb{Z})$ (modulo torsion) of a smooth, complex projective variety $X$ with
the Hodge decomposition $H^r(X, \mathbb{C}) = \bigoplus_{p+q=r} H^{p,q}(X)$. In this case, $F^{n+1} = 0$ and $F^0 = H^0(X, \mathbb{C})$.

If an ample class $c_1(L) \in H^2(X, \mathbb{Z})$ is fixed, then the primitive integral cohomology $H^r(X, \mathbb{Z})$ (modulo torsion) also has a natural Hodge structure and, in addition, comes with a natural polarization $(\alpha, \beta) \mapsto (-1)^{p(n-1)/2} \int \alpha \wedge \beta \wedge c_1(L)^{\dim(X)-n}$, which for $\dim(X) = n$ is just the intersection pairing up to a sign.

The abstract notion of a polarization for an arbitrary Hodge structure of weight $n$ is a morphism of Hodge structures $\psi: \Gamma \otimes \Gamma \rightarrow \mathbb{Z}(-n)$ such that its $\mathbb{R}$-linear extension leads to a positive symmetric symmetric form $(\alpha, \beta) \mapsto \psi(\alpha, C\beta)$ on the real vector space $(H^{p,q} \otimes H^{q,p}) \cap \Gamma_\mathbb{R}$. Here, $C$ is the Weil operator which acts by $i^{p-q}$ on $H^{p,q}$.

Note that the assumption that $\psi(\alpha_1, \alpha_2) = 0$ for $\alpha_i \in H^{p,q}$ unless $(p_1, q_1) + (p_2, q_2) = (n, n)$, which can also be expressed as the orthogonality condition $F^p \perp F^{n-p+1}$ with respect to the $\mathbb{C}$-linear extension of $\psi$.

**Example 3.2.** Let us spell out these notions for smooth cubic hypersurfaces of dimension two, three, and four.

(i) For a smooth cubic surface $S \subset \mathbb{P}^3$. The Hodge decomposition is trivial, i.e. $H^i(S, \mathbb{C}) = H^{1,1}(S)$ and, accordingly, the Hodge filtration collapses to
\[
F^2 = 0 \subset F^1 = H^{1,1}(S) = F^0 = H^2(S, \mathbb{C})
\]
and similarly for the primitive cohomology.

(ii) For a smooth cubic threefold $Y \subset \mathbb{P}^4$ the situation is already more interesting. Here, we have $H^i(Y, \mathbb{C})_{pr} = H^{2,1}(Y) \oplus H^{1,2}(Y)$ and hence
\[
F^3 = 0 \subset F^2 = H^{2,1}(Y) \subset F^1 = F^0 = H^3(Y, \mathbb{C})
\]
of dimensions $f^2 = 5$ and $f^3 = f^0 = 10$.

(iii) Eventually, for a smooth cubic fourfold $X \subset \mathbb{P}^5$ the Hodge decomposition of the primitive cohomology gives rise to a filtration
\[
F^4 = 0 \subset F^3 = H^{1,1}(X) \subset F^2 = H^{3,1}(X) \oplus H^{2,2}(X)_{pr} \subset F^1 = F^0 = H^4(X, \mathbb{C})_{pr}
\]
of dimensions $f^3 = 1$, $f^2 = 21$, and $f^1 = f^0 = 22$.

For more details for the following discussion we recommend the classic [203, Ch. I] or the more recent textbook [105, Ch. 4.4].

Fix a free $\mathbb{Z}$-module $\Gamma \approx \mathbb{Z}^n$, a $\mathbb{Z}$-linear map $\psi: \Gamma \otimes \Gamma \rightarrow \mathbb{Z}$ and a collection of Hodge numbers $h^{p,q}$, $p+q = n$, with $\sum h^{p,q} = b$. Then the set $D$ of $\psi$-polarized Hodge structures on $\Gamma$ of weight $n$ with $\dim H^{p,q} = h^{p,q}$ is naturally a complex manifold, the
period domain. More precisely, for \( f^p = \sum_{\ell \geq p} H^{p, \ell} \), it is an open subset of the algebraic variety, called the compact dual of \( D \),
\[
D' \subset \prod \text{Gr}(f^p, \Gamma_c)
\]
of all flags \( (F^p) \in \prod \text{Gr}(f^p, \Gamma_c) \) satisfying the orthogonality condition \( F^p \perp F^{n-p+1} \) with respect to the \( \mathbb{C} \)-linear extension of \( \psi \).

The compact dual \( D' \) is a smooth projective variety and \( D \subset D' \) is a open in the classical topology, cut out by the condition that \( \psi(., C) \) be positive definite. The compact dual \( D' \) comes with a transitive action of \( G_C = O(\Gamma_C, \psi) \) and, therefore, can be written as the homogenous space \( D' \cong G_C/B \), where \( B \) is the stabilizer of a flag in \( D' \). Similarly, \( D \) can be described as a homogenous space
\[
D \cong G_R/(B \cap G_R) \subset D' \cong G_C/B.
\]

We will be interested in the quotient \( O' \setminus D \) of \( D \) by the natural action of a discrete group \( O' \subset G_R \) commensurable with the full orthogonal group \( O(\Gamma, \psi) \). Since \( B \cap G_R \) is a compact group, the action of \( O(\Gamma, \psi) \) is properly discontinuous and any such quotient \( O' \setminus D \) is a normal complex space with finite quotient singularities.

Consider a smooth projective family \( \pi: \mathcal{X} \longrightarrow S \) of varieties of dimension \( n \) with a relative ample line bundle \( L \). The families of cohomologies \( H^p(X_t, \mathcal{Z}) \) and \( H^p(X_t, \mathcal{Z})_{\text{pr}} \) form locally constant systems \( R^p \pi_* \mathcal{Z} \) and \( R^p_{\text{pr}} \pi_* \mathcal{Z} \). We assume that \( S \) is connected, which implies that the Hodge numbers \( h^{p,q} := h^{p,q}(X_t) \) are constant. If \( S \) is simply connected, then the two local systems are canonically isomorphic to the two constant systems \( H^p(X, \mathcal{Z}) \) and \( H^p(X, \mathcal{Z})_{\text{pr}} \) for a fixed fibre \( X = X_0 \) with respect to the ample line bundle \( L_0 \). In this situation, the period map
\[
\mathcal{P}: \mathcal{X} \longrightarrow \text{Def}(X) = \text{Def}(X, \mathcal{O}_X(1)) \text{ of a cubic hypersurface of dimension } n \geq 2, \text{ see Section 1.3.2}, \text{ and describes the local period map}
\]
\[
\mathcal{P}: \text{Def}(X) \longrightarrow D \subset D' \subset \prod \text{Gr}(f^p, H^p(X, \mathcal{Z})_{\text{pr}}).
\]

If \( S \) is not simply connected, one can still consider the map \( \mathcal{P}: S \longrightarrow O' \setminus D \), where \( O' = \text{Im}(\pi_1(S) \longrightarrow O(H^p(X, \mathcal{Z})_{\text{pr}})) \) is the monodromy group of the family.

Let us apply the discussion to the universal family of smooth cubic hypersurfaces
\[
\mathcal{X} \longrightarrow U(n) = [\mathcal{O}_{2^{n+1}}(3)]_{\text{sm}} \subset [\mathcal{O}_{2^{n+1}}(3)]
\]
see Section 1.2.4. The monodromy group \( \Gamma_n := \text{Im}(\pi_1(U(n)) \longrightarrow \text{GL}(H^p(X, \mathcal{Z})_{\text{pr}})) \), for
$X = X_0$ a fixed distinguished fibre, has been computed in Theorem 1.2.9. For even $n$, we have found $\Gamma_n \approx \tilde{O}(H^n(X, \mathbb{Z}_p))$, which is a finite index subgroup of $O(H^n(X, \mathbb{Z}_{p^r})$. Similarly, $\Gamma_n \approx Sp(O(H^n(X, \mathbb{Z}), q)$ for $n$ odd. In any case, the period map is then a holomorphic map

$$P: U(n) \longrightarrow \Gamma_n \setminus D_n,$$

where $D_n \subset D_n^\vee \subset \prod Gr(f^p_n, H^n(X, \mathbb{C}))$ with $f^p_n = \sum_{i \geq p} h^{i}(X)_{pr}$. Locally around every point in $U(d)$ the period map $P$ admits a holomorphic lift $\Delta \longrightarrow D_n$. In order to descend the period map to the moduli space of cubics, one might have to divide out by a slightly larger discrete group, but since an isomorphism always acts by an isometry on the middle cohomology, we obtain a period map

$$P: M_n = U(n) / G \longrightarrow O \setminus D_n.$$  \hspace{1cm} (3.2)

Here, $O = O(H^n(X, \mathbb{Z})_{pr})$ for $n$ even and $O = Sp(H^n(X, \mathbb{Z}))$ for $n$ odd. Alternatively, one can use the existence of a universal family locally, see Remark 1.14, to glue local period maps to the global period map (3.2). Yet another alternative is to introduce the moduli space of marked cubics parametrizing smooth cubics $X$ together with an isometry of $H^n(X, \mathbb{Z})_{pr}$ with the abstract lattice described in Proposition 1.1.21 for $n$ even or with the standard symplectic lattice for $n$ odd.

**Remark 3.3.** Instead of working with the singular spaces $M_n$ and $O \setminus D_n$, one can view the period map as a map between smooth analytic Deligne–Mumford stacks:

$$P: \mathcal{M}_n \longrightarrow O \setminus D_n.$$  \hspace{1cm} (3.2)

This has the advantage of keeping track of the finite groups of automorphisms Aut($X$). Furthermore, the existence of the universal family over $\mathcal{M}_n$ often simplifies arguments.

**Example 3.4.** Typically, the quotients $O \setminus D_n$ will not be Kähler or algebraic [106, 205]. However, for cubic hypersurfaces of dimension three and four they are.

(i) For smooth cubic threefolds the dimensions of the Hodge filtrations are $f^3 = 0$, $f^2 = 5$, and $f^1 = f^0 = b_1 = 10$. The orthogonality conditions $F^p \perp F^{n-p+1}$ reduce to $F^2 \perp F^2$, which cuts out $D_3^\vee \subset Gr(5, 10)$. In other words, $D^\vee$ can be identified with the Lagrangian Grassmann variety $LG(5, 10)$ of all Lagrangian subspaces of a ten-dimensional symplectic vector space. Thus, its dimension is $\dim D_3^\vee = \dim LG(5, 10) = 15$, which is also the dimension of the moduli space $A_5$ of principally polarized abelian varieties of dimension five.

In our situation, the symplectic vector space is the complex vector space associated with the standard symplectic structure on $\mathbb{Z}^{10}$ and thus comes with the action of the symplectic group $Sp(10, \mathbb{Z})$. The quotient $Sp(10, \mathbb{Z}) \setminus D_3$ is naturally endowed with the structure of a normal algebraic variety with finite quotient singularities. It can be thought
of as the moduli space of principally polarized abelian varieties of dimension five:

\[ A_5 \cong \text{Sp}(10, \mathbb{Z}) \setminus D_3, \]

which is more commonly written as the quotient \( A_5 \cong \text{Sp}(10, \mathbb{Z}) \setminus \mathbb{H}_5 \) of the Siegel upper half space \( \mathbb{H}_5 \) of all symmetric \( 5 \times 5 \) matrices \( \tau \) with \( \text{Im}(\tau) \) positive definite.

The period map for cubic threefolds is thus the map

\[ \mathcal{P} : M_3 \longrightarrow \text{Sp}(10, \mathbb{Z}) \setminus D_3 \cong A_5, \]

which later will be shown to be a locally closed embedding.\(^5\) Geometrically, it can be interpreted as the map that sends a smooth cubic threefold \( Y \subset \mathbb{P}^4 \) to its intermediate Jacobian \( J(Y) \). For more on this case see Section 5.5.3.

(ii) For smooth cubic fourfolds, the dimensions of the Hodge filtration are

\[ f^4 = 0, \]
\[ f^3 = 1, \]
\[ f^2 = 21, \]
\[ f^1 = f^0 = b_2(X)_{pr} = 22. \]

The orthogonality conditions \( F^p \perp F^{m-p+1} \) come down to a single condition \( F^3 = H^{3,1} \perp F^2 = H^{3,1} \oplus H^{2,2} \), which can also be expressed by saying that the line \( H^{3,1}(X) \subset H^4(X, \mathbb{C})_{pr} \) determines also \( H^{2,2}(X)_{pr} \). Note that this condition implies that the projection of \( D^4 \subset \text{Gr}(1, 22) \times \text{Gr}(21, 22) \) to the first factor is still injective. Thus, it is more natural to view the period domain as the analytically open subset of a non-degenerate quadric hypersurface of dimension 20:

\[ D_4 \subset D^4 \subset \text{Gr}(1, 22) \cong \mathbb{P}^{21} \cong \mathbb{P}(\Gamma \otimes \mathbb{C}). \]

Here, \( \Gamma := E_8(-1)^{\oplus 2} \oplus U^{\oplus 2} \oplus A_3(-1) \). The analytically open subset \( D_4 \subset D^4 \) is cut out by the positivity condition \((x, \bar{x}) > 0\) for \([x] \in D^4 \subset \mathbb{P}(\Gamma \otimes \mathbb{C})\). Also in this case, the quotient \( O(\Gamma) \setminus D_4 \) is indeed a quasi-projective variety. See Remark 6.6.13 for a discussion why dividing by \( O(\Gamma) \) and \( \tilde{O}^+(\Gamma) \) amounts to essentially the same. The period map in this case is a map, later shown to be an open immersion,

\[ \mathcal{P} : M_4 \longrightarrow O(\Gamma) \setminus D_4, \]

see Section 6.6 for a detailed discussion.

Although \( O(\Gamma) \setminus D \) is in general not algebraic, it has been conjectured by Griffiths and recently proved by Bakker, Brunebarbe, and Tsimerman [33] that the image of the period map is always contained in a quasi-projective variety.

### 3.2 Infinitesimal and local Torelli

For a smooth cubic hypersurface \( X \) of dimension \( n \geq 2 \), the Zariski tangent space of its universal deformation space \( \text{Def}(X) = \text{Def}(X, O_X(1)) \) is naturally identified with \( T_0 \text{Def}(X) \cong H^1(X, T_X) \), see Section 1.3.3.

\( ^5 \) It might seem more natural to divide out by the monodromy group \( \Gamma_3 = \text{Sp}(H^3(Y, \mathbb{Z}), q) \subset \text{Sp}(10, \mathbb{Z}) \). However, there are automorphisms of cubic threefolds that are not contained in the monodromy group \( \Gamma_3 \), see Remark 6.6.13.
Thus, the differential of the local period map (3.1) can be viewed as a map

$$d\mathcal{P} : H^1(X, T_X) \longrightarrow T_{\mathcal{P}(0)} D_n \subset \text{Hom}\left( \bigoplus_{p+q=n} H^{p,q}(X)^{pr}, \bigoplus_{p+q=n} H^{p-1,q+1}(X)^{pr} \right).$$

which is in fact described by contraction, see [474, Ch. 17.1]. The injectivity of the map (3.3), see Corollary 1.4.25, Remark 1.4.26, and Remark 1.16, can be rephrased as the following statement.

**Corollary 3.5 (Infinitesimal Torelli).** The period map

$$\mathcal{P} : \mathcal{M}_n \longrightarrow [\mathcal{O} \setminus D_n]$$

from the moduli stack of all smooth cubics of dimension $n \geq 2$ is unramified. $\square$

Recall from Remark 1.4.26 that for cubic hypersurfaces of even dimension $n = 2m$ already $H^{m,m}(X)_{pr}$ detects first order deformations of $X$.

Classically, the result is stated in terms of the moduli space $\tilde{M}_n$ of marked cubics parametrizing pairs $(X, \varphi)$ consisting of a smooth cubic hypersurface of dimension $n$ and an isometry $H^n(X, Z)_{pr} \simeq \Gamma$. The period map in this setting is then a holomorphic map

$$\tilde{\mathcal{P}} : \tilde{M}_n \longrightarrow D_n$$

and the infinitesimal Torelli asserts that it is unramified.

**Remark 3.6.** Often, the infinitesimal Torelli theorem implies the so called local Torelli theorem, see the next section. Concretely, if Hodge isometries $H^n(X, Z)_{pr} \simeq H^n(X, Z)_{pr}$ are induced by automorphisms of $X$, then the period map

$$\mathcal{P} : M_n \longrightarrow [\mathcal{O} \setminus D_n]$$

is also unramified. Otherwise, Hodge isometries not induced by an automorphism might cause problems.

Recall that the converse does not hold, i.e. the local (or even global) Torelli does not necessarily imply the infinitesimal Torelli theorem. Indeed, for smooth curves of genus $g > 2$ the corresponding map $\tilde{\mathcal{P}}$ (or its stack version) is not unramified (exactly over the hyperelliptic locus) but the period map $\mathcal{P}$ that associates with a smooth curve the polarized abelian variety provided by its Jacobian defines a closed embedding and is in particular unramified.

**Example 3.7.** The hypothesis in the above remark that would build upon the infinitesimal Torelli theorem to prove a local Torelli theorem is not easy to ensure, not even for cubic hypersurfaces. The only known cases are cubics of dimension three and four:

(i) As for smooth projective curves, any Hodge isometry $H^1(Y, Z) \simeq H^1(Y', Z)$ for
two smooth cubic threefolds is up to a sign induced by a unique isomorphism $Y \simeq Y'$, see Remark 5.4.9.

(ii) The assumption for the local Torelli theorem is satisfied for cubic fourfolds, which we will prove as part of the global Torelli theorem in Section 6.3.3. More precisely, every Hodge isometry $H^4(X, \mathbb{Z}) \simeq H^4(X, \mathbb{Z})$ preserving $h_X^2$ is induced by an automorphism of $X$.

3.3 Variational, general, and generic Torelli

Let us consider the following possible Torelli statements for smooth cubic hypersurfaces. We leave it to the reader to write down appropriate versions for other types of varieties, e.g. curves, K3 surfaces, abelian varieties, hypersurfaces of other degrees, etc. We recommend Beauville’s Bourbaki talk [48] for further information and references.

(i) Variational Torelli theorem: A smooth cubic hypersurface $X$ of dimension $n$ can be reconstructed from the (real) Hodge structure $H^n(X, \mathbb{C}) \simeq \bigoplus H^{p,q}(X)$ together with the map (3.3).

(ii) General Torelli theorem: Assume $X$ is a very general smooth cubic hypersurface of dimension $n$. Any other smooth cubic hypersurface $X'$ for which there exists an isomorphism(!) of Hodge structures $H^n(X, \mathbb{Q}) \simeq H^n(X', \mathbb{Q})$ is isomorphic to $X$:

$$H^n(X, \mathbb{Q}) \simeq H^n(X', \mathbb{Q}) \Rightarrow X \simeq X'.$$

(iii) Generic Torelli theorem: The period map $P : M_n \to \mathcal{O} \setminus D$ is of degree one, i.e. generically injective, for any discrete group $O \subset O' \subset O_R$.

(iv) Global Torelli theorem: Two smooth cubic hypersurfaces $X$ and $X'$ of dimension $n$ are isomorphic if and only if there exists a Hodge isometry(!) between their middle primitive integral Hodge structures:

$$(H^n(X, \mathbb{Z}) \simeq (H^n(X', \mathbb{Z}), (.,.)) \Leftrightarrow X \simeq X').$$

(v) Infinitesimal Torelli theorem: The stacky period map $\mathcal{P} : M_n \to \mathcal{O} \setminus D_n$ is unramified or, equivalently, (3.3) is injective, see Corollary 3.5.

(vi) Local Torelli theorem: The period map $\mathcal{P} : M_n \to \mathcal{O} \setminus D_n$ is unramified, see Remark 3.6.

These different versions of the Torelli theorem are interlinked. For example, by work of Clemens–Griffiths [104], Donagi [161], Voisin [485], and many others, one knows:

$$\text{variational} \Rightarrow \text{general} \Rightarrow \text{generic}$$

See [105, Ch. 8.2] for a detailed discussion of the second implication. The freedom in choosing any discrete group $O'$ in the generic Torelli theorem (iii) is surprising at first,
especially when compared with the case of K3 surfaces. For example, for cubic three-folds, $M_3 \hookrightarrow A_5 \simeq \text{Sp}(10, \mathbb{Z}) \setminus D_3$ is a closed embedding and, somewhat unexpectedly, even dividing out by a bigger discrete subgroup $\text{Sp}(10, \mathbb{Z}) \subset O' \subset \text{Sp}(10, \mathbb{R})$ still leads to a generically injective composition $M_3 \hookrightarrow A_5 \simeq \text{Sp}(10, \mathbb{Z}) \setminus D_3 \longrightarrow O' \setminus D_3$.

Although, the variational Hodge conjecture only implies a general or a generic version of the Torelli theorem, it is in a certain sense stronger than the global Torelli theorem, but neither one of the two implies the other:

$$\text{variational} \Rightarrow \text{global} \Rightarrow \text{variational or generic}.$$ 

For example, the global Torelli theorem holds for K3 surfaces, see Section 6.6.3, but in general a K3 surface can neither be reconstructed from its infinitesimal variation, so the variational Torelli does not hold, nor does the period map injects the moduli space of polarized K3 surfaces into $O' \setminus D$ for a discrete group $O'$ bigger than $O(H^2(S, \mathbb{Z})_{pr})$. Also, neither the local nor even the global Torelli theorem implies the infinitesimal Torelli theorem, cf. Remark 3.6. Nevertheless, an infinitesimal or local Torelli theorem is often seen as good first evidence for a global Torelli theorem.

As we have noted already in Section 1.4.5, see Corollary 1.4.27 in particular, the Torelli theorems (i)-(iii) hold for two thirds of all smooth cubic hypersurfaces.

**Corollary 3.8** (Variational, general, and generic Torelli). For smooth cubic hypersurfaces of dimension $n > 2$ with $3 \nmid (n + 2)$ the variational, general, and generic Torelli theorems hold true. □

Thus, the first case for which a generic Torelli does not follow from general results is the case of cubic fourfolds. Indeed, in this case the generic Torelli does not hold, and consequently neither does the variational or the general. But a global Torelli theorem holds. This is the content of Section 6.3.3.

**Remark 3.9.** (i) At this point, for smooth cubic hypersurfaces of dimension $n = 3m - 2 = 7, 10, 13, \ldots$ neither the global nor the generic (and hence neither the variational nor the general) Torelli theorem is known to hold.

(ii) For cubic hypersurfaces covered by Corollary 3.8 the global Torelli theorem is only known in dimension three. So the first case for which the generic but not the global Torelli theorem is known to hold is the case of cubic fivefolds.

(iii) By Corollary 3.5, the infinitesimal Torelli theorem holds for all smooth cubic hypersurfaces of dimension $n > 2$, but the local one in the formulation of (vi) above is not known beyond dimension four.
Cubic surfaces

The general theory presented in previous chapters applied to the case of smooth cubic surfaces $S \subset \mathbb{P}^3$ provides us with some crucial information.

On the purely numerical side, we have seen that the Hodge diamond is only non-trivial in bidegree $(p, p)$, i.e.
\[ H^1(S, \mathcal{O}_S) = H^0(S, \Omega^3_S) = 0 \quad \text{and} \quad H^2(S, \mathcal{O}_S) = H^0(S, \Omega^2_S) = 0, \]
and, moreover, see Sections 1.1.2 and 1.1.3:
\[ H^{1,1}(S) = H^1(S, \Omega^3_S) \cong k^{27}. \]

The linear system of all cubic surfaces $|\mathcal{O}(3)| \cong \mathbb{P}^{19}$ comes with a natural action of \text{PGL}(4) and its GIT quotient, the moduli space of semi-stable cubic surfaces, is four-dimensional, see Sections 1.2.1 and 3.1.3.

We have also seen that the Fano variety $F(S)$ of lines contained in $S$ is non-empty, smooth, and zero-dimensional of degree 27, see Proposition 2.4.6 and Example 2.4.21. Hence, over an algebraically closed field $k$, the Fano variety $F(S)$ consists of 27 reduced $k$-rational points. So, any smooth cubic surface $S \subset \mathbb{P}^3$ defined over an algebraically closed field contains exactly 27 lines. In this chapter we denote them by $\ell_1, \ldots, \ell_{27}$, so
\[ F(S) = \{ \ell_1, \ldots, \ell_{27} \} \]
or, viewing $S$ as a blow-up of $\mathbb{P}^2$, as $E_1, \ldots, E_6, L_1, \ldots, L_6, L_{12}, \ldots, L_{56}$, see below. There are more classical arguments to deduce this result and we will touch upon some of the techniques in this chapter. However, we will have to resist the temptation to dive into the classical theory too much and instead refer to the rich literature on the subject, see for example [50, 158, 222, 228, 284, 335, 462]. Also, there is a vast literature on the arithmetic of cubic surfaces over non-algebraically closed fields which will not be mentioned at all, see e.g. the recent [269] for a modern approach and references.
1 Picard group

Let $S \subset \mathbb{P}^3$ be a smooth cubic surface over an arbitrary field $k$. We will see that its Picard group $\text{Pic}(S)$ coincides with the numerical Picard group $\text{Num}(S)$ and the Néron–Severi group $\text{NS}(S) = \text{Pic}(S)/\text{Pic}^0(S)$. So, it is endowed with the intersection pairing $\langle \mathcal{L}, \mathcal{L}' \rangle$ which satisfies the Hodge index theorem. In particular, the inequality $\langle \mathcal{L}, \mathcal{L}' \rangle^2 \geq \langle \mathcal{L}, \mathcal{L} \rangle \cdot \langle \mathcal{L}', \mathcal{L}' \rangle$ for all line bundles $\mathcal{L}, \mathcal{L}'$ with $\langle \mathcal{L}, \mathcal{L} \rangle \geq 0$.

1.1 Intersection form  

The only line bundles that come for free on any smooth cubic surface are $\mathcal{O}_S(1)$ and its powers $\mathcal{O}_S(a)$. For example, the canonical bundle is described by the adjunction formula, see Lemma 1.1.6, as

$$\omega_S \cong \mathcal{O}_S(-1),$$

with the very ample dual $\omega_S^* \cong \mathcal{O}_S(1)$. The Hirzebruch–Riemann–Roch formula for a line bundle $\mathcal{L}$ on $S$ takes the form

$$\chi(S, \mathcal{L}) = \frac{\langle \mathcal{L}, \mathcal{L} \rangle + \langle \mathcal{L}, \mathcal{O}_S(1) \rangle}{2} + 1,$$

where we use $\chi(S, \mathcal{O}_S) = 1$, see Section 1.1.4.

**Lemma 1.1.** Any numerically trivial line bundle $\mathcal{L}$ on a smooth cubic surface $S$ is trivial. In particular, $\text{Pic}(S)$ is torsion free of finite rank and $\text{Pic}^0(S) = 0$.

**Proof** Indeed, if a numerically trivial line bundle $\mathcal{L}$ is not trivial, then $\langle \mathcal{L}, \mathcal{O}_S(1) \rangle = 0$ implies $H^0(S, \mathcal{L}) = 0$ and $H^2(S, \mathcal{L}) \cong H^0(S, \mathcal{L}^* \otimes \omega_S)^* = 0$. Hence, $\chi(S, \mathcal{L}) \leq 0$, which contradicts (1.1) showing $\chi(S, \mathcal{L}) = 1$. $\square$

**Corollary 1.2.** For a smooth cubic surface $S \subset \mathbb{P}^3$ over an arbitrary field $k$ one has

$$\text{Pic}(S) \cong \text{NS}(S) \cong \text{Num}(S) \cong \mathbb{Z}^{\rho(S)}$$

with $1 \leq \rho(S) \leq 7$. For a field extension $k \subset k'$ the base change map

$$\text{Pic}(S) \rightarrow \text{Pic}(S_{k'})$$

(1.2)

is injective. Moreover, if $k$ is algebraically closed, then $\rho(S) = 7$ and for any further base change (1.2) is an isomorphism.

**Proof** Recall that an invertible sheaf $\mathcal{L}$ on $S$ is trivial if and only if $H^0(S, \mathcal{L}) \neq 0$ and $H^0(S, \mathcal{L}^*) \neq 0$. As $H^0(S_{k'}, \mathcal{L}_{k'}) \cong H^0(S, \mathcal{L}) \otimes_k k'$, this shows the injectivity of (1.2).

For $k = \mathbb{C}$, the exponential sequence gives

$$\text{Pic}(S) \cong H^2(S, \mathbb{Z}) \cong \mathbb{Z}^{\rho_0},$$

while for an arbitrary algebraically closed field $k$ the Kummer sequence

$$0 \rightarrow \mu_k \rightarrow \mathbb{G}_m \stackrel{\cdot r}{\rightarrow} \mathbb{G}_m \rightarrow 0,$$
with \( n = \ell^m \) prime to \( \text{char}(k) \), provides injections \( \text{Pic}(S) \otimes \mathbb{Z}/\ell^m\mathbb{Z} \hookrightarrow H^2_{et}(S, \mu_{\ell^m}) \) with a cokernel contained in \( H^2(S, \mathbb{G}_m) \). Taking limits, one obtains
\[
\text{Pic}(S) \otimes \mathbb{Z}_\ell \hookrightarrow H^2_{et}(S, \mathbb{Z}_\ell(1)) \cong \mathbb{Z}_{\ell}(1)^{\oplus 7},
\] (1.3)
as \( b_2(S) = 7 \), cf. Section 1.1.6. Together with (1.2), this proves \( \rho(S) \leq 7 \) for arbitrary base field \( k \).

For \( k \) algebraically closed, the Brauer group is trivial, i.e. \( \text{Br}(S) = H^2(S, \mathbb{G}_m) = 0 \). This is analogous to \( H^2(S, \mathcal{O}_S^*) = H^2(S, \mathcal{O}_S)/H^2(S, \mathbb{Z}) = 0 \) for \( k = \mathbb{C} \). Hence, (1.3) is an isomorphism and, therefore, \( \rho(S) = 7 \). The last assertion follows from a standard ‘spreading out’ argument and the fact that for \( k = \bar{k} \) the Picard variety Pic\(_{\bar{k}} \) consists of isolated, reduced, \( k \)-rational points, cf. [249, Lem. 17.2.2]. \( \square \)

**Example 1.3.** Examples of smooth cubics with \( \rho(S) < 7 \) can be produced easily.

(i) For example, if \( S \twoheadrightarrow [\mathcal{O}(3)] \) is the universal cubic surface, then the scheme-theoretic generic fibre \( S_\eta \) satisfies \( \text{Pic}(S_\eta) \cong \mathbb{Z} \cdot \mathcal{O}(1)_{|S_\eta} \). Here, \( S_\eta \) is a smooth cubic surface over the (non algebraically closed) function field \( k(\eta) \cong k(t_1, \ldots, t_9) \).

(ii) Similarly, if \( S_{\bar{S}_1} \twoheadrightarrow \mathbb{P}^1 \twoheadrightarrow [\mathcal{O}(3)] \) is a Lefschetz pencil, then the other projection \( \tau : S'_{\bar{S}_1} \twoheadrightarrow \mathbb{P}^3 \) is the blow-up of \( \mathbb{P}^3 \) in the smooth intersection \( S_1 \cap S_2 \subset \mathbb{P}^3 \) of two smooth cubics. Hence, \( \text{Pic}(S_{\bar{S}_1}) \cong \mathbb{Z} \cdot \mathcal{O}(1)_{|S_{\bar{S}_1}} \oplus \mathbb{Z} \cdot \mathcal{O}(E) \) by the blow-up formula, where \( E = \mathbb{P}(\mathcal{N}_{S_{\bar{S}_1}/\mathbb{P}^3}) \) is the exceptional divisor of \( \tau \). Therefore, the fibre \( S_\eta \) over the generic point \( \eta \in \mathbb{P}^1 \), with residue field \( k(\eta) \cong k(t) \), satisfies \( \text{Pic}(S_\eta) \cong \mathbb{Z} \cdot \mathcal{O}_S(1) \).

Note that according to Corollary 1.2.7 a Lefschetz pencil of cubic surfaces has exactly 32 singular fibres, each with only one ordinary double point as only singularity.

**Remark 1.4.** At this point, one could mention two famous results concerning cubic surfaces over non-algebraically closed fields going back to Segre and Manin, cf. [335, Thm. 33.1&33.2] and also [284, Ch. 3]:

- A smooth cubic surface of Picard number one is not rational.
- Birational smooth cubic surfaces of Picard number one are actually isomorphic.

Both results follow from the same principle that for a birational correspondence that is not an isomorphism the ample line bundles on both sides of the correspondence force the Picard group to be of rank at least two.

**Remark 1.5.** (i) Similarly to Example 1.3, it should be possible to construct examples of smooth cubic surfaces with arbitrary prescribed Picard number \( 1 \leq \rho \leq 7 \). But it is an entirely different matter to produce cubic surfaces with prescribed Picard number over special types of fields, like number fields or finite fields. As the Picard number of a cubic surface over a finite field \( \mathbb{F}_q \) can be read off its Zeta function (as the multiplicity of \( q^{-1} \) as a root of the denominator), computing \( \rho(S) \) and \( |S(\mathbb{F}_q)| \) are essentially equivalent. For the latter we refer to [35] and the references therein.
(ii) The Weil conjectures had been verified for cubic surfaces over finite fields early on by Weil himself [492], cf. [335, Thm. 27.1]. A finer analysis of the possibilities for the Zeta function was attempted in [335, 410, 442]. The complete classification was eventually given by Banwait, Fité, and Loughran [35] and a topological approach to the average number was described by Das [134].

By the Hodge index theorem, the Picard group 
\[ \text{Pic}(S) \cong \text{NS}(S) \cong \mathbb{Z}^{\rho(S)} \cong \mathbb{Z} \oplus \rho(S) \]
together with the non-degenerate intersection pairing defines a lattice of signature \( (1, \rho(S) - 1) \). It is an odd lattice, because \( (\mathcal{O}_S(1), \mathcal{O}_S(1)) = 3 \). The orthogonal complement \( \mathcal{O}_S(1)^\perp \subset \text{Pic}(S) \) is negative definite of rank \( \leq 6 \).

For \( k = \mathbb{C} \) the exponential sequence leads to an isomorphism of lattices
\[ \text{Pic}(S) \cong H^2(S, \mathbb{Z}). \]
As \( H^2(S, \mathbb{Z}) \) is unimodular and odd, it is isomorphic to \( I_{1,6} \) and \( \mathcal{O}_S(1)^\perp \cong E_6(-1) \), cf. Corollary 1.1.20 and Proposition 1.1.21. The same conclusions hold over an arbitrary algebraically closed field, as we will show next.

**Corollary 1.6.** Let \( S \subset \mathbb{P}^3 \) be a smooth cubic surface over an algebraically closed field. Then
\[ \text{Pic}(S) \cong I_{1,6} \text{ and } \mathcal{O}_S(1)^\perp \cong E_6(-1). \] (1.4)

For an explicit basis of both lattices in terms of lines see Section 3.4.

**Proof** Completely geometric arguments for this description exist. For example, one can use that \( S \) is a blow-up of \( \mathbb{P}^2 \) in six points, which, however, we will deduce later from (1.4), or that \( S \) admits a conic fibration \( S \longrightarrow \mathbb{P}^1 \) with five singular fibres, see Section 2.4 and [412, IV.2.5]. Here, we shall derive the claim from the description of the intersection pairing \( H^2(S, \mathbb{Z}) \) of a smooth cubic surface over \( \mathbb{C} \).

Indeed, in characteristic zero, the assertion follows from the complex case and the standard Lefschetz principle. In positive characteristic, the assertion is proved by means of the specialization map
\[ \text{Pic}(S) \cong \text{Pic}(S_\eta). \]
Here, \( S \longrightarrow \text{Spec}(R) \) is a smooth family of cubic surfaces over a DVR and \( t \) and \( \eta \) are the closed and generic points with residue fields \( k(t) \) and \( k(\eta) \) of positive and zero characteristic, respectively.

Specialization is injective, because it is compatible with the intersection form. However, \( \text{Pic}(S_\eta) \cong I_{1,6} \) is a unimodular lattice and any isometric embedding of finite index of a unimodular lattice is an isomorphism. Once \( \text{Pic}(S) \) is determined, its primitive part is described as in the proof of Proposition 1.1.21. □

**Remark 1.7.** The Galois group \( \text{Gal}(\bar{k}/k) \) naturally acts on \( \text{Pic}(S_\bar{k}) \) and on the sublattice
\(O_S(1)^+ \approx E_6(-1)\). It therefore defines a subgroup \(G \subset O(E_6)\), which is in fact contained in the Weyl group \(W(E_6) \subset O(E_6)\), cf. Section 1.2.5. Alternatively, the Galois group acts on the configuration of lines \(L(S)\), see Remark 1.3 and Section 3.6, whose automorphism group is \(W(E_6)\). Which subgroups can be realized in this way? It is a classical fact that the scheme theoretic generic cubic surface, which lives over the function field of \([O(3)]\), leads to \(G = W(E_6)\), see Corollary 1.14. For information concerning the case of finite fields, in which case \(G\) is a cyclic group, see [35].

1.2 Numerical characterization of lines We next aim at a purely numerical characterization of lines contained in smooth cubic surfaces.

**Remark 1.8.** (i) Observe that any \(\mathbb{P}^1 \approx L \subset S\) with \((L,L) = -1\) is in fact a line, i.e. the degree of \(L\) as a subvariety of the ambient \(\mathbb{P}^3\) is \(\deg(L) = 1\) or, still equivalently, \((O_S(1), O(L)) = \deg(O_S(1)|_L) = 1\). Indeed, by adjunction \(O_{\mathbb{P}^1}(-2) = \omega_{\mathbb{P}^1} = (\omega_S \otimes O(L))|_L = O_S(-1)|_L \otimes O_{\mathbb{P}^1}(-1)\).

(ii) For a geometrically integral curve \(C \subset S\), we deduce from (1.1) that

\[
1 \geq 1 - h^1(C, O_C) = \chi(C, O_C) = \chi(S, O_S) - \chi(S, O_S(-C)) = -\frac{(C.C) - \deg(C)}{2}
\]

and, therefore,

\[
(C.C) \geq \deg(C) - 2 \geq -1. \tag{1.5}
\]

If in addition \((C.C) = -1\) holds, which implies geometrically integral, then automatically \(\deg(C) = 1\) and \(h^1(C, O_C) = 0\). Hence, again, \(L := C \approx \mathbb{P}^1\) is a line.

So, combining (i) and (ii), we find that a \((-1)\)-curve, i.e. a (geometrically integral) curve with \((C,C) = -1\), on a smooth cubic surface is the same thing as a line.

(iii) Similarly, if \(L \in \text{Pic}(S)\) with \((L, O_S(1)) = 1\) and \((L, L) = -1\), then \(\chi(S, L) = 1\) by (1.1) and, therefore, \(H^0(S, L) \neq 0\). Hence, \(L \approx O_S(L)\) for some curve \(L \subset S\) which, using \(\deg(L) = (L, O_S(1)) = 1\), implies that \(L\) is geometrically integral and hence a line.

Note that these arguments only use the numerical properties of the polarized surface \((S, O_S(1))\) and the fact that \(\omega_S \approx O_S(-1)\). This will be useful later on, see for example the proof of Proposition 2.7.

Thus, if \(\text{Pic}(S) \approx I_{1,6}\) and \(\alpha \in I_{1,6}\) is a characteristic vector of square \((\alpha, \alpha) = 3\), cf. proof of Proposition 1.1.21, then there are natural bijections

\[
\{ \mathbb{P}^1 \approx L \subset S \mid \text{line} \} \approx \{ C \subset S \mid \text{integral, } (C,C) = -1 \}
\]

\[
\approx \{ \beta \in I_{1,6} \mid (\beta, \beta) = -1, (\alpha, \beta) = 1 \}
\]

see also the proof of Corollary 1.9 below.

We draw two immediate but crucial consequences from this. The first one is usually deduced from a concrete geometric reasoning, which is avoided in the present approach.
Corollary 1.9. Assume that $S \subset \mathbb{P}^3$ is a smooth cubic surface over an algebraically closed field. Then $S$ contains six pairwise disjoint lines $\ell_1, \ldots, \ell_6 \subset S$.

Proof. By Corollary 1.6, the Picard lattice is $\text{Pic}(S) \cong I_{1,6}$ and this is all that is needed in the following. In particular, the assumption on $k$ to be algebraically closed can be weakened.

As argued in the proof of Proposition 1.12, the class $\alpha = (3, -1, \ldots, -1) \in I_{1,6}$ (with the harmless but convenient sign change), written in the standard basis $v_0, \ldots, v_6$, and the hyperplane section $H_S$ are both characteristic classes of the same square $(\alpha, \alpha) = (H_S, H_S) = 3$. Hence, after applying an appropriate orthogonal transformation, they coincide. But then the classes $v_i$, $i = 1, \ldots, 6$ correspond to line bundles $\mathcal{L}_i$ with $(\mathcal{L}_i, \mathcal{L}_i) = -1$ and $(\mathcal{L}_i, \mathcal{O}_S(1)) = 1$. According to the above remark, $\mathcal{L}_i = \mathcal{O}(\ell_i)$, where the curves $\ell_i \subset S$ are lines. As $(\mathcal{L}_i, \mathcal{L}_j) = (v_i, v_j) = 0$ for $i \neq j$, they are pairwise disjoint. \hfill \Box

Note that the existence of two disjoint lines already implies that $S$ is rational, see Corollary 1.5.11.

Remark 1.10. It is curious to observe that one can reverse the flow of information and deduce from the geometry of a cubic surface information about the lattices $I_{1,6}$ and $E_6$. For example, the fact that the Fano variety $F(S)$ of lines on a smooth cubic surface over an algebraically closed field consists of 27 isolated, smooth $k$-rational points translates to the fact that in the lattice $I_{1,6}$ there exist exactly 27 classes $\ell$ with $(\ell, (3, 1, \ldots, 1)) = 1$ and $(\ell, \ell) = -1$.

Corollary 1.11. Assume $S \subset \mathbb{P}^3$ is a smooth cubic surface over an arbitrary field $k$. Then, an invertible sheaf $\mathcal{L}$ is ample if and only if $(\mathcal{L}, \mathcal{L}) > 0$ and $(\mathcal{L}, L) > 0$ for every line $L \subset S$.

Proof. Only the ‘if-direction’ requires a proof. For this, let us first recall the Nakai–Moishezon criterion for smooth projective surfaces over arbitrary fields, cf. [31]: An invertible sheaf $\mathcal{L}$ is ample if and only if $(\mathcal{L}, \mathcal{L}) > 0$ and $(\mathcal{L}, C) > 0$ for every curve $C \subset S$. It is of course enough to test integral curves $C$, but we may not necessarily be able to reduce to geometrically integral ones. For this reason, one has to take all lines in the base change $S_{\bar{k}}$ into account.

As $\mathcal{L}$ is ample if and only if its base change to $S_{\bar{k}}$ is ample, one can reduce to the case $k = \bar{k}$. Then any integral curve $C$ is geometrically integral and by (1.5) either $(C, C) = -1$, in which case $\mathbb{P}^1 \cong C$ is a line, or $(C, C) \geq 0$. To prove $(\mathcal{L}, C) > 0$ in the latter case we shall apply the Hodge index theorem. First note that there exists a hyperplane $\mathbb{P}^2 \subset \mathbb{P}^3$ such that the intersection $S \cap \mathbb{P}^2$ consists of three lines $\ell_1 \cup \ell_2 \cup \ell_3$. We postpone the proof of this fact, cf. Sections 2.4 and 3.3. As $(\mathcal{L}, \ell_i) > 0$, also $(\mathcal{L}, \mathcal{O}_S(1)) > 0$. Hence, $\mathcal{L}$ and $\mathcal{O}_S(1)$ are contained in the same connected component $C^0$ of the positive cone

$$\mathcal{C} := \{ x \in \text{NS}(S) \otimes \mathbb{R} \mid (x, x) > 0 \} = C^0 \cup (-C^0).$$
Similarly, \((O_S(1), C) > 0\) implies \([C] \in C^0 \setminus \{0\}\) and, therefore, also \((L, C) > 0\).

The same remark as the one at the end of Remark 1.8 applies: Only the numerical properties of \((S, O_S(1))\), the isomorphism \(\omega_S \cong O_S(-1)\), and the inequality \((L, O_S(1)) > 0\) have been used in the proof. □

1.3 Effective cone We summarize the situation by a description of the ample cone and the effective cone. By definition, the effective cone is the cone of all finite, non-negative real linear combinations of curves

\[
\text{NE}(S) := \left\{ \sum a_i [C_i] \mid a_i \in \mathbb{R}_{\geq 0} \right\},
\]

where \(C_i \subset S\) are arbitrary irreducible (or integral) curves. The dual \(\text{NE}(S)^*\) of \(\text{NE}(S)\) is the nef cone which can also be described as the closure of the (open) ample cone

\[
\text{Amp}(S) := \left\{ \sum a_i L_i \mid a_i \in \mathbb{R}_{> 0}, L_i \text{ ample} \right\} \subset \text{Pic}(S) \otimes \mathbb{R}.
\]

In the following description of the effective cone we use that there exist exactly 27 lines on a cubic surface over an algebraically closed field. This has been deduced by cohomological methods in Example 2.4.21 already and the existence of at least 27 lines will be shown again in Remark 2.5.

**Proposition 1.12.** Let \(S\) be a smooth cubic surface over an algebraically closed field. Then the effective cone is

\[
\text{NE}(S) = \left\{ \sum_{i=1}^{27} a_i [\ell_i] \mid a_i \in \mathbb{R}_{\geq 0} \right\},
\]

the closed rational polyhedron spanned by the 27 lines \(\ell_1, \ldots, \ell_{27} \subset S\). The ample cone is the interior of its dual \(\text{NE}(S)^*\), which is again rationally polyhedral:

\[
\text{Amp}(S) = \text{Int}(\text{NE}(S)^*).
\]

**Proof** As above, \(C^0\) denotes the connected component of the positive cone that contains \(O_S(1)\). By (1.1) all integral classes in \(C^0\) are contained in \(\text{NE}(S)\). Furthermore, any integral curve \(C\) with \([C]\) not contained in the closure of \(C^0\) is a line, see Remark 1.8. Hence, the closure of \(\text{NE}(S)\) is spanned by the closure of \(C^0\) and \(K := \sum_{i=1}^{27} \mathbb{R} \cdot [\ell_i]\).

Now, \(K \cap C^0 \neq \emptyset\). Indeed, as used before, the class \(O_S(1)\) can be written as the sum of three lines. In order to show that \(C^0 \subset K\), it therefore suffices to argue that no class in \(C^0\) can be written as \(a\ell_i + b\ell_j\) with \(a, b \geq 0\). As two distinct lines are either disjoint or intersect transversally in exactly one point, \((\ell_i, \ell_j) = 0\) or \(1\). Hence, \((a\ell_i + b\ell_j, a\ell_i + b\ell_j) = -(a^2 + b^2) = -(a^2 + b^2 - 2ab)\), which are both not positive. □

This result in particular shows that the ample cones of smooth cubic surfaces over algebraically closed fields all look the same. This is in stark contrast to other types of surfaces, for example K3 surfaces, cf. [249, Ch. 8].
For non algebraically closed fields these cones can be described via the inclusion \( \text{Pic}(S) \hookrightarrow \text{Pic}(\overline{S}_k) \) as \( \text{Amp}(S) = \text{Amp}(\overline{S}_k) \cap (\text{Pic}(S) \otimes \mathbb{R}) \) and, dually, \( \text{NE}(S) = \text{NE}(\overline{S}_k) \cap (\text{Pic}(S) \otimes \mathbb{R}) \). Hence, rephrasing Corollary 1.11, \( L \) is ample if and only if \( (L.C) > 0 \) for all curves \( C \) which after base change to the algebraic closure are unions (with multiplicities) of lines.

**Remark 1.13.** It is not difficult to prove that an ample invertible sheaf on a cubic surface is automatically very ample, see [222, V. Thm. 4.11].

### 1.4 Monodromy group of 27 lines

Consider the family of all smooth cubic surfaces \( S \rightarrow U := |\text{O}(3)|_{\text{an}} \). In Section 1.2.5 we discussed the monodromy group of this family, i.e. for \( k = \mathbb{C} \) the image of the natural representation

\[
\rho_S : \pi_1(U) \longrightarrow O(H^2(S,\mathbb{Z})),
\]

where \( S = S_0 \) is a distinguished smooth fibre. According to Theorem 1.2.9, this is the group \( \hat{O}(H^2(S,\mathbb{Z})) \) of all orthogonal transformations of the lattice \( H^2(S,\mathbb{Z}) \) with trivial spinor norm that fix the hyperplane class. In fact, in the discussion there we argued that the monodromy group, as a subgroup of the orthogonal group of the lattice \( H^2(S,\mathbb{Z})_{pr} \cong E_6(-1) \), is the Weyl group \( W(E_6) \). Recall that its order is

\[
|W(E_6)| = 51,840 = 2^7 \cdot 3^4 \cdot 5
\]

and that \( W(E_6) \) is a subgroup of index two of \( O(E_6) \), only the coset of the orthogonal transformation given by a global sign change is missing, cf. [130, Sec. 15].

Let us rephrase this in terms of the family of 27 lines. Recall from Corollary 2.1.14 that the relative Fano variety of lines of the family \( S \rightarrow U \) is an étale morphism \( F := F(S/U) \rightarrow U \) of degree 27. Furthermore, by Proposition 2.1.4, \( F \) is connected. Using the same choice of a point \( [S] \in U \) and identifying \( \text{Bij}(F(S)) \cong \mathbb{S}_{27} \), we obtain the map

\[
\rho_F : \pi_1(U) \longrightarrow \mathbb{S}_{27}.
\]

Its image is the monodromy group of the family of lines, only well defined up to conjugacy. The image is isomorphic to the Galois group of the covering, cf. [218, Sec. 1]. Compare the following classical fact also with the discussion in Section 3.6 and Remark 3.8.

**Corollary 1.14.** The Galois group or, equivalently, the monodromy group \( \text{Im}(\rho_F) \subset \mathbb{S}_{27} \) of the universal family \( F \rightarrow U \) of the 27 lines contained in smooth cubic surfaces \( S \subset \mathbb{P}^3 \) is isomorphic to the Weyl group \( W(E_6) \).

**Proof** The image of the monodromy representation \( \rho_S : \pi_1(U) \longrightarrow O(H^2(S,\mathbb{Z})) \) is the Weyl group \( W(E_6) \). An element in its kernel fixes every line and thus is also contained in the kernel of \( \pi_1(U) \longrightarrow \mathbb{S}_{27} \). The induced map \( W(E_6) = \text{Im}(\rho_S) \longrightarrow \text{Im}(\rho_F) \subset \mathbb{S}_{27} \) is injective, which proves the claim. \( \square \)
Remark 1.15. Harris [218, Sec. III.3] describes the monodromy group as $O^{-}(6,\mathbb{F}_2)$, the orthogonal group of $\mathbb{F}_2 \oplus \mathbb{F}_2$ endowed with the quadratic form $q := \sum_{i<j} x_i x_j$. Indeed, with every line $\ell \subset S$ one associates the class $\bar{\ell} \in H^2(S,\mathbb{F}_2)$ given as the image of $h-\ell$ which satisfies $(h-\ell,h-\ell) \equiv (h,h-\ell) \equiv 0 (2)$. The intersection form on $H^2(S,\mathbb{F}_2)_{pr}$ is seen to be isomorphic to $q$ when expressed with respect to $\bar{\ell}_i$ for $\ell_1,...,\ell_6$ the exceptional lines of a representation of $S$ as a blow-up of $\mathbb{P}^2$, see Proposition 2.4. The quadratic form $q$ on $\mathbb{F}_2 \oplus \mathbb{F}_2$ has exactly 27 non-trivial zeros which via $\ell \mapsto \bar{\ell}$ are in bijection to the lines contained in $S$. This leads to an identification of $O^{-}(6,\mathbb{F}_2)$ with the group of automorphisms of the line configuration on $S$. To conclude, one argues that every such automorphism is induced by a monodromy operation which uses elementary automorphisms of cubic surfaces.

Remark 1.16. It has been mentioned already in Section 1.2.6 that apart from those diffeomorphisms of a cubic surface that can be described by monodromy (and, which, therefore preserve the hyperplane class and only define elements in the Weyl group), there are others such that in fact all orthogonal transformations of $H^2(S,\mathbb{Z})$ are realized by diffeomorphisms.

Note that from the perspective of lines on a cubic surface, it is clear that there must be many diffeomorphisms that do not preserve the hyperplane class. For example, use the fact that any two disjoint lines are alike, see Section 3.2, and that a cubic surface is a blow-up of $\mathbb{P}^2$, see Proposition 2.4. So, even without using any topological argument, just the investigation of lines on a smooth cubic surfaces shows that $\tau(Diff(S))$ is much bigger than $W(E_6)$.

2 Representing cubic surfaces

Cubic surfaces can be viewed from different angles and can be described geometrically in various ways. Each representation highlights particular features. We will briefly describe the most common ones.

2.1 Cubic surfaces as blow-ups

To start, let us try to realize cubic surfaces as blow-ups of simpler surfaces.

Let $S \subset \mathbb{P}^3$ be a smooth cubic surface over an arbitrary field $k$ and let $\mathbb{P}^1 \cong E \subset S$ be a smooth, integral, rational curve. Assume that $E$ is a $(-1)$-curve, i.e. $(E,E) = -1$ or, equivalently, that $E$ is a line, cf. Remark 1.8. Then $S$ is the blow-up

$$\tau: S \longrightarrow \tilde{S}$$

of a smooth projective surface $\tilde{S}$ in a point $x \in \tilde{S}$ with exceptional line $E$. This is a special case of Castelnuovo’s theorem [31, 50, 222]. Alternatively, one may use the linear system $|O_S(1) \otimes O(E)|$, which is indeed base point free and contracts the curve $E$. 
More generally, one proves the following.

**Lemma 2.1.** Assume $E_1, \ldots, E_m \subset S$ are $m$ pairwise disjoint $(-1)$-curves. Then $S$ is isomorphic to the blow-up $\tau: S \cong \text{Bl}_{\{x_i\}}(\bar{S}) \longrightarrow \bar{S}$ of a smooth, projective surface $\bar{S}$ with $E_i = \tau^{-1}(x_i)$ as exceptional lines. Furthermore, the following assertions hold.

(i) The Picard number of $S$ satisfies $m \leq \rho(S) - 1 \leq 6$.

(ii) If $m = 6$, then $\bar{S} \cong \mathbb{P}^2$.

(iii) If $m = 5$, then $\bar{S} \cong \text{Bl}_k(\mathbb{P}^2)$ or $\bar{S} \cong \mathbb{P}^1 \times \mathbb{P}^1$.

**Proof**  Indeed, the blow-up of a smooth surface in one point increases the Picard number by one. As $\bar{S}$ is projective, $\rho(\bar{S}) \geq 1$. This proves the lower bound on $\rho(S)$ in (i). For the upper bound use Corollary 1.2.

If $m = 6$, then $\bar{S}$ is minimal and its canonical bundle $\omega_{\bar{S}}$ satisfies $\omega_{\bar{S}} \cong \tau^*\omega_S \oplus \mathcal{O}(\sum E_i)$, where $E_i$, $i = 1, \ldots, 6$, are the exceptional lines. Thus, $(\omega_S, \omega_{\bar{S}}) = 9$. Hence, the classification theory of minimal surfaces of Kodaira dimension $-\infty$ proves that $\bar{S} \cong \mathbb{P}^2$. Ruled surfaces over curves of positive genus can be ruled out, since $H^1(S, \mathcal{O}_S) = 0$.

If $m = 5$, then, similarly, $(\omega_S, \omega_{\bar{S}}) = 8$. Now, if $\bar{S}$ is not minimal, it can be blown down once more and the resulting surface will then have to be $\mathbb{P}^2$. If $\bar{S}$ is minimal, then by classification theory $\bar{S}$ is a Hirzebruch surface, i.e. $\bar{S} \cong \mathbb{P}_n := \mathbb{P}(\mathcal{O} \oplus \mathcal{O}(n))$ over $\mathbb{P}^1$ with $0 \leq n \neq 1$. We need to exclude all the cases $0 < n$. To this end, use that $C_n = \mathbb{P}(\mathcal{O}(n)) \subset \mathbb{P}_n$ is a smooth rational curve with $(C_n, C_n) = -n$. Its strict transform in $S$ is thus a smooth rational curve $\bar{C}_n$ with self-intersection $(\bar{C}_n, \bar{C}_n) \leq -n$. Hence, according to Remark 1.8, we have $n = 0$ or $n = 1$. \hfill $\square$

**Exercise 2.2.** Show that in the case $\bar{S} = \text{Bl}_3(\mathbb{P}^2)$, none of the lines $E_i$, $i = 1, \ldots, 5$, is mapped to a point in the exceptional line over $x$.

**Remark 2.3.** Thus, eventually the situation reduces to the two cases $\tau: S \longrightarrow \mathbb{P}^2$ and $\tau: S \longrightarrow \mathbb{P}^1 \times \mathbb{P}^1$. They are given by the linear systems $\mathcal{O}_S(1) \otimes \mathcal{O}(\sum_{i=1}^m E_i)$ with $m = 6$ and $m = 5$, respectively. Hence, for degree reasons,

$$\mathcal{O}_S(1) \cong \tau^*\mathcal{O}_{\mathbb{P}^2}(3) \otimes \mathcal{O}
\left(-\sum_{i=1}^6 E_i\right) \text{ resp. } \mathcal{O}_S(1) \cong \tau^*\mathcal{O}(2, 2) \otimes \mathcal{O}
\left(-\sum_{i=1}^5 E_i\right).$$

Here, $\mathcal{O}(2, 2) := \mathcal{O}_{\mathbb{P}^1}(2) \boxtimes \mathcal{O}_{\mathbb{P}^1}(2)$ on $\mathbb{P}^1 \times \mathbb{P}^1$. Numerically, in the second case $\mathcal{O}_S(1)$ could a priori also be, for example, $\tau^*\mathcal{O}(4, 1) \otimes \mathcal{O}(\sum_{i=1}^5 E_i)$. However, in this case the first ruling would lead to a family of lines on $S$, which we know does not exist.

### 2.2 Blowing-up $\mathbb{P}^2$ and $\mathbb{P}^1 \times \mathbb{P}^1$

Assume a smooth cubic surface $S \subset \mathbb{P}^3$ contains six pairwise disjoint lines $E_1, \ldots, E_6 \subset S$. The induced classes $[E_i] \in \text{Pic}(S) = I_4$ generate a sublattice $I_{0,6} \subset I_{1,6}$. In fact, together with $\tau^*\mathcal{O}_{\mathbb{P}^2}(1) \in \text{Pic}(S)$ they form a
standard basis of $I_{16}$ and so in particular $\text{Pic}(S) \xrightarrow{\sim} \text{Pic}(S_\bar{k}) = I_{16}$. Note that $\mathcal{O}_\mathbb{P}^3(1) = \mathcal{O}_\mathbb{P}^3(1)|_\mathbb{P}^2$ and the classes of $E_1, \ldots, E_6$ span a proper sublattice of $\text{Pic}(S)$ of index three.

Thus, as a consequence of Corollary 1.9, we obtain the following classical description of cubic surfaces as blow-ups of $\mathbb{P}^2$. The assumption on $k$ being algebraically closed can be weakened to $\text{Pic}(S)$ being a unimodular lattice of rank seven or, equivalently, $\text{Pic}(S) \equiv I_{16}$.

**Proposition 2.4.** Let $S \subset \mathbb{P}^3$ be a smooth cubic surface over an algebraically closed field. Then $S$ is isomorphic to the blow-up $\text{Bl}_{\{x_i\}}(\mathbb{P}^2)$ of $\mathbb{P}^2$ in six distinct points $x_i \in \mathbb{P}^2$, $i = 1, \ldots, 6$.

Of course, for a given cubic surface $S \subset \mathbb{P}^3$ described by an explicit polynomial $F$, it is typically not easy to find the four cubic polynomials $f_i(y_0, y_1, y_2)$, $i = 0, \ldots, 3$, for which the (closure of the) image of the rational map

$$\mathbb{P}^2 \dashrightarrow \mathbb{P}^3, \quad [y_0 : y_1 : y_2] \mapsto [f_0(y_0, y_1, y_2) : \cdots : f_3(y_0, y_1, y_2)]$$

is $S$. For concrete aspects of this problem see [393].

**Remark 2.5.** Assume $S$ is presented as $\text{Bl}_{\{x_i\}}(\mathbb{P}^2)$ as in the proposition. Then there are three sets of curves readily visible that will turn out to be lines:

(i) The exceptional lines $E_1, \ldots, E_6$.
(ii) The strict transforms $L_{ij}, i \neq j$, of the lines $\bar{L}_{ij} \subset \mathbb{P}^2$ passing through $x_i \neq x_j \in \mathbb{P}^2$.
(iii) The strict transforms $L_i$ of any smooth conic $\bar{L}_i \subset \mathbb{P}^2$ passing through the five points $x_j \in \mathbb{P}^2$, $j \neq i$.

Let us count them. There are six curves of type (i) and there are 15 curves of type (ii) assuming that no three points are collinear, i.e. that no $x_k \in \bar{L}_{ij}$ for any $k$ distinct from $i$ and $j$. To count the curves of type (iii), observe that $|\mathcal{O}_{\mathbb{P}^2}(2)|$ is of dimension five. Hence, for arbitrary five points, there exists a conic $C$ containing them all. This conic $C$
is either smooth, the union of two distinct lines, or a double line. Hence, again under the assumption that no three of the points \( x_1, \ldots, x_6 \) are collinear, the conic must be smooth and, therefore, there exists a unique \( L_i \) for every \( i \). This gives another six curves exactly when the six points are not all contained in one conic.

As it turns out, these conditions are automatically satisfied, see Remark 2.8. Moreover, under these conditions the \( L_{ij} \) and the \( L_i \) are indeed lines, i.e. \( (L_{ij}, L_i) = (L_i, L_i) = -1 \), cf. Remark 1.8. Hence, starting with a smooth cubic surface \( S \), the lines of type (i), (ii), and (iii) account for 27, and hence all, lines.

**Remark 2.6.** One word on the intersection behaviour of these lines. First observe that \( E_i \cap E_j = \emptyset \) for \( i \neq j \). Similarly, \( L_i \cap L_{i\ell} = \emptyset \) for \( \{i, j\} \neq \{k, \ell\} \). Also, for \( i \neq j \) one has \( L_i \cap L_j = \emptyset \) and \( (L_i, E_j) = 1 \), but \( L_i \cap E_i = \emptyset \). Furthermore, \( L_i \cap E_k = \emptyset \) for \( k \neq i, j \), but \( (L_{ij}, E_i) = 1 \). Finally, \( (L_i, L_{ij}) = 1 \), cf. Remark 3.1.

Let us now address the converse and consider a blow-up \( \tau : \text{Bl}_{x_i}(\mathbb{P}^2) \rightarrow \mathbb{P}^2 \) in six distinct points \( x_1, \ldots, x_6 \in \mathbb{P}^2 \). Is this blow-up then automatically a cubic surface? It turns out that the same conditions on the points \( \{x_i\} \) as above need to be imposed.

**Proposition 2.7.** Assume \( x_1, \ldots, x_6 \in \mathbb{P}^2 \) are general in the sense that no three of them are collinear and there is no conic that contains them all. Then the blow-up \( \text{Bl}_{x_i}(\mathbb{P}^2) \) is isomorphic to a cubic surface \( S \subset \mathbb{P}^3 \).

**Proof** More precisely, one shows that the invertible sheaf

\[
\mathcal{L} \coloneqq \tau^*\mathcal{O}(3) \otimes \mathcal{O}(\sum E_i)
\]

is very ample and that the image of the induced closed embedding

\[
\phi_{\mathcal{L}} : \text{Bl}_{x_i}(\mathbb{P}^2) \rightarrow S \subset \mathbb{P}^3
\]

is a cubic surface. Here, as before, \( E_1, \ldots, E_6 \) denote the exceptional lines.

Classically, the assertion is proved by showing that \( \mathcal{L} \) separates points and tangent directions, cf. [50, 222]. We shall instead give an argument that uses the general Nakai–Moishezon criterion and some of our earlier considerations.

First note that numerically \( (\text{Bl}_{x_i}(\mathbb{P}^2), \mathcal{L}) \) indeed behaves like a cubic surface. By the blow-up formula, its Néron–Severi lattice is isomorphic to \( \mathbb{Z}_{1,6}^3 \) with \( \mathcal{L} \) corresponding to the characteristic vector \((3, -1, \ldots, -1)\) and, in particular, \((\mathcal{L}, \mathcal{L}) = 3\). Hence, Corollary 1.11 is valid, see the comment at the end of its proof. In fact, only \((\mathcal{L}, \mathcal{L}) = 3, \omega_S = \mathcal{L}^* \) and that \( \mathcal{L} \) is effective were needed there.

Therefore, \( \mathcal{L} \) is ample if and only if \((\mathcal{L}, \mathcal{L}) > 0\) for every \( \mathbb{P}^1 \approx L \subset \text{Bl}_{x_i}(\mathbb{P}^2) \) with \((L, L) = -1\). If \( L \) is one of the exceptional lines, then clearly, \((\mathcal{L}, \mathcal{L}) = -(\mathcal{L}, E_i) = 1\).

Otherwise, let \( D \coloneqq \tau(L) \) be its image, which is a member of a linear system \(|\mathcal{O}_{\mathbb{P}^2}(d)|\) for some \( d \). Denote by \( m_i \coloneqq \text{mult}_x(D) = (E_i, L) \) the multiplicity of \( D \) at the point \( x_i \). For
example, $m_i = 0$ if $x_i \notin D$ and $m_i = 1$ if $x_i$ is a smooth point of $D$. Moreover, $L$ is the strict transform of $D$ and $\tau^* D = L + \sum m_i E_i$. The latter shows

$$d^2 = (D.D) = (\tau^* D, \tau^* D) = -1 + 2 \sum m_i - \sum m_i^2 = 5 - (m_i - 1)^2$$

from which we deduce that $d = 1$ or $d = 2$, i.e. $D$ is a line or a conic. Now, $(L.L) \leq 0$ is equivalent to $3d \leq \sum m_i$, which reads $3 \leq \sum m_i$ for $d = 1$ and $6 \leq \sum m_i$ for $d = 2$. Hence, for $d = 1$, the line $D$ passes through at least three of the points $x_1, \ldots, x_6$. If $d = 2$ and $D$ is a smooth conic, then $D$ contains all six points $x_1, \ldots, x_6$. If $d = 2$ and $D$ is singular, i.e. $D$ consists of two lines, then one of the two contains at least three of the points. However, for general points $x_1, \ldots, x_6$ these two situations are excluded. Hence, $L$ is indeed ample.

In order to prove that $L$ is very ample, consider a generic curve in the linear system $[L_{14}] \otimes O_{\P^3}(3)$, which, for simplicity, we will assume to be smooth. In other words, we pick a smooth elliptic curve in $\P^3$ passing through $x_1, \ldots, x_6$. Let $C$ be its strict transform, which is still a smooth elliptic curve. Next observe that the restriction map

$$H^0(Bl_{14}(\P^3), L) \to H^0(C, L_C)$$

is surjective, for $H^1(Bl_{14}(\P^3), O) = H^1(\P^3, O) = 0$. Using that $\deg(L_C) = 3$ and that any line bundle of degree three on an elliptic curve is very ample, we know that $L$ is base point free. Thus, since $h^0(L) = 4$, the line bundle $L$ defines a morphism $\phi_L : Bl_{14}(\P^3) \to \P^3$ and as $(L.L) = 3$, it is either of degree one or three. However, the latter would imply that $S := \text{Im}(\phi_L)$ is a plane contradicting $h^0(L) = 4$. Hence, $\phi_L$ is generically injective. The map $\phi_L$ does not contract any curve, as $L$ is ample, and is therefore the normalization of its image $S$, a possibly singular cubic surface. However, the natural injection $H^0(S, O_S(m)) \hookrightarrow H^0(Bl_{14}(\P^3), L^m)$ is a bijection, as both spaces are of the same dimension. Using that $L^m$ is very ample for $m \gg 0$, this suffices to conclude that indeed $\phi_L : Bl_{14}(\P^3) \to S$. \hfill $\square$

For later use, let us record the following: If a cubic surface $S \subset \P^3$ with the restriction of the hyperplane line bundle $O_S(1)$ is viewed as a blow-up $\tau : S = Bl_{14}(\P^2) \to \P^2$ with exceptional lines $E_1, \ldots, E_6$, then

$$O_S(1) = \tau^* O(3) \otimes O(- \sum E_i). \tag{2.1}$$

\textbf{Remark 2.8.} The proof also reveals that whenever a smooth cubic surface $S$ is viewed as a blow-up $S = Bl_{14}(\P^2) \to \P^2$, then the points $x_1, \ldots, x_6 \in \P^2$ have to be in general position. This allows one to produce smooth global deformations of cubic surfaces that themselves are not cubic surfaces any longer by letting six points in general position become special, cf. Corollary 1.3.14.

1 In fact, Bertini’s theorem with base points, cf. [222, III. Rem. 10.9.2] and [154, Thm. 2.1], this can indeed be achieved.
Dimension check: The choice of six generic points in \( \mathbb{P}^2 \) modulo the action of \( \text{PGL}(3) \) accounts for a parameter space of dimension 4 = dim(\( O_2(3) \)) − dim PGL(4), the dimension of the moduli space of smooth cubic surfaces, cf. Section 1.2.1.

A similar analysis can be done for blow-ups \( \tau : S \longrightarrow \mathbb{P}^1 \times \mathbb{P}^1 \) in five points. If the five points \( x_1, \ldots, x_5 \in \mathbb{P}^1 \times \mathbb{P}^1 \) are completely arbitrary, then \( \mathcal{L} \coloneqq \tau^* \mathcal{O}(2, 2) \otimes \mathcal{O}(−\sum E_i) \) may not be ample. For example, if two points \( x_1, x_2 \) are contained in the same fibre \( F \) of one of the two projections, then \( (\mathcal{L} \cdot F) \leq 0 \) for the strict transform \( F \) of that fibre. Similarly, not four of them can lie on the diagonal.

Exercise 2.9. Work out the exact conditions for the five points in \( \mathbb{P}^1 \times \mathbb{P}^1 \) that ensure that the blow-up is a cubic surface.

Dimension check: The choice of five general points on \( \mathbb{P}^1 \times \mathbb{P}^1 \) modulo the action of \( \text{Aut}(\mathbb{P}^1 \times \mathbb{P}^1) \) again accounts for a parameter space of the same dimension four of the moduli space of cubic surfaces.

2.3 Cubic surfaces as double covers We now describe the projection from a point as discussed in general in Section 1.5.2. So, fix a point \( u \in S \) not contained in any line and consider the projection of \( S \) from \( u \) to a generic plane \( \mathbb{P}^2 \subset \mathbb{P}^3 \):

\[
S \xrightarrow{\pi} \hat{S} \coloneqq \text{Bl}_u(S) \xrightarrow{\phi} \mathbb{P}^2.
\]

It corresponds to the linear system \( |\mathcal{L}_u \otimes \mathcal{O}_S(1)| \) on \( S \) or, alternatively, to the complete, base point free linear system \( |\sigma^* \mathcal{O}_S(1) \otimes \mathcal{O}(−E)| \) on \( \hat{S} \), where \( E \coloneqq \sigma^{-1}(u) \). The fibre \( \phi^{-1}(y) \) over \( y \in \mathbb{P}^2 \) consists of the residual intersection \( \{x_1, x_2\} \) of the line \( \overline{uy} \) through \( u \) and \( y \) with \( S \), i.e. \( \overline{uy} \cap S = \{u, x_1, x_2\} \).

Thus, as we assumed that \( u \) is not contained in any line, \( \phi: \hat{S} \longrightarrow \mathbb{P}^2 \) is a finite morphism of degree two ramified along the intersection of \( S = V(F) \) with the polar quadric

\[
P_uS \coloneqq V(\sum u_i \partial_i F).
\]

To see the last assertion, choose coordinates such that \( u = [1 : 0 : 0 : 0] \), \( \mathbb{P}^2 = V(x_0) \), and \( y = [0 : 1 : 0 : 0] \). Then \( P_uS = V(\partial_0 F) \), while the intersection of \( S \) with the line \( V(x_2, x_3) \) through \( u \) and \( y \) is singular at \( z = [0 : 1 : 0 : 0] \neq u \), i.e. \( z \) is a branch point of the projection \( \phi \), if and only if \( \partial_0 F(z) = 0 \).

Note that \( C \coloneqq S \cap P_uS \) is singular at \( u \). Indeed, the tangent plane of \( P_uS \) at \( u \in P_uS \) is given by \( \sum_i x_i \sum_j u_j (\partial_i \partial_j F)(u) = \sum_i x_i \sum_j u_j (\partial_i \partial_j F)(u) = 2 \sum_i x_i (\partial_i F)(u) \), which is also the equation for the tangent plane of \( S \) at \( u \). Similarly, one checks that \( C \) is smooth at every other point. Thus, the strict transform \( \bar{C} \subset \hat{S} \) of \( C \) is the branch curve of \( \phi \). Observe that this implies that \( \bar{C} \) is contained in the linear system of \( \phi^* \omega_{\mathbb{P}^2} \otimes \omega_S \cong \phi^* \mathcal{O}_{\mathbb{P}^2}(3) \otimes \mathcal{O}_S(−1) \otimes \mathcal{O}(E) = \phi^* \mathcal{O}_{\mathbb{P}^2}(2) \otimes \mathcal{O}(−2E) \). This confirms \( C \in |\mathcal{O}_S(2)| \). Also note that the smoothness of \( S \) implies that \( \bar{C} \) is smooth, i.e. \( C \) is smooth.
away from \( u \) and has multiplicity two at \( u \). Moreover, \( D := \phi(\tilde{C}) \subset \mathbb{P}^2 \) is a smooth quartic. The discussion can be seen as a special case of Proposition 1.5.3.

**Remark 2.10.** (i) The covering involution of \( \tilde{S} \to \mathbb{P}^2 \) corresponds to taking the inverse on an elliptic curve. Indeed, think of \( u \in S \) as the zero point. Then the covering involution maps any other point \( y \in S \) to the residual point \( z \in S \) of the intersection \( \{u, y\} \subset \mathbb{P}^2 \cap S \), which is exactly the description of \( y \to -y \) on an elliptic curve. Note that the covering involution on \( \tilde{S} \) does not descend to an involution on \( S \), for any point in the intersection \( \mathbb{P}^2 \cap S \) would map to \( u \). So, on \( S \) we only have a birational involution, the **Geiser involution**.

(ii) There is another type of birational involutions, named after Bertini and associated with pairs \( (u, y \in \mathbb{P}^2 \cap S) \). The image of a point \( z \in S \) is determined by the group structure on the elliptic curve \( \mathbb{P}^2 \cap S \subset \mathbb{P}^2 \). It turns out that the group of all birational transformations \( \text{Bir}(S) \) is generated by Bertini and Geiser involutions and the group \( \text{Aut}(S) \) of regular automorphisms, see [335, Thm. 33.7]. The latter has been studied intensively, viewing it as a subgroup of the Weyl group \( W(E_6) \). We refer to [158, Ch. 9.5] for details and references. See also Remark 1.3.20.

Summarizing, the blow-up of a smooth cubic surface in a point not contained in any of the 27 lines is a double cover of \( \mathbb{P}^2 \) ramified over a smooth quartic curve. The converse of the construction holds true as well, as shown by the following.

**Proposition 2.11.** Assume \( k = \overline{k} \) and let \( \phi: \tilde{S} \to \mathbb{P}^2 \) be a double cover ramified along a smooth quartic curve \( D \subset \mathbb{P}^2 \). Then there exists a \((-1)\)-curve in \( \tilde{S} \) the contraction \( \tilde{S} \to S \) of which is isomorphic to a smooth cubic surface \( S \).

**Proof** First note that \( \omega_S \cong \phi^* (\omega_{\mathbb{P}^2} \otimes \mathcal{O}_{\mathbb{P}^2}(2)) \cong \phi^* \mathcal{O}_{\mathbb{P}^2}(-1) \). Next, let \( E \subset \tilde{S} \) be an irreducible component of the pre-image of one of the 28 bitangents \( \ell \) of \( D \), cf. Section 3.7 below. We show that \( E \) is a \((-1)\)-curve and that its contraction leads to a smooth cubic surface.

Compute the normal bundle \( \mathcal{N}_{E/S} \) as the kernel of \( \phi^* \mathcal{N}_{E/\mathbb{P}^2} \to \mathcal{O}_{\mathbb{P}^2}(-1) \) to see that indeed \( (E.E) = -1 \). Let \( \sigma: \tilde{S} \to S \) be the contraction of \( E \). If \( \mathcal{O}_S(1) \) denotes the dual of \( \omega_S \), then \( \sigma^* \mathcal{O}_S(1) \otimes \mathcal{O}(E) \cong \phi^* \mathcal{O}_{\mathbb{P}^2}(1) \). To conclude, one argues as in the proof of Proposition 2.7. First, twisting the structure sequence for \( E \subset \tilde{S} \) with \( \phi^* \mathcal{O}_{\mathbb{P}^2}(1) \otimes \mathcal{O}(E) \) shows that \( h^0(S, \mathcal{O}_S(1)) = 4 \). Therefore, the associated linear system defines a map \( S \to \mathbb{P}^3 \), which is readily seen to be regular. Using the ampleness of \( \phi^* \mathcal{O}_{\mathbb{P}^2}(1) \), one shows that it is an embedding. Eventually, observe that \( (\mathcal{O}_S(1), \mathcal{O}_S(1)) = (\phi^* \mathcal{O}_{\mathbb{P}^2}(1) \otimes \mathcal{O}(E), \phi^* \mathcal{O}_{\mathbb{P}^2}(1) \otimes \mathcal{O}(E)) = 2 (\mathcal{O}_{\mathbb{P}^2}(1), \mathcal{O}_{\mathbb{P}^2}(1)) + 2 (\phi^* \mathcal{O}_{\mathbb{P}^2}(1), E) + (E.E) = 3 \). □
Representing cubic surfaces

Dimension check: The moduli space of smooth curves of genus \( g = 3 \) is of dimension \( 3g - 3 = 6 \). Canonical embeddings of the non-hyperelliptic ones define smooth plane curves \( D \subset \mathbb{P}^2 \) of degree four. Cubic surfaces together with the choice of the additional point \( u \in S \) needed for the passage to plane quartic curves also make up for a six-dimensional family.

2.4 Conic fibrations of cubic surfaces

We apply the general construction of Section 1.5.1. So, pick a line \( L \subset S \) in a smooth cubic surface and consider the linear projection

\[ \phi: S \longrightarrow \mathbb{P}^1 \]

from \( L \) to a generic line \( \mathbb{P}^1 \subset \mathbb{P}^3 \). Usually, the linear projection is only a rational map, but, as \( L \) is of codimension one, it is regular in this case or, equivalently, \( \text{Bl}_L(S) \longrightarrow S \) is an isomorphism. The fibres \( \phi^{-1}(y) \) are the residual conics of the intersection \( L \subset yL \cap S \). In particular, \( (\phi^{-1}(y), L) = 2 \) and, therefore, \( \phi: L \longrightarrow \mathbb{P}^1 \) is of degree two.

According to Proposition 1.5.3 there are exactly five singular fibres. Furthermore, the singular fibres \( \phi^{-1}(y_i), i = 1, \ldots, 5 \), consist of two distinct lines intersecting each other and both intersecting \( L \), see Remark 1.5.8, (ii), and Section 3.3 below.

Dimension check: The conic fibrations obtained in this way are given by a section of \( S^2(F) \) with \( F = \mathcal{O}_{\mathbb{P}^1}(1) \oplus \mathcal{O}_{\mathbb{P}^1}^2 \); see Section 1.5.1. Now, \( \dim \mathbb{P}(H^0(S^2(F))) = 9 \) on which \( \text{Aut}(\mathbb{P}^1) \) acts with one-dimensional orbits. The additional action of \( \text{Aut}(F) \) eventually cuts the space down to a four-dimensional space.

Remark 2.12. The above construction associates two divisors in \( \mathbb{P}^1 \) with a line in a cubic surface \( L \subset S \): The discriminant divisor \( D_L = \{ y_1, \ldots, y_5 \} \subset \mathbb{P}^1 \), which is of degree five, and the branch divisor \( R_L \subset \mathbb{P}^1 \) of the projection \( \phi: L \longrightarrow \mathbb{P}^1 \), which is of degree two. Dolgachev, van Geemen, and Kondô [160] write these divisors as \( D_L = V(F_5(x_0, x_1)) \) and \( R_L = V(F_2(x_0, x_1)) \) and consider the K3 surface obtained as the minimal resolution of the double cover of \( \mathbb{P}^2 \) branched over the sextic curve \( C \subset \mathbb{P}^2 \) defined by the reducible curve \( x_2 \cdot (x_1^2 \cdot F_2(x_0, x_1) + F_5(x_0, x_1)) \).
If \( Y \to \mathbb{P}^3 \) is the cyclic triple cover branched over \( S \subset \mathbb{P}^3 \), see Section 1.5.6, and if we let \( \phi : \text{Bl}_L(Y) \to \mathbb{P}^2 \) be the projection from the line \( L \subset S \subset Y \), then the curve \( C \) is the union of the discriminant curve \( D_L \subset \mathbb{P}^2 \) and the line \( V(x_2) \subset \mathbb{P}^2 \), see [160, §4.13]. In [160, §4.12] one also finds a link to cubic fourfolds containing a plane, see Remark 6.1.17.

In Remark 4.11 we will briefly mention how this construction is used to derive a period description of the moduli space of cubic surfaces.

**Remark 2.13.** Lefschetz pencils provide another way of fibering a cubic surface \( S \). As discussed in Remark 1.5.20 in general, a Lefschetz pencil on \( S \) defines a fibration

\[
S \to \mathbb{P}^1
\]

with 12 singular fibres, each with only one single ordinary double point. The smooth fibres \( S_t = S \cap H_t, t \in \mathbb{P}^1 \), are smooth plane cubic curves and for a generic choice of the Lefschetz pencil the family is not isotrivial by Proposition 1.5.18.

The other projection is the blow-up \( S = \text{Bl}_{x_1, x_2, x_3}(S) \to S \) in the three base points \( x_1, x_2, x_3 \in S \) of the pencil. Alternatively, a Lefschetz pencil is determined by the choice of two generic points \( x_1, x_2 \in S \) giving rise to a line \( \mathbb{P}^1 \cong [I_{x_1, x_2} \otimes \mathcal{O}(1)] \subset [\mathcal{O}(1)] \).

Brown and Ryder [97] classify elliptic fibrations of smooth cubic surfaces up to birational correspondences.

### 2.5 Pfaffian cubic surfaces, Clebsch, and Cayley

A cubic surface \( S \subset \mathbb{P}^3 \) is said to be **Pfaffian** if it is defined by a cubic equation \( F \) such that

\[
F^2 = \det(A),
\]

where \( A \) is an alternating matrix of size \( 6 \times 6 \) with coefficients in \( H^0(\mathbb{P}^3, \mathcal{O}_{\mathbb{P}^3}(1)) \), i.e. up to sign the cubic polynomial \( F(x_0, \ldots, x_3) \) is the Pfaffian of \( A \). Alternatively, the matrix
A can be viewed as a map \( O_{\mathbb{P}^3}(-1)^{\mathbb{G}^6} \rightarrow O_{\mathbb{P}^3}^{\mathbb{G}^6} \) that induces a short exact sequence

\[
0 \longrightarrow O_{\mathbb{P}^3}(-1)^{\mathbb{G}^6} \xrightarrow{A} O_{\mathbb{P}^3}^{\mathbb{G}^6} \longrightarrow i_* F \longrightarrow 0.
\]

Here, \( i: S \hookrightarrow \mathbb{P}^3 \) is the given closed embedding and \( F \) is a sheaf on \( S \). In Section 6.1.1 this is considered from a slightly different angle. There, the general alternating form is viewed as a map \( W \otimes O(-1) \rightarrow W^* \otimes O \) on the projective space \( \mathbb{P}(\wedge^2 W^*) \) with \( \dim(W) = 6 \). Its degeneracy locus is a cubic hypersurface denoted by \( Pf(W^*) \subset \mathbb{P}(\wedge^2 W^*) \). Then a cubic surface \( S \subset \mathbb{P}^3 \) is Pfaffian if it can be written as a linear intersection \( Pf(W^*) \cap \mathbb{P}^3 \), cf. Remark 6.2.5.

A naive dimension count lets one expect every cubic to be Pfaffian, see the proof of [51, Prop. 7.6], and this is indeed the case as proved by Beauville. How to explicitly find the matrix \( A \) the Pfaffian of which is the defining equation \( F(x_0, \ldots, x_3) \) has subsequently been addressed in [217, 379, 444]. Note that a cubic surface may be represented as a Pfaffian cubic in more than one way, see [51, Cor. 6.4] and [99]. The generic cubic surface can be represented in 72 different ways as Pfaffian and this is related to the choice of six pairwise disjoint lines (double sixes), of which there are 36, see Example 3.6.

Representing general and special cubic surfaces in various forms is a classical topic. The most famous representation of a generic cubic surface is provided by its Sylvester (or pentahedral) form:

\[
\ell_1^3 + \ell_2^3 + \ell_3^3 + \ell_4^3 = 0. \tag{2.2}
\]

Here, \( \ell_i = \ell_i(x_0, \ldots, x_3) \) are linear forms, pairwise independent, and uniquely determined up to scaling by cubic roots of unity. This is just a reformulation of Corollary 1.5.19. The five planes \( \mathbb{P}^2 \cong V(\ell_i) \subset \mathbb{P}^3 \) defined by the linear \( \ell_i \) form the Sylvester pentahedron.

**Exercise 2.14.** Show that a smooth cubic surface described by (2.2), so the generic cubic surface is covered, is isomorphic to a cubic surface in \( \mathbb{P}^4 \) described by two equations

\[
a_0 z_0^3 + \cdots + a_4 z_4^3 = z_0 + \cdots + z_4 = 0, \tag{2.3}
\]

see [158, Cor. 9.4.2].

**Example 2.15.** The Clebsch (diagonal) cubic surface [118, §16] is the smooth cubic surface that is defined either by the equation

\[
x_0^3 + x_1^3 + x_2^3 + x_3^3 - (x_0 + x_1 + x_2 + x_3)^3 = 0
\]

in \( \mathbb{P}^3 \), i.e. \( \ell_i = x_i \) for \( i = 0, 1, 2, 3 \) and \( \ell_4 = -(x_0 + \cdots + x_3) \) in (2.2), or by the two equations

\[
y_0^3 + \cdots + y_4^3 = y_0 + \cdots + y_4 = 0
\]
in \( \mathbb{P}^3 \). The surface is also called *Klein’s icosahedral cubic surface*, as Klein explained how to obtain it as the blow-up of \( \mathbb{P}^2 \) in six points that correspond to opposite pairs of vertices of an icosahedron [276, §10].

The Clebsch cubic surface comes with a natural \( \mathfrak{S}_5 \)-action. This allows one to realize the 27 lines as the union of two \( \mathfrak{S}_5 \)-orbits. All lines are real and visible in the well-known model of the Clebsch surface. More precisely, starting with the line defined by

\[
y_0 = y_1 + y_2 = y_3 + y_4 = 0,
\]

permutation of coordinates produces 15 lines (all defined over \( \mathbb{Q} \)). In other words, 15 lines are described by \( y_i = y_j + y_k = y_\ell + y_m \) with \( \{i, j, k, \ell, m\} = \{0, 1, 2, 3, 4\} \). The remaining 12 lines are described by three equations

\[
y_i + \varphi \cdot y_j + y_k = \varphi \cdot y_i + y_j + y_\ell = -\varphi \cdot (y_i + y_j) + y_4 = 0
\]

with \( 0 \leq i < j \leq 3 \) and \( \{k, \ell\} \subset \{0, 1, 2, 3\} \setminus \{i, j\} \). Here, \( \varphi = (1/2)(1 + \sqrt{5}) \) is the golden ratio.

The Clebsch surface is also distinguished by its number of Eckardt points. It is the only smooth cubic surface with exactly 10 Eckardt points, see Section 3.8. The Eckardt points on the Clebsch surface are the points described by the 10 equations \( y_i + y_j = y_k = y_\ell = y_m = 0 \) for all \( \{i, j, k, \ell, m\} = \{0, 1, 2, 3, 4\} \).

**Remark 2.16.** The modification

\[
y_0^3 + y_1^3 + y_2^3 + y_3^3 + (1/4) y_4^3 = y_0 + \cdots + y_4 = 0
\]

of the equations for the Clebsch surface describes the *Cayley cubic surface*. A more common description of it is given by the equation

\[
\prod_{i=0}^{3} x_i \cdot \sum_{i=0}^{3} (1/x_i) = 0.
\]

Up to coordinate change, the Cayley cubic is the only cubic surface with four nodes as singularities. Thus, it is the most singular nodal cubic surface, see Remark 1.5.17.

The Cayley cubic is known to contain only nine lines and only eleven tritangent planes. It is often seen as a hyperplane section of the Segre cubic threefold, see Remark 1.5.17. For more on the Cayley surface see [243, Ch. 4], see also Remark 4.6.

Further ways of representing a cubic surface exist. For example, after coordinate change a smooth cubic surface \( S \subset \mathbb{P}^3 \) can be viewed as the zero set of a polynomial of the form \( x_0 \cdot x_1 \cdot x_2 + x_3 \cdot (\sum x_i) \cdot \ell(x_0, \ldots, x_3) \) with \( \ell \) linear [158, Cor. 9.3.3]. More generally, an equation of the type \( \ell_1 \cdot \ell_2 \cdot \ell_3 = m_1 \cdot m_2 \cdot m_3 \), with \( \ell_i \) and \( m_j \) all linear, is called a Cayley–Salmon equation. The generic cubic surface can be written in 120 different ways in this form, see [215] for a recent account. Note that in this form certain lines contained in \( S \) can be spotted directly; the nine lines \( V(\ell_i, m_j) \) are clearly contained
in $S$. For more results on the representation of cubic surfaces we refer to the classic [228] and [158, Ch. 9].

3 Lines on cubic surfaces

The 27 lines on a cubic surface are among the most studied geometric objects in mathematics. That smooth cubic surfaces contain at most finitely many lines was proved by Cayley in 1849 and then Salmon immediately observed that there are exactly 27 of them. Both papers, with identical titles, appeared in the same volume of the Cambridge and Dublin Math. Journal [112, 414]. We recommend the introduction to [228] and the essay [131] for more on the history and a discussion of the various notations.

Once the 27 lines have been found and described geometrically, one can study their configuration from various angles. We collect a few observations starting with the three types of lines (i)-(iii) as introduced in Remark 2.5. In the following, we let $S$ be a smooth cubic surface with fixed six pairwise disjoint lines $E_1, \ldots, E_6$ viewed as the exceptional lines of a contraction $\tau: S \to \mathbb{P}^2$ over points $x_1, \ldots, x_6 \in \mathbb{P}^2$.

3.1 Lines are exceptional Any line $L \subset S$ can be realized as an exceptional line $E_i'$ of some blow-down $S \to \mathbb{P}^2$. In other words, for any line $L \subset S$ there exist five lines $E_1', \ldots, E_6'$ such that $E_i' = L, E_2', \ldots, E_6'$ are pairwise disjoint lines.

This is clear if $L$ is of type (i), i.e. if $L$ is already one of the exceptional lines $E_i$. If $L$ is of type (ii) or (iii) just observe that $L_{12}, L_{13}, L_{14}, L_{15}, E_6, L_6$ is a collection of pairwise disjoint lines involving at least one line of each type. That the first five are pairwise disjoint is easy and also that $E_6$ and $L_6$ are disjoint. To see that $L_6 \cap L_{1j} = \emptyset$ for $j \neq 6$, observe that the intersection of their images, a conic and a line in $\mathbb{P}^2$, satisfies $\bar{L}_6 \cap \bar{L}_{1j} = \{x_1, x_j\}$. Therefore, the intersection is transversal at both points and, hence, the intersection of the strict transforms $\bar{L}_6$ and $\bar{L}_{1j}$ is empty.

Remark 3.1. Note that $L_i \cap L_{ij} \neq \emptyset \neq L_i \cap L_{ij}$. Indeed, either $\bar{L}_i \cap \bar{L}_{ij}$ consists of $x_j$ and another point $x$ distinct from $x_1, \ldots, x_6$ or of $x_j$ with multiplicity two. In the first case, $L_i$ and $L_{ij}$ intersect in $x$ (or rather in the unique point lying above $x$), while in the second case they meet in the point in $E_j$ corresponding to the common tangent direction of $\bar{L}_i$ and $\bar{L}_{ij}$ at $x_j$.

3.2 Two disjoint lines I Any two disjoint lines are alike, i.e. any two disjoint lines $L, L'$ can be completed to a collection of six pairwise disjoint lines $E_1' \equiv L, E_2' \equiv L', E_3', \ldots, E_6'$, which then can be viewed as the exceptional lines of a blow-down of $S$ to $\mathbb{P}^2$.

Indeed, by Remark 3.1, we only have to consider the following three cases: (i) $L = E_1$
and $L' = E_2$. (ii) $L = E_1$ and $L' = L_{23}$, and (iii) $L = E_1$ and $L' = L_4$. Of course, (i) can be completed by $E_3, \ldots, E_6$ and for (ii) and (iii) use a configuration of the type considered above: $E_1, L_1, L_{23}, L_{24}, L_{25}, L_{26}$.

**Remark 3.2.** An elementary counting argument reveals that a smooth cubic surface contains exactly 216 unordered pairs of disjoint lines.

### 3.3 Ten lines intersecting a given line

For every line $L \subset S$ there exist exactly ten further lines intersecting $L$. Moreover, these ten lines come in pairs $\{\ell_1, \ell'_1, \ldots, \ell_5, \ell'_5\}$ such that every two pairs, say $\{\ell_1, \ell'_1\}$ and $\{\ell_2, \ell'_2\}$, are disjoint, i.e. $(\ell_1 \cup \ell'_1) \cap (\ell_2 \cup \ell'_2) = \emptyset$.

Furthermore, all triangles $L, \ell_i, \ell'_i$ are coplanar, i.e. there exists a plane $\mathbb{P}^2 \subset \mathbb{P}^3$ with $S \cap \mathbb{P}^2 = L \cup \ell_i \cup \ell'_i$ and, in particular, $\ell_i \cap \ell'_i \neq \emptyset$.

According to Section 3.1, we may assume $L = E_6$. Going through the list, one finds that indeed $E_6$ intersects only $L_{16}, L_{26}, L_{36}, L_{46}, L_{56}$ and $L_1, L_2, L_3, L_4, L_5$. We let $\ell_i := L_{6i}$ and $\ell'_i := \ell_i$, $i = 1, \ldots, 5$.

Then check that for $i \neq j \in \{1, \ldots, 5\}$, for example $i = 1, j = 2$, one has $L_{6i} \cap L_{6j} = \emptyset$, $L_{6i} \cap L_j = \emptyset$ (see the arguments in Section 3.1), and $L_i \cap L_j = \emptyset$. For the last one use that, for example, $\tilde{L}_i \cap \tilde{L}_j$ consists of the four points $x_3, \ldots, x_6$. Hence, the intersection is transversal and, therefore, the intersection $L_i \cap L_j$ of their strict transforms is empty.

It remains to verify that $L, \ell_i, \ell'_i$ are coplanar. For this assume $i = 1$ and observe that

$$
\mathcal{O}(E_6) \otimes \mathcal{O}(L_{6i}) \otimes \mathcal{O}(L_i)
\cong \mathcal{O}(E_6) \otimes (r^* \mathcal{O}(1) \otimes \mathcal{O}(-E_1 - E_6)) \otimes (r^* \mathcal{O}(2) \otimes \mathcal{O}(- \sum_{i=1}^5 E_i))
\cong r^* \mathcal{O}(3) \otimes \mathcal{O}(- \sum E_i) \cong \mathcal{O}_{\mathbb{P}^3}(1)_{|S},
$$

cf. the proof of Proposition 2.7. The implication $\ell_i \cap \ell'_i \neq \emptyset$ can be seen more directly and more geometrically. As an aside, note that the plane containing $L, \ell_i, \ell'_i$ is tangent at the points of intersection of each pair of these three lines.

**Remark 3.3.** (i) Each of the coplanar unions $L \cup \ell_i \cup \ell'_i$ is either a triangle, i.e. it has three singular points, or consists of three lines all going through one point. This corresponds to the two possibilities that the line $L_{6i}$ and the conic $L_i$ intersect transversally in $x_6$ or with multiplicity two, so that $L_{6i}$ is tangent to $L_i$ at $x_6$.

(ii) From the above count, we deduce that every smooth cubic surface admits exactly 45 tritangent planes, i.e. planes that intersect the cubic in the union of three pairwise distinct lines. The additional 15 constellations not of the above form are $L_{1i6} \cup L_{1i4} \cup L_{1i8}$ with $\{i_1, \ldots, i_6\} = \{1, \ldots, 6\}$.

(iii) It is possible to show that there are nine of the 45 tritangent planes that cut out
all the 27 lines contained in $S$. In this sense the union of all lines on a cubic surface is described as the intersection with a (highly degenerate) surface of degree nine.

(iv) An elementary counting argument shows that a smooth cubic surface contains exactly 135 pairs of intersecting lines [228, Ch. 1.3]. Equivalently, on a smooth cubic surface without Eckardt points, see Section 3.8, there exist exactly 135 points that occur as intersection of two lines contained in the surface.

3.4 Lines generating the Picard group There exist explicit bases of the lattices $\text{Pic}(S) \cong I_{1,6}$ and $\mathcal{O}_S(1)^+ \cong E_6(-1)$ that can be expressed as integral linear combinations of the 27 lines.

Let $f_0, \ldots, f_6$ denote the standard basis of $I_{1,6}$, i.e. $f_i = -[E_i]$, $i = 1, \ldots, 6$, and $f_0$ corresponds to a line in $\mathbb{P}^2$. Then consider a tritangent plane, for example $E_6 L_1 L_{16}$. Its intersection with $S$ gives the class $3 f_0 + f_1 + \cdots + f_6$. So, the classes of $E_1, \ldots, E_6$ together with $[E_6] + [L_1] + [L_{16}]$ already generate a sublattice of $I_{1,6}$ of index three. To generate all of $I_{1,6}$ by lines, observe that $(L_i, E_i) = 1$, $i = 2, \ldots, 6$, $(L_1, E_1) = 0$, and, therefore, $L_1 = 2 f_0 + 0 f_1 + f_2 + \cdots + f_6$.

Spelling out the comments in the proof of Proposition 1.1.21, a basis of the definite lattice $\mathcal{O}_S(1)^+ \cong E_6(-1)$ is then given by $e_1 = E_1 - E_2, e_2 = E_2 - E_3, e_3 = E_3 - E_4, e_5 = E_4 - E_5, e_6 = E_5 - E_6$, and $e_4 = E_1 - E_4 - E_5 + L_{16}$.

Remark 3.4. The lattice $E_6$ has 72 roots which can be written down explicitly in terms of the above bases, see [158, Sec. 8.2.3] or more explicitly [395, Remark 2.6].

3.5 Two disjoint lines II For any pair of disjoint lines $L, L'$ there exist exactly five lines $\ell_1, \ldots, \ell_5$ meeting both. Moreover, those five lines are pairwise disjoint.

According to Section 3.2, we may assume $L = E_1$ and $L' = E_2$. The lines meeting $E_1$ are

$$L_{12}, L_{13}, L_{14}, L_{15}, L_{16}, L_2, L_3, L_4, L_5, L_6$$

and those meeting $E_2$ are

$$L_{12}, L_{23}, L_{24}, L_{25}, L_{26}, L_3, L_4, L_5, L_6.$$ Hence, the ones meeting both lines, $E_1$ and $E_2$, are precisely $L_{12}, L_3, L_4, L_5, L_6$, which we have seen to be pairwise disjoint already.

This collection of five pairwise disjoint lines is special and not at all like, for example, the lines $E_1, \ldots, E_5$. Namely, there is no further line disjoint to all of the lines $L_{12}, L_3, L_4, L_5, L_6$. Indeed, the lines $E_i$ all intersect at least one of them. The lines $L_{ij}$, $j = 3, \ldots, 6$, intersect $L_i$, cf. Remark 3.1. The lines $L_{ij}$, $2 < i < j$, intersect $L_{12}$, and, again by Remark 3.1, $L_1, L_2$ also both intersect $L_{12}$. As a consequence of Lemma 2.1, we obtain the next result.
Chapter 4. Cubic surfaces

Corollary 3.5. Any pair of disjoint lines \( L, L' \subset S \) gives rise to a blow-down map

\[
S \longrightarrow L \times L' \cong \mathbb{P}^1 \times \mathbb{P}^1
\]

contracting exactly the five lines intersecting both lines \( L \) and \( L' \).

There is a very geometric way of describing this blow-down, cf. [50]. Namely, for any point \( x \in S \setminus (L \cup L') \) the plane \( xL' \) spanned by \( L' \) and \( x \) intersects \( L \) in exactly one point \( u_x \). Similarly, \( xL \) intersects \( L' \) in a unique point \( u'_x \). This defines a map

\[
S \setminus (L \cup L') \longrightarrow L \times L', \quad x \mapsto (u_x, u'_x),
\]

which can be extended to all of \( S \) by replacing \( xL' \) for \( x \in L' \) by the tangent plane \( T_xS \) (which contains \( L' \)). Also, in this description one sees that exactly the lines \( \ell_1, \ldots, \ell_5 \) are contracted. Their images are the points \((u_i, u'_i)\), where \( \ell_i \cap L = \{u_i\} \) and \( \ell_i \cap L' = \{u'_i\} \).

The inverse of the birational map \( L \times L' \longrightarrow S \) studied in Example 1.5.12.

3.6 Configuration of lines

Consider the configuration

\[
\mathcal{L} := \mathcal{L}(S) := \{ \ell_1, \ldots, \ell_{27} \}
\]

of all lines contained in a cubic surface \( S \). By definition, it not only encodes the set of all lines, but also their intersection numbers (but not, for example, the intersection points and, in particular, not whether there are triple intersection points), and is independent of the actual surface \( S \). Alternatively, view \( \mathcal{L} \) as the graph with vertices corresponding to the 27 lines \( \ell_i \) and with two vertices \( \ell_i, \ell_j \) connected if the two lines intersect. Its complement, i.e. the graph with the same set of vertices but with vertices connected by an edge if and only if they are not connected in \( \mathcal{L} \), is the so-called Schl"afli graph, checkout Wikipedia for graphical renderings of it.

Note that if the first six lines \( \ell_1, \ldots, \ell_6 \) are chosen to be the exceptional lines of a blow-up \( S \longrightarrow \mathbb{P}^2 \), i.e. \( \ell_1 = E_1, \ldots, \ell_6 = E_6 \), then all the remaining 21 lines are uniquely determined. For example, \( L_{12} \) is the unique line that intersects \( \ell_1 \) and \( \ell_2 \) but no \( \ell_3, \ldots, \ell_6 \) and \( L_1 \) is the unique line that intersects \( \ell_2, \ldots, \ell_6 \) but not \( \ell_1 \). Moreover, according to Lemma 2.1, any subset \( \{\ell_i, \ldots, \ell_6\} \) of six pairwise disjoint lines can be realized as the exceptional lines of a blow-up \( S \longrightarrow \mathbb{P}^2 \). In other words, for any two choices \( \ell_1, \ldots, \ell_6 \) and \( \ell'_1, \ldots, \ell'_6 \) of six pairwise disjoint lines, there exists a unique automorphism \( g: \mathcal{L} \longrightarrow \mathcal{L} \) of the configuration with \( g(\ell_i) = \ell'_i \). Thus, choosing six pairwise disjoint lines \( \ell_1, \ldots, \ell_6 \) is equivalent to giving an element in \( \text{Aut}(\mathcal{L}) \). This allows one to compute the order

\[
|\text{Aut}(\mathcal{L})| = 27 \cdot 16 \cdot 6 \cdot 2 = 2^7 \cdot 3^4 \cdot 5 = 51,840.
\]

Indeed, there are 27 choices for \( E_1 \), then 16 choices for \( E_2 \), etc. Of course, it is no
coincidence that this number is the order of the Weyl group $W(E_6)$, cf. Corollary 1.14 and Remark 3.8.

The configuration of lines presented by the entries of the matrix
\[
\begin{pmatrix}
E_1 & E_2 & E_3 & E_4 & E_5 & E_6 \\
L_1 & L_2 & L_3 & L_4 & L_5 & L_6
\end{pmatrix}
\]
is what is called a Schlafli double six. It has the property that each of the 12 lines intersects exactly those lines in the matrix that are neither contained in the same row nor in the same column. As straightforward count reveals that there are exactly 30 points that occur as intersection points of two of the lines in a Schlafli double six.

**Example 3.6.** There exist 36 Schlafli double sixes in each smooth cubic surface, see [158, Ch. 9.1].

It is a classical fact that the choice of a double six of lines in $\mathbb{P}^3$ contained in a cubic surface $S$ determines the surface uniquely. In fact, for any given five skew lines $\ell_1, \ldots, \ell_5$ in $\mathbb{P}^3$ and one, say $\ell$, that intersects them all (think of $E_1, \ldots, E_5$ and $L_6$), there exists a unique cubic surface containing the six lines as part of a double six. Indeed, the curve $D := \ell \cup \bigcup \ell_i$ satisfies $h^0(\mathcal{O}_D(3)) = 19$, which together with $h^0(\mathbb{P}^3, \mathcal{O}(3)) = 20$ and using the short exact sequence $0 \to \mathcal{I}_D(3) \to \mathcal{O}_{\mathbb{P}^3}(3) \to \mathcal{O}_D(3) \to 0$ essentially implies the claim. See [230, Sec. 25] or [268] for further details.

In Section 1.2.5 we have seen that the monodromy group of the family of all smooth cubics is the Weyl group $W(E_6)$, see also Corollary 1.14. As the discriminant divisor has degree 32, see Theorem 1.2.2, the Weyl group is generated by 32 reflections. Coxeter [129] showed that $W(E_6)$ can also be generated by six reflections and one transformation that is given by interchanging the two rows of a double six.

### 3.7 Lines versus bitangents for double covers

Let us now make use of the description of a cubic surface $S$ as a double cover of $\mathbb{P}^2$, cf. Section 2.3. We fix a point $u \in S$ not contained in any of the lines, consider the blow-up $\sigma : \tilde{S} = \text{Bl}_u(S) \to S$, and let $\phi : \tilde{S} = \text{Bl}_u(S) \to \mathbb{P}^2$ be the projection onto a generic plane. We denote the exceptional line of the blow-up by $E$ and the ramification curve by $D := \phi(C) \subset \mathbb{P}^2$, a smooth quartic curve. We will now establish the natural bijection between the 28 bitangent lines of $D$ and the 27 lines in $S$ together with $E$:

\[
\{ \ell \subset \mathbb{P}^2 \mid \text{bitangents to } D \} \longleftrightarrow \{ \ell_1, \ldots, \ell_{27} \subset S \mid \text{lines} \} \cup \{ E \}. \tag{3.1}
\]

First, observe that each line $\ell_i \subset S$, simultaneously considered as a curve in $\tilde{S}$, satisfies $1 = (\ell_i, \mathcal{O}_S(1)) = (\ell_i, \phi^*\mathcal{O}_{\mathbb{P}^2}(1))$. Hence, $\ell_i := \phi(\ell_i) \subset \mathbb{P}^2$ is a line and $\phi : \ell_i \dashrightarrow \ell_i$ is an isomorphism. Similarly, $(E, \phi^*\mathcal{O}_{\mathbb{P}^2}(1)) = 1$ and, therefore, $E \dashrightarrow \tilde{E} := \phi(E) \subset \mathbb{P}^2$ is
also a line. However, lines in $\mathbb{P}^2$ whose pre-images under $\phi$ split off a copy of the line cannot intersect $D$ transversally at any point. Hence, all the lines $\overline{\ell}_i$ and $\overline{E}$ are bitangent to $D$.\footnote{By definition, a bitangent of $D$ is a line in $\mathbb{P}^2$ that intersects $D$ in two points $x, y$ with multiplicity (at least) two. The case $x = y$ is allowed, in which the bitangent has multiplicity four at this point. This is sometimes also called a hyperflex. The locus of smooth quartic curves with a hyperflex is a divisor in the moduli space of curves of genus three, cf. [132, 239].} Thus, (3.1) follows from the next result.\footnote{The 27 lines contained on a cubic surface $S \subset \mathbb{P}^3$ and the 28 bitangent lines to plane quartic curve $D \subset \mathbb{P}^2$ are part of one of Arnold’s trinity, joined by the 120 tritangent planes to a canonical curve of genus four $C \subset \mathbb{P}^3$. The latter will naturally come up again as curves of lines contained in a cubic fourfold passing through a fixed point. As in the proof here, they are accounted for by the odd theta characteristics on $C$.}

**Lemma 3.7.** Let $D \subset \mathbb{P}^2$ be a smooth quartic curve over an algebraically closed field $k$ with $\text{char}(k) \neq 2$. Then $D$ admits exactly 28 bitangent lines.

**Proof** As a first step, one observes that $\omega_D \cong \mathcal{O}_{\mathbb{P}^2}(1)|_D$. Therefore, a bitangent through $x, y \in D$ (or a hyperflex through $x = y \in D$) corresponds to an invertible sheaf $N \in \text{Pic}^2(D)$ with $H^0(D, N) \neq 0$ and $N^2 \cong \omega_D$. Here, we tacitly use the fact that a line bundle $N$ with $N^2 \cong \omega_D$ satisfies $h^0(N) \leq 1$.

The number of square roots of $\omega_D$, called theta characteristics, is of course $2^{2g(D)} = 64$. However, only 28 of them are effective. To deduce this from the general theory of theta characteristics one can use that on a smooth projective curve of genus $g$ there are exactly $2^{g-1}, (2^g + 1)$ even and $2^{g-1}, (2^g - 1)$ odd theta characteristics, see [26, 358]. By definition, whether a theta characteristic $N$ is even or odd is determined by the parity of $h^0(N)$. Therefore, in this case a theta characteristic is effective if and only if it is odd. Hence, there are exactly $2^{2g(D)} - (2^g - 1) = 28$ of them.

Alternatively, one could use the Plücker formula for smooth curves $C \subset \mathbb{P}^3$ with only bitangents and simple flexes. It turns out that there exist 24 flexes and 28 bitangents, see [218, Sec. II].

As $\phi^{-1}(\overline{\ell}_i) \rightarrow \overline{\ell}_i$ is of degree two, $\phi^{-1}(\overline{\ell}_i) = \ell_i \cup \ell_i'$ with $\phi: \ell_i' \rightarrow \overline{\ell}_i$. The two curves $\ell_i$ and $\ell_i'$ intersect in the pre-image of the points of contact $\overline{\ell}_i \cap D$. Note that $\ell_i'$ does not correspond to a line in $S$, as two lines in $S$ intersect in at most one point and there transversally. Instead, $(\sigma(\ell_i'), \mathcal{O}_S(1)) = 2$ and $(\ell_i', E) = 1$, i.e. $u \in S$ is a smooth point of the curve $\sigma(\ell_i')$. Indeed, $\ell_i \cup \ell_i' = \phi^{-1}(\overline{\ell}_i)$ is a curve in the linear system of $\phi^*\mathcal{O}_{\mathbb{P}^2}(1) = \sigma^*\mathcal{O}_S(1) \otimes \mathcal{O}(-E)$. Hence, $2 = (\ell_i \cup \ell_i', \phi^*\mathcal{O}_{\mathbb{P}^2}(1))$ and in fact $(\ell_i', E) = 1$, because the two lines $\phi(\ell_i') = \overline{\ell}_i$ and $\phi(E) = \overline{E}$ intersect in one point only and there transversally.

For example, for the line $L_{13}$ there exists a unique conic $Q$ through $x_3, x_4, x_5, x_6$ and $\tau(u)$ that intersects $L_{12}$ in two points distinct from $x_1, x_2$. Here, as before, we view $S$ as the blow-up $r: S \twoheadrightarrow \mathbb{P}^2$ in six points $x_1, \ldots, x_6 \in \mathbb{P}^2$. The strict transform $\overline{Q} \subset \overline{S}$ of $Q$ is contained in the linear system of $\sigma^*(\tau^*\mathcal{O}(2) \otimes \mathcal{O}(\sum_{i=1}^6 E_i)) \otimes \mathcal{O}(-E)$. This line
bundle is indeed isomorphic to $\phi^*\mathcal{O}_{\mathbb{P}^2}(1) \otimes \mathcal{O}(-L_{12})$, cf. (2.1), and, hence, $L_{12} \cup \tilde{Q} = \phi^{-1}(\phi(L_{12}))$. Note that $\tilde{Q}$ is a $(-1)$-curve in $\tilde{S}$, but not its image in $S$.

**Remark 3.8.** For the universal family $\mathcal{D} \longrightarrow U := |\mathcal{O}_{\mathbb{P}^2}(4)|_{\text{sm}}$ of smooth quartic curves in $\mathbb{P}^2$, the relative family of bitangents

$$B(\mathcal{D}/U) \longrightarrow U$$

is an étale map of degree 28. Its Galois group or, equivalently, its monodromy group $\text{Im}(\pi_1(U) \longrightarrow \mathfrak{S}_{28})$ is isomorphic to $\text{Sp}_6(\mathbb{Z}/2\mathbb{Z})$, which is of order $288 \cdot 7! = 2^9 \cdot 3^4 \cdot 5 \cdot 7$, see [218, Sec. II:4]. Compare this to Corollary 1.14 and the discussion in Section 1.2.5.

For example, to compute the monodromy group of the 27 lines on the universal family of smooth cubic surfaces one has to consider the stabilizer of one of the 28 bitangents, which amounts to fixing the exceptional curve blown-down to the point $u \in S$. Hence, the order is $288 \cdot 7! / 28 = 2^7 \cdot 3^4 \cdot 5$, which confirms Corollary 1.14.

For a short historic account of the interplay between lines on cubic surfaces and bitangents to quartic curves we also recommend [462, Ch. 7].

### 3.8 Eckardt points

A point $x \in S$ in a smooth cubic surface $S$ is called an **Eckardt point** if the tangent plane at $x \in S$ intersects $S$ in three lines through $x$ or, equivalently, if $x$ is contained in three lines, cf. Section 3.3. How many Eckardt points can a smooth cubic surface have? Since there exist only 45 tritangent planes, see Remark 3.3, there are no more than 45 Eckardt points. In fact, by a result of Hirschfeld [232], in characteristic two this maximum is attained. However, in any other characteristic the maximum is 18, see below.

In Remark 3.3 we have seen examples of Eckardt points, namely three lines consisting of an exceptional line $E_i$, the strict transform $L_i$, $i \neq 6$, of the conic $\bar{L}_i$, which contains $x_6$, and the strict transform $L_{6i}$ of the line $\bar{L}_{6i}$ tangent to $L_i$ (at $x_6$). As for each $i$ there exist only two lines through $x_i$ tangent to $L_i$ at some point, each conic $L_i$ will give
rise to at most two Eckardt points. So altogether, there exist at most 12 Eckardt points of this type.

However, Eckardt points may also arise in a different way namely as the triple intersection \( L_{i_1} \cap L_{i_2} \cap L_{i_3} \) with \( \{i_1, \ldots, i_6\} = \{1, \ldots, 6\} \). Generically, such triple intersection would be empty, but star shaped configuration are of course possible.\(^4\) Note that in this case the three lines \( L_{i_1}, L_{i_2}, \) and \( L_{i_3} \) are not coplanar.

For generic choices of points \( x_1, \ldots, x_6 \in \mathbb{P}^2 \) one does not expect any of these two possibilities to occur. Namely, neither will any of the conics \( L_i \) be tangent to any line \( L_{ij} \) nor will the line configuration show stars.

The following is a result of Eckardt [169]. Further numbers of Eckardt points can be realized over finite fields [68, 233].

**Proposition 3.9.** The number of Eckardt points on a cubic surface \( S \) over an algebraically closed field of characteristic zero is 0, 1, 2, 3, 4, 6, 9, 10, or 18.

**Remark 3.10.** First we want to mention the classical result that an Eckardt point of a cubic surface \( S \) induces a non-trivial automorphism of order two, see [158, Prop. 9.1.13].

The loci \( H_k \subset \mathcal{O}_{\mathbb{P}^3}(3)_{\text{sm}} \) of smooth cubic surfaces with at least \( k \) Eckardt points have been studied by Nguyen [455] (see also the author’s thesis) and later in more detail by Keneshlou [271]. They are invariant under the action of PGL(4) and, thus, determine closed subschemes

\[
\tilde{H}_k := H_k / \text{PGL}(4) \subset \mathcal{M} = M_{3,2}
\]

of the four-dimensional moduli space of smooth cubic surfaces, see below. For example, it turns out that \( \tilde{H}_1 \subset \mathcal{M} \) is an irreducible divisor, so of dimension three, and that \( \tilde{H}_k \) is zero-dimensional for \( k \geq 10 \). Note that by the above, \( \text{Aut}(S) \neq \{1\} \) for all \( S \in H_1 \).

This is of course compatible with the above proposition. As soon as the surface \( S \) contains more than 10 Eckardt points, it contains 18 Eckardt points.

Moreover, \( \tilde{H}_{10} \) consists of exactly two points, corresponding to the Clebsch surface, see Example 2.15, and the Fermat cubic. The latter admits 18 Eckardt points and is the only point in \( \tilde{H}_{11} = \cdots = \tilde{H}_{18} \). We refer to [158] for more details.

### 3.9 Cubic surfaces and lines over other fields

Cubic surfaces have been studied over other fields, not algebraically closed ones or of positive characteristic. Cubic surfaces over the field of real numbers have received particular and sometimes artistic attention [263, 491].

A classical result of Segre [420] states that the number \( N_2 \) of lines contained in a

---

\(^4\) I would expect some combinatorial argument to show that at most six points can occur in this way. However, the next result may be valid without it. A priori it could happen that whenever there are more stars in the line configuration associated with the six points, then fewer conics \( L_i \) are tangent to those lines.
4 Moduli space

In higher dimensions, moduli spaces of cubic hypersurfaces are geometrically not completely understood. But the situation is much better for cubic surfaces. In this case, not only can the moduli space, as a quasi-projective GIT quotient, be described quite explicitly, but it also has been investigated as an arithmetic quotient of a period domain. We outline the main features but refer to the original literature for more details. It is fascinating that a classical object like the moduli space of cubic surfaces has been a topic of recent and quite beautiful research.

4.1 GIT description

Recall from Section 3.1.3 that the moduli space of smooth cubic surfaces, say over an algebraically closed field of characteristic zero, is constructed as the quotient

$$M_2 := M_{3,2} := \frac{|\mathcal{O}_{\mathbb{P}^3}(3)|_{\text{sm}}}{\text{SL}(4)},$$

which is an open dense subset of the GIT quotient $|\mathcal{O}_{\mathbb{P}^3}(3)|^\text{ss} / \text{SL}(4)$ of the open subset of all semi-stable cubic surfaces. The latter has been introduced as the projective scheme $\text{Proj}(k[a_I]^{\text{SL}(4)})$. Here, the variables $a_I$, with $I = (i_0, \ldots, i_3)$ and $\sum i_j = 3$, are the universal coefficients of the universal cubic hypersurface, see Section 1.2.1.

Note that, as $\dim |\mathcal{O}_{\mathbb{P}^3}(3)| = 19$ and $\dim \text{SL}(4) = 15$, the moduli spaces $M_2$ is of dimension four.

The following result is a highlight of invariant theory in the 19th century. The art of computing rings of invariant polynomials has been almost forgotten and, indeed, it is typically quite difficult to perform in concrete situations. Salmon’s original computation [416] of the ring of invariant quaternary cubic polynomials is nearly incomprehensible for the modern reader, but it was rewritten by Beklemishev [62] and given a detailed exposition with minor corrections by Reinecke [400].
Theorem 4.1 (Salmon). The invariant ring \( S := k[a_1]^{SL(4)} \) is generated by polynomials \( I_8, I_{16}, I_{24}, I_{32}, I_{100} \in k[a_1] \) of degree \( \deg(I_d) = d \). Furthermore, the first five of these polynomials are algebraically independent, while for the last one we have \( I_{100} \in \{I_8, I_{16}, I_{24}, I_{32}, I_{100}\} \).

For a cubic surfaces in Sylvester form (2.3), the polynomials \( I_d \) are explicitly given as \( I_8 = \sigma_2^2 - 4\sigma_3\sigma_5, I_{16} = \sigma_1\sigma_5^3, I_{24} = \sigma_3\sigma_5^2, I_{32} = \sigma_2\sigma_5^6, I_{40} = \sigma_5^8, \) and \( I_{100} = \sigma_5^{16}v \). Here, \( \sigma_i \) are the elementary symmetric functions in the coefficients \( a_i \) of (2.3) and \( v = \prod_{i,j} (a_j - a_i) \) is the Vandermonde determinant. Eventually, the ring of invariants \( k[a_1]^{SL(4)} \) is computed as a subring of the ring of invariants \( k[a_0, \ldots, a_4]^H \) on the affine section of all cubics in Sylvester form under a finite group \( H \).

Corollary 4.2. The moduli space of semi-stable cubic surfaces is naturally isomorphic to the four-dimensional weighted projective space \( \mathbb{P}(1, 2, 3, 4, 5) \), so

\[
|O_{\mathbb{P}(3)}^w|^{\wedge} / SL(4) \cong \mathbb{P}(1, 2, 3, 4, 5).
\]

Proof. Salmon’s theorem shows that the invariant ring \( S := k[a_1]^{SL(4)} \) is generated by algebraically independent polynomials \( I_8, I_{16}, I_{24}, I_{32}, I_{100} \) and a further polynomial \( I_{100} \in \{I_8, I_{16}, I_{24}, I_{32}, I_{100}\} \). Since \( 8 \not| 100 \), one finds that the twisted ring \( S^{(8)} \) is isomorphic to \( k[I_8, I_{16}, I_{24}, I_{32}, I_{100}] \). This proves the assertion

\[
|O_{\mathbb{P}(3)}^w|^{\wedge} / SL(4) \cong \text{Proj}(S) \cong \text{Proj}(S^{(8)})
\]

\[
\cong \text{Proj}(k[I_8, I_{16}, I_{24}, I_{32}, I_{100}])
\]

\[
\cong \text{Proj}(k[y_1 : y_2 : y_3 : y_4 : y_5])
\]

\[
\cong \mathbb{P}(1, 2, 3, 4, 5),
\]

where the \( y_i \) are algebraically independent variables of degree \( i \). The last isomorphism is simply the definition of the weighted projective space \( \mathbb{P}(1, 2, 3, 4, 5) \). \( \square \)

As seen by the above description as a weighted projective space, the GIT compactification \( |O_{\mathbb{P}(3)}|^{w} / SL(4) \) of the moduli space \( M_{3,2} \) of smooth cubic surfaces has only finite quotient singularities. In higher dimensions, this is no longer the case.

According to Section 1.2.3, the discriminant \( \Delta = \Delta_{3,2} \) is an invariant homogeneous polynomial of degree 32 in the coefficients \( a_i \) of a cubic surface \( S = V(\sum a_i x^i) \). Thus, \( \Delta \) can be written in terms of \( I_8, I_{16}, I_{24}, \) and \( I_{32}, \) which was already done by Salmon [415] with minor corrections by Edge [171], see also [133, Sec. 6.4].

For all practical purposes, one can in fact replace \( I_{32} \) as a coordinate by the discriminant such that \( |O(3)|_{\text{sm}} / SL(4) \subset \mathbb{P}(1, 2, 3, 4, 5) = \text{Proj}(k[y_1, y_2, y_3, y_4, y_5]) \) is the open complement of the hyperplane \( V(y_4) = \mathbb{P}(1, 2, 3, 5) \).

The hypersurface in \( \mathbb{P}(1, 2, 3, 4, 5) \) defined by \( I_{100} \) parametrizes generically smooth cubic surfaces with exactly one Eckardt point, cf. Remark 3.10 and [158, Exa. 9.1.3 & Ch. 9.4.5].
Corollary 4.3. The moduli space of smooth cubic surfaces $M_{3,2}$ is isomorphic to the quotient $\mathbb{A}^4/\mu_4$, where the cyclic group $\mu_4 = \langle t \mid t^4 = 1 \rangle$ acts by $t \cdot (a_1, a_2, a_3, a_4) = (ta_1, t^2a_2, t^3a_3, ta_4)$.

From the above one deduces that $M_{3,2}$ is smooth outside the origin. The surface corresponding to the only singularity of $M_{3,2}$ was described by Naruki [370], see also [157, Ch. 10.7]. The other singular points of $\mathbb{P}(1,2,3,4,5)$ all correspond to singular cubic surfaces, see [133, Sec. 6.9 & 6.10]. Naruki’s description [370] of the moduli space was used by Colombo and van Geemen [124] to describe the Chow group of a certain moduli space of marked cubic surfaces.

Warning: The moduli stack $M_{3,2}$ of smooth cubic surfaces is not isomorphic to the natural Deligne–Mumford stack with $\mathbb{P}(1,2,3,4,5)$ as underlying coarse moduli space. Indeed, there is a divisor of smooth cubic surfaces with non-trivial automorphisms, see Remark 3.10, while the weighted projective space as non-trivial stabilizers only in the origin of the open subset $M_{3,2} \cong \mathbb{A}^4/\mu_4 \subset \subset \mathbb{P}(1,2,3,4,5)$ and its complement.

Remark 4.4. Dardanelli and van Geemen [133] exploit a classical construction to describe the moduli space of cubic surfaces. If a cubic surface $S \subset \mathbb{P}^3$ is given by the cubic polynomial $F(x_0, x_1, x_2, x_3)$, then the determinant of the Hessian $(\partial_i \partial_j F)$ describes a quartic surface $T \subset \mathbb{P}^3$. For a generic cubic surface, the Hessian is nodal and, therefore, its minimal resolution is a K3 surface, the transcendental and Picard lattices of which depend on the geometry of the cubic surface $S$. The approach was pursued further by Koike [280].

4.2 Stable cubic surfaces After having described the GIT quotient $|\mathcal{O}(3)|^{ss}//\text{SL}(4)$, one wants to know, of course, what it parametrizes. We know that all smooth cubic surfaces define stable points in $|\mathcal{O}(3)|$, but can one also understand all semi-stable cubic surfaces in analogy to the case of plane cubic curves? See Section 3.2.2 for the latter. This is a classical result already discussed by Hilbert [229], see also [157, 361] for the statement and [62, 356, 400] for complete proofs.

Theorem 4.5 (Hilbert). Let $S \subset \mathbb{P}^3$ be a cubic surface.

(i) The surface $S$ is stable if and only if $S$ is nodal, i.e. all its singularities are ordinary double points.

(ii) The surface $S$ is semi-stable if and only if every singularity of $S$ is either an ordinary double point or an $A_2$-singularity.

We will not go into the details of the proof, but let us at least indicate how to use the $A_2$-singularity, also called a cusp, is a singularity that locally analytically is given by $x_0^2 + x_1^2 + x_2^3$. 
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Hilbert–Mumford criterion, see Theorem 3.1.10, to prove that cubic surfaces $S \subset \mathbb{P}^3$ with at most ordinary double points as singularities are stable.

Assume that $S := V(F) \subset \mathbb{P}^3$ is integral and defines a point $x \in |O(3)|$ that is not stable, i.e. such that there exists a non-trivial $\lambda : \mathbb{G}_m \to \text{SL}(4)$ with $\mu(x, \lambda) \leq 0$. After a linear coordinate change we may assume that the action is diagonal and the induced action on the linear coordinates is given by

$$\lambda(t)(x_j) = t^{r_j} x_j$$

with $r_0 \leq \ldots \leq r_3$ and $\sum r_j = 0$. Then, on a cubic polynomial $F = \sum a_I x^I$ the action is given by $\lambda(t)(F) = \sum a_I t^{r_I} x^I$, where $I = (i_0, \ldots, i_3)$, $\sum i_j = 3$, and $r_I := \sum r_j i_j$. By an elementary computation, see e.g. [54, Prop. 6.5], one shows that $\mu(x, \lambda) \leq 0$ implies that $[1 : 0 : 0 : 0] \in S$ is either a non-ordinary double point or a cusp.

**Remark 4.6.** (i) In fact, it turns out that all semi-stable cubic surfaces that are not stable give the same point in $|O_{\mathbb{P}^3}(3)|^{ss} // \text{SL}(4)$. More precisely, the only semi-stable non-stable cubic surface with a closed orbit is the surface $V(x_0^3 - x_1 \cdot x_1 \cdot x_2)$ up to coordinate change, see [356, Thm. 7.24].

(ii) Also recall from Remark 2.16 and Remark 1.5.17, that the maximal number of ordinary double points of an otherwise smooth cubic surface is four. The maximal number four is only achieved by the Cayley cubic which with the above convention corresponds to a point of the form $[y_0 : y_1 : y_3 : 1 : y_5] \in \mathbb{P}(1, 2, 3, 4, 5)$. The explicit computation of the coordinates is easy but not particularly enlightening.

(iii) The loci of semi-stable cubic surfaces with a given number of nodes and cusps has been investigated by Nguyen [456]. For example, the maximal number of cusps is three and surfaces with one node and two cusps can be realized as a specialization of a cubic with two cusps or alternatively of a cubic with two nodes and one cusp.

### 4.3 Period description via cubic threefolds

The Hodge structure of a smooth cubic surface $S$ carries no information. Indeed, $H^2(S, \mathbb{Z}) \cong \text{NS}(S)$ is independent of the particular surface $S$. Nevertheless, a simple trick allows one to associate with $S$ a Hodge structure of weight one which knows everything about $S$. This beautiful idea was first exploited by Allcock, Carlson, and Toledo [14] and later further explored by Dolgachev, van Geemen, and Kondô [160], Kudla and Rapoport [289], Achter [2], Zheng [499], and others. Eventually, it leads to a description of the moduli space of smooth cubic surfaces as an open subset of an arithmetic ball quotient. We will use results that will be explained only in Section 5.4. So the reader might want to skip this section and come back to it later. Similar ideas allowing to pass from cubic threefolds to cubic fourfolds will be discussed in Section 6.6.1.

We follow the construction in Section 1.5.6 and consider the cyclic triple cover

$$Y \to \mathbb{P}^3 \supset S$$

branched over the smooth cubic surface $S \subset \mathbb{P}^3$. We view the Hodge structure $H^3(Y, \mathbb{Z})$
Exercise 4.7. Assume \( f: S \to S' \) is an isomorphism between two smooth cubic surfaces. Show that there exists an equivariant isomorphism \( \tilde{f}: Y \to Y' \) between their associated cubic threefolds, and hence a Hodge isometry \( H^3(Y, \mathbb{Z}) \to H^3(Y', \mathbb{Z}) \) of \( \mathbb{Z}[\rho] \)-modules. The isomorphism \( \tilde{f} \) is canonical up to the action of \( \rho \) and restricts to \( f|_S = f \).

The following discussion is based on some basic linear algebra which we spell out for the reader’s convenience. First recall that the primitive third root of unity \( \rho \) satisfies \( 1 + \rho + \rho^2 = 0 \) and \( \rho^3 = \rho^{-1} = \bar{\rho} \). Then the ring of Eisenstein integers \( \mathbb{Z}[\rho] \subset \mathbb{C} \) contains \( \theta := \rho - \rho^2 = \sqrt{-3} = i \sqrt{3} \), which can also be written as \( \theta = 2\rho + 1 \). Its complex conjugate satisfies \( \bar{\theta} = -\theta \). Also recall that the units in \( \mathbb{Z}[\rho] \) are \( \pm 1, \pm \rho, \) and \( \pm \rho^2 \). In other words, \( \mathbb{Z}[\rho]^* = \langle -\rho \rangle \equiv \mu_6 \).

Note that for \( \iota \) the analogous equation \( 1 + \iota + \iota^2 = 0 \) holds. As the invariant part of its action on \( H^3(Y, \mathbb{C}) \) is \( H^3(\mathbb{P}^3, \mathbb{C}) = 0 \), its eigenspace decomposition has the form

\[
H^3(Y, \mathbb{C}) = H_\rho \oplus H_{\rho^2} = (H^2_{\rho^1} \oplus H^1_{\rho^2}) \oplus (H^2_{\rho^2} \oplus H^1_{\rho^2}),
\]

where the two eigenspaces are complex conjugates of each other and both are of dimension five.

Abusing the notation, we introduce another endomorphism of \( H^3(Y, \mathbb{Z}) \) as \( \theta := \iota - \iota^2 = 2\iota + \text{id} \). For its action we write \( \theta(a) \), which should not be confused with the simple multiplication \( \theta \cdot a \) for classes \( a \in H^3(Y, \mathbb{C}) \). Observe that (4.1) is also the eigenspace decomposition for the action of \( \theta \), more precisely \( \theta(a) = \theta \cdot a \) for \( a \in H_\rho \) and \( \theta(a) = -\theta \cdot a \) for \( a \in H_{\rho^2} \). In particular, \( \theta^2(a) = \theta^2 \cdot a = -3a \) for all classes \( a \in H^3(Y, \mathbb{Z}) \).

The endomorphism \( \iota \) is a symplectic isometry, i.e., it satisfies \( \left(\iota(a), \iota(b)\right) = (a, b) \) or, equivalently, \( \left(\iota(a), b\right) = (a, \iota^2(b)) \), which for \( \theta \) becomes \( \left(\theta(a), b\right) = -(a, \theta(b)) \).

To start, we will only use that \( \Gamma := \text{Aut}(H^3(Y, \mathbb{Z})) \) is a unimodular symplectic lattice with an action of \( \mathbb{Z}[\rho] \) enjoying the above properties, the rank is of no importance for now. Then, following [14, §4], cf. [54, §3], one defines the pairing

\[
h: \Gamma \times \Gamma \to \mathbb{Z}[\rho], \quad h(a, \beta) := \frac{(\theta(a), \beta) + \theta \cdot (a, \beta)}{2},
\]

for which one proves a number of easy facts.

- The first thing to prove is that \( h \) really takes values in \( \mathbb{Z}[\rho] \). This is left to the reader.
- Next, one checks that

\[
h(a, \beta) = \overline{h(\beta, a)}.
\]
Indeed, \((\theta(\alpha),\beta) + \theta(\alpha,\beta) = -(\beta,\theta(\alpha)) - \theta(\beta,\alpha) = (\theta(\beta),\alpha) + \theta(\alpha,\beta) = (\theta(\beta),\alpha) + \theta(\alpha,\beta)\).

- The form \(h\), is \(\mathbb{Z}[\rho]\)-linear in the first component, i.e. \(h(\alpha,\beta) = \rho \cdot h(\alpha,\beta)\) or, equivalently,
  \[h(\theta(\alpha),\beta) = \theta \cdot h(\alpha,\beta).\]

Indeed, \((\theta^2(\alpha),\beta) + \theta \cdot (\theta(\alpha),\beta) = (\theta^2 \cdot \alpha,\beta) + \theta \cdot (\theta(\alpha),\beta) = \theta \cdot (\theta(\alpha,\beta) + (\theta(\alpha),\beta)).\)

Altogether, we now have proved that \(h\) is a \(\mathbb{Z}[\rho]\)-hermitian form, i.e. its bilinear extension under \(\mathbb{Z}[\rho] \subset \mathbb{C}\) is a hermitian form on the complex vector space \(\Gamma \otimes_{\mathbb{Z}[\rho]} \mathbb{C}\) of dimension \((1/2) \cdot \dim \mathbb{C}\).

- The eigenspaces \(H_{\rho}\) and \(H_\rho^\perp\) are isotropic with respect to the \(\mathbb{C}\)-linear extension of the symplectic pairing \((\ ,\ )\) and, therefore, also with respect to \(h\). For example, if \(\alpha,\beta \in H_\rho\), then \(\theta \cdot (\alpha,\beta) = (\theta \cdot \alpha,\beta) = (\theta(\alpha,\beta)) = -(\alpha,\theta(\beta)) = -(\alpha,\beta) = -\theta(\alpha,\beta)\) and hence \((\alpha,\beta) = 0\). For the second part use that the endomorphism \(\theta\) preserves \(H_{\rho}\).

- Consider the \(\mathbb{Z}[\rho]\)-linear composition \(j: \Gamma \hookrightarrow \Gamma \otimes_{\mathbb{Z}} \mathbb{C} \twoheadrightarrow H_{\rho}\). If the complex vector space \(H_{\rho}\) is endowed with the hermitian form
  \[h'(\gamma,\delta) := \theta \cdot (\gamma,\delta) = i \sqrt{3} \cdot (\gamma,\delta),\]
then \(j\) is isometric with respect to \(h\) on \(\Gamma\) and \(h'\) on \(H_{\rho}\). Indeed, since the two eigenspaces \(H_{\rho}\) and \(H_{\rho}^\perp\) are \(h\)-isotropic and \(\alpha = j(\alpha) + j(\alpha)\), etc., we have \(h(\alpha,\beta) = h(j(\alpha), j(\alpha)) + h(\bar{j}(\alpha), j(\beta)) = \theta(\alpha,\beta) = -\theta(\alpha,\beta)\) and hence \((\alpha,\beta) = 0\). For the second part use that the endomorphism \(\theta\) preserves \(H_{\rho}\).

For dimension reasons, the linear extension gives rise to a hermitian isomorphism \(\Gamma \otimes_{\mathbb{Z}[\rho]} \mathbb{C} \cong H_{\rho}\), which in our geometric setting reads
  \[H^3(Y,\mathbb{Z}) \otimes_{\mathbb{Z}[\rho]} \mathbb{C} \cong H^3(Y)_{\rho}.\]

The next step is not a purely linear algebra statement, it needs the cubic threefold in the background.

- The decomposition \(H_{\rho} = H_{\rho}^{2,1} \oplus H_{\rho}^{1,2}\) is \(h'\)-orthogonal. Furthermore, \(H_{\rho}^{2,1}\) is of dimension four and positive definite with respect to \(h'\), while \(H_{\rho}^{1,2}\) is an \(h'\)-negative line. The signs are deduced from a local computation showing that, for example, for \(\alpha = dz_1 \wedge dz_2 \wedge dz_3\) one has \(i \cdot \alpha \wedge \bar{\alpha} = i \cdot dz_1 \wedge dz_2 \wedge dz_2 \wedge dz_3 \wedge dz_3\) which is positive when integrated over any disk. The dimensions are easily computed by applying a result of Griffiths, see Lemma 1.4.23 and Example 1.4.24: The residue gives an isomorphism \(H^{2,1}(Y) \cong H^0(\mathbb{P}^4, O(1))\) which is compatible with the action of \(\rho\). Since the invariant part of the right hand side is of dimension four, this shows \(\dim H_{\rho}^{2,1} = 4\). As \(\dim H_{\rho} = 5\), it also proves \(\dim H_{\rho}^{1,2} = 1\).

**Exercise 4.8.** As a continuation of Exercise 4.7, show that any automorphism of a smooth cubic surface \(S\) for which the induced automorphism of \(H^3(Y,\mathbb{Z})\) is given by multiplication by a unit in \(\mathbb{Z}[\rho]\) is itself the identity. This corresponds to the statement that automorphisms of a framed cubic surface are trivial, see [54, Cor. 3.4].
• There exists an isometry 

\[(H^3(Y, \mathbb{Z}), h) \simeq \mathbb{Z}[\rho]^{4,1} := (\mathbb{Z}[\rho]^{4,5}, h^{4,1})\]

of \(\mathbb{Z}[\rho]\)-modules such that under its \(\mathbb{C}\)-linear extension \(H^3(Y, \mathbb{Z}) \otimes \mathbb{C} \simeq \mathbb{C}^{4,5}\) the hermitian form \(h\) corresponds to the standard form \(-x_0\bar{y}_0 + \sum_{i=1}^4 x_i\bar{y}_i\), i.e. to \(\mathbb{C}^{4,1}\). This relies on the fact that \(h\) is a unimodular \(\mathbb{Z}[\rho]\)-lattice and some general classification results for those. We refer to [54, Prop. 2.6] for details and references. In fact, with minor modifications, everything that follows would also work if the isomorphism type of the \(\mathbb{Z}[\rho]\)-lattice were something else, as long as the signature is unchanged.

Recall from Remark 1.5.22 that the generic cubic surface \(S\) is uniquely determined by its associated cubic threefold \(Y\). Combined with the global Torelli theorem for cubic threefolds, see Section 5.4.2, this immediately proves already the following global Torelli type theorem [14] for generic smooth cubic surfaces.

**Theorem 4.9** (Allcock–Carlson–Toledo). For two smooth cubic surfaces \(S, S' \subset \mathbb{P}^3\) and their associated cubic threefolds \(Y, Y' \subset \mathbb{P}^4\) the following conditions are equivalent:

(i) There exists an isomorphism \(S \simeq S'\).
(ii) There exists a \(\mathbb{Z}[\rho]\)-equivariant Hodge isometry \(H^3(Y, \mathbb{Z}) \simeq H^3(Y', \mathbb{Z})\).
(iii) There exists a \(\mathbb{Z}[\rho]\)-equivariant isomorphism \((J(Y), \mathbb{Z}) \simeq (J(Y'), \mathbb{Z})\) of polarized abelian varieties.

The proof of the full result uses moduli spaces, period domains, and period maps. We briefly outline the argument. If \(M_2 := M_{3,2} = U/\text{PGL}(4)\) with \(U = \langle \mathcal{O}(3) \rangle_{\text{sm}}\) denotes the moduli space of smooth cubic surfaces, then one defines the moduli space of framed smooth cubic surfaces \(\tilde{M}_2 := \tilde{U}/\text{PGL}(4)\) as the quotient of the space

\[\tilde{U} := \{ (S, \varphi) \mid S \in U, \varphi: H^3(Y, \mathbb{Z}) \longrightarrow \mathbb{Z}[\rho]^{4,1} \}\]

by the natural action of \(\text{PGL}(4)\), which according to Exercise 4.8 is free. Here, \(Y\) is the cubic threefold associated with \(S\) and \(\varphi\) is an isometry of the two hermitian \(\mathbb{Z}[\rho]\)-lattices up to the action of \(\mu_6 \simeq \mathbb{Z}[\rho]^*\).

The period map for smooth cubic surfaces is the holomorphic map

\[\tilde{P}: \tilde{M}_2 \longrightarrow \mathbb{B}^4 \subset \mathbb{P}(\mathbb{C}^{4,1})^*, (S, \varphi) \longmapsto \varphi(H^{2,1}(Y))\]

(4.2)

that sends a framed smooth cubic surface to the hyperplane given by \(\varphi(H^{2,1}(Y)) \subset \mathbb{Z}[\rho]^{4,1} \otimes \mathbb{C} \simeq \mathbb{C}^{4,1}\). Here, the open subset \(\mathbb{B}^4\) parametrizes all positive hyperplanes. It is naturally identified (anti-holomorphically) with the complex four-dimensional ball \(|z| \mid \sum |z|^2 < 1\) \(\subset \mathbb{C}^4\). Indeed, a positive hyperplane \(H \subset \mathbb{C}^{4,1}\) is determined by its hermitian orthogonal, which is a negative line spanned by a vector \(z\) (unique up to scaling) with \(\sum_{i=1}^4 |z_i|^2 < |z_0|^2\). After normalizing \(z_0 = 1\), the latter becomes \(\sum |z_i|^2 < 1\).
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The period map is compatible with the action of the discrete projective unitary group 
\( \text{PU} := \text{U}(\mathbb{Z}[\rho]^{4,1})/\mu_6 \) on both sides and thus descends to the period map

\[
\mathcal{P} : M_2 \to \text{PU} \setminus \mathbb{B}^4. \tag{4.3}
\]

The key observation is that with any point in \( \mathbb{B}^4 \) one can associate a point in the five-dimensional upper half plane \( \mathbb{H}_5 \). In terms of Hodge structures of weight one, it is described by sending a positive hyperplane \( H \subset \mathbb{C}^{4,1} \) to \( H \oplus \bar{H}^\perp \subset \mathbb{C}^{10} \), where the orthogonal complement is taken with respect to the hermitian structure. This causes the map \( \mathbb{B}^4 \to \mathbb{H}_5 \) to depend holomorphically on \( H \). Since for \( H = H^{2,1}(Y) \), one has \( \bar{H}^\perp = (H^{1,2})^\perp = H^{2,1}(Y)_{\mu_6} \) and hence \( H \oplus \bar{H}^\perp = H^{2,1}(Y) \), this gives rise to a commutative diagram

\[
\begin{array}{ccc}
M_2 & \xrightarrow{\mathcal{P}} & \text{Sp}(10, \mathbb{Z}) \setminus \mathbb{H}_5 \\
\downarrow & & \downarrow p_3 \\
M_3 & \xleftarrow{\tilde{\mathcal{P}}} & \tilde{M}_2 \to \text{PU} \setminus \mathbb{B}^4
\end{array}
\]

Here, \( \mathcal{P}_3 : M_3 \to A_5 \approx \text{Sp}(10, \mathbb{Z}) \setminus \mathbb{H}_5 \) is the period map for cubic threefolds that sends a smooth cubic threefold \( Y \) to its intermediate Jacobian \( J(Y) \). The global Torelli theorem proves that this map is closed embedding, see Example 3.3.4 and Section 5.2.

Since \( M_2 \to M_3 \), sending \( S \) to the associated triple cover \( Y \to \mathbb{P}^3 \), is generically injective, cf. Remark 1.5.22, the same holds true for the composition \( M_2 \to \text{Sp}(10, \mathbb{Z}) \setminus \mathbb{H}_5 \) and hence for (4.3). On the other hand, a version of the infinitesimal Torelli theorem implies that (4.2) is unramified, i.e. its tangent maps are injective. Since both, \( \tilde{M}_2 \) and \( \mathbb{B}^4 \) are smooth of dimension four, one finds that (4.2) is a local isomorphism. Altogether this proves that (4.3) is an open embedding of complex analytic spaces or, by applying Baily–Borel, of quasi-projective varieties.

In fact, instead of working with the coarse moduli scheme \( M_2 \) of smooth cubic surfaces, one can refine the above discussion to work on the level of stacks. Again the period map defines an open embedding of smooth analytic Deligne–Mumford stacks

\[
M_2 \hookrightarrow [\text{PU} \setminus \mathbb{B}^4],
\]

see Section 3.1.6. The crucial observation here is a result by Zheng [499, Prop. 6.1] proving that the natural map that associates with an automorphism of a cubic surface \( S \) an automorphism of the corresponding triple cover \( Y \to \mathbb{P}^3 \) and hence an automorphism of its intermediate Jacobian induces an isomorphism

\[
\text{Aut}(S) \to \text{Aut}(J(Y), \iota)/\mu_6.
\]

Here, \( \text{Aut}(J(Y), \iota) \) is the group of polarized automorphisms commuting with the action of the covering endomorphism \( \iota \).
Remark 4.10. The preceding discussion is complemented by the description of the image of (4.3). According to Allcock, Carlson, and Toledo [14], see also Beauville’s exposition [54], one has

\[ \mathcal{P} : M_2 \longrightarrow \text{PU} \setminus (\mathbb{B}^4 \setminus \mathcal{H}). \]

Here, \( \mathcal{H} := \bigcup \delta^i \) is the set of all hyperplanes \( H \subset \mathbb{C}^4 \) containing some element \( \delta \in \mathbb{Z}[\rho]^{4,1} \) with \( h^{1,1}(\delta, \delta) = 1 \). It turns out that all such classes \( \delta \) are contained in the same orbit of the \( \text{U}(\mathbb{Z}[\rho]^{4,1}) \)-action, so that \( M_2 \) is isomorphic to the complement of an irreducible divisor \( \text{PU} \setminus \mathcal{H} \subset \text{PU} \setminus \mathbb{B}^4 \).

(i) To show that \( \mathcal{P}(M_2) \) is contained in the complement of \( \bigcup \delta^i \), observe first that for a class \( \delta \in H^3(Y, \mathbb{Z}) \) with \( f(\delta) \in H^{1,2}(Y) \), the map \( \mathcal{C} \longrightarrow H^{1,2}(Y) \), \( 1 \mapsto j(\delta) \) defines a morphism

\[ E_\rho := \mathbb{C}/[\mathbb{Z}[\rho]] \longrightarrow J(Y) = H^{1,2}(Y)/H^3(Y, \mathbb{Z}). \tag{4.4} \]

By Exercise 5.4.8, the intermediate Jacobian \( J(Y) \) is an irreducible principally polarized abelian variety and, in particular, it cannot split off the elliptic curve \( E_\rho \) with its canonical principal polarization. Thus, (4.4) cannot respect the principal polarizations. Since the principal polarizations on the two sides are given by the intersection pairing on \( H^1(E_\rho, \mathbb{Z}) \) respectively \( H^1(Y, \mathbb{Z}) \), the morphism (4.4) is polarized if and only if the images \( \delta, i(\delta) \in H^3(Y, \mathbb{Z}) \) of \( 1, \rho \in \mathbb{Z}[\rho] = H^1(E_\rho, \mathbb{Z}) \) satisfy \( (\delta, i(\delta)) = -1 \). The latter is equivalent to \(-\theta \cdot (j(\delta), j(\delta)) = (\rho^2 - \rho) \cdot (j(\delta), j(\delta)) = (j(\delta), j(i(\delta))) + (j(\delta), j(i(\delta))) = -1 \). A computation reveals that \( h(\delta, \delta) = 1 \) is equivalent to \( \theta \cdot (j(\delta), j(\delta)) = 1 \), which shows that for a smooth cubic surface \( S \) the associated cubic threefold \( Y \) does not admit a class \( \delta \in H^3(Y, \mathbb{Z}) \) with \( f(\alpha) \in H^{1,2}(Y)_\rho \) and \( h(\delta, \delta) = 1 \).

(ii) The other inclusion is more subtle, see [54, §7] for a detailed exposition or the original [14, §9]. For this the period map has to be extended to an isomorphism of the stable locus

\[ M_2 = |\mathcal{O}_{\mathbb{P}^3}(3)|_{\text{ss}}/\text{PGL}(4) \subset |\mathcal{O}_{\mathbb{P}^3}(3)|_{\text{ns}}/\text{PGL}(4) \longrightarrow \text{PU} \setminus \mathbb{B}^4 \]

and in fact to an isomorphism

\[ |\mathcal{O}_{\mathbb{P}^3}(3)|_{\text{ns}}/\text{PGL}(4) \longrightarrow \text{PU} \setminus \mathbb{B}^4 \]

of the projective moduli space of all semi-stable cubic surfaces with the Baily–Borel compactification. This makes use of the description of all stable and semi-stable cubic surfaces as outlined in the previous section.

For a comparison of various natural compactifications of the moduli space of smooth cubic surfaces see Zhang’s thesis [498] or the recent article [108].
Remark 4.11. Another approach to a period description of the moduli space of cubic surfaces was proposed by Dolgachev, van Geemen and Kondo [160]. Instead of associating with a cubic surface $S \subset \mathbb{P}^3$ a cubic threefold $Y \rightarrow \mathbb{P}^3$, they consider a K3 surface $\tilde{T}$ obtained as the minimal resolution of the double plane $T \rightarrow \mathbb{P}^2$ branched over the curve defined by $x_2 \cdot (x_1^3 \cdot F_2(x_0, x_1) + F_5(x_0, x_1))$, see Remark 2.12. Here, $F_5$ defines the discriminant divisor of the quadric fibration $\phi: S \rightarrow \mathbb{P}^1$ from a chosen line $L \subset S$ and $F_2$ describes the branch locus of the degree two morphism $\phi: L \rightarrow \mathbb{P}^1$.

In terms of Hodge structures, the difference between the two approaches is that the one by Allcock, Carlson, and Toledo uses Hodge structures of weight one, while the one by Dolgachev, van Geemen, and Kondo works with Hodge structures of weight two. A detailed period description of the moduli space of all elliptic K3 surfaces with a section, can be found in [160, §6]. The final result describes the moduli space of smooth cubic surfaces again as an open subset of a ball quotient.
Cubic threefolds

This chapter is devoted to cubic hypersurfaces \( Y \subset \mathbb{P}(V) \cong \mathbb{P}^4 \) of dimension three. We will be mostly interested in smooth ones, but (mildly) singular ones will also make an appearance. Cubic threefolds and their Fano surfaces of lines have a long and distinguished history in algebraic geometry, going back to the Italian school, especially Gino Fano [177], and to the landmark article of Clemens and Griffiths [120]. The latter proves irrationality of all smooth cubic threefolds and introduces the intermediate Jacobian as an effective tool in complex algebraic geometry. Cubic threefolds have also served as a testing ground for the Weil conjectures already in [81] and their geometry has been investigated in detail in the series of papers of Beauville [42, 43], Tyurin [446, 447, 448], and Murre [364, 365].

Before getting started, we collect the basic facts on cubic threefolds that follow from the general theory as presented in previous chapters. We will typically work over \( \mathbb{C} \).

0.1 Invariants of cubic threefolds  

The canonical bundle of a smooth cubic threefold \( Y \subset \mathbb{P}^4 = \mathbb{P}(V) \) is easily computed as \( \omega_Y \cong \mathcal{O}_Y(-2) \), which is the square of the ample generator of \( \text{Pic}(Y) \cong \mathbb{Z} \cdot \mathcal{O}_Y(1) \), see Lemma 1.1.6 and Corollary 1.1.9. The non-trivial Betti numbers of \( Y \) are

\[
\begin{align*}
b_0(Y) &= b_2(Y) = b_4(Y) = b_6(Y) = 1, \quad \text{and} \quad b_3(Y) = 10 
\end{align*}
\]

and, therefore, its Euler number is \( e(Y) = -6 \), see Section 1.1.3. For the even Betti numbers one can be more precise:

\[
\begin{align*}
H^2(Y, \mathbb{Z}) &= \mathbb{Z} \cdot h \quad \text{and} \quad H^4(Y, \mathbb{Z}) = \mathbb{Z} \cdot (h^2/3),
\end{align*}
\]

where \( h \) is the restriction of the hyperplane class. Note that \( h^2/3 \) is an integral algebraic class, see Remark 1.1.3. Furthermore, the middle degree Hodge numbers are

\[
\begin{align*}
h^{3,0}(Y) &= h^{0,3}(Y) = 0 \quad \text{and} \quad h^{2,1}(Y) = h^{1,2}(Y) = 5.
\end{align*}
\]
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The linear system of all cubic threefolds is \(|\mathcal{O}_{\mathbb{P}^4}(3)| \cong \mathbb{P}^3\) and the moduli space of smooth cubic threefolds is of dimension ten, see Section 1.1.2. Furthermore, the universal deformation space \(\text{Def}(Y)\) of a smooth cubic threefold is smooth of dimension ten. More precisely, \(\dim H^1(Y, \mathcal{T}_Y) = 10\) and \(H^2(Y, \mathcal{T}_Y) = 0\), see Remark 1.3.13.

0.2 Invariants of their Fano variety

As for cubic surfaces and maybe even more so, the geometry of lines on cubic threefolds is particularly rich and interesting. In dimension three however, every point is contained in a line and a generic point is contained in exactly six lines, cf. Example 2.5.12. As for a smooth cubic threefold \(\text{Pic}(Y) \cong \mathbb{Z} \cdot \mathcal{O}_Y(1)\), there are no planes contained in \(Y\), see also Remark 2.1.7.

The general theory of Fano varieties of lines as outlined in the Chapter 2 provides us with detailed and useful information:

(i) The Fano variety of lines \(F \cong F(Y)\) of a smooth cubic threefold \(Y\) is an irreducible, smooth, projective surface, the Fano surface of \(Y\).

(ii) The canonical bundle \(\omega_F\) of \(F\) is ample. It is isomorphic to the Plücker polarization induced by \(F \hookrightarrow \mathbb{P}(\Lambda^2 V) \cong \mathbb{P}(\mathcal{O}(1))\), see Lemma 2.3.1:

\[
\omega_F \cong \mathcal{O}_F(1). \tag{0.1}
\]

(iii) The degree of the Fano variety \(F\) with respect to the natural Plücker polarization \(g = c_1(\mathcal{O}_F(1))\) is, cf. Section 2.4.3:

\[
\deg(F) = \int_F g^2 = 45. \tag{0.2}
\]

(iv) The Euler number of the Fano surface is \(e(F) = 27\), see Proposition 2.4.6 and Section 2.1 below.

(v) The Hodge diamond of \(F\) up to the middle is, cf. Section 2.4.6:

\[
\begin{array}{c}
1 \\
10 \\
45 \\
10 \\
5 \\
5 \\
1
\end{array}
\]

Note that the Noether formula \(\chi(\mathcal{O}_F) = \int_F (1/12)(c_1^2(F) + c_2(F))\) combined with the last two assertions provides another proof of the degree formula (0.2).

(vi) The universal family of lines on \(Y\) comes with two projections

\[
F(Y) \leftarrow^p \mathbb{P} \quad \text{and} \quad q \rightarrow^q Y,
\]

where the morphism \(q: \mathbb{P} \rightarrow Y\) is generically finite of degree six, cf. Lemma 2.5.11 and Example 2.5.12. It can be shown that at least for the generic cubic threefold the Galois group of \(q: \mathbb{P} \rightarrow Y\) is the symmetric group \(\mathfrak{S}_6\).\(^1\)

\(^1\) I wish to thank F. Gounelas for providing an argument that will appear in a forthcoming paper.
The Fano correspondence \( \varphi = p_* \circ q^* : H^3(Y, \mathbb{Q}) \to H^1(F, \mathbb{Q})(-1) \) has the following property, see Proposition 2.5.5:

\[
(\alpha, \beta) = -\frac{1}{6} \int_F \varphi(\alpha) \cdot \varphi(\beta) \cdot g.
\]

There exist isomorphisms of Hodge structures, cf. Section 2.4.6,

\[
H^3(Y, \mathbb{Q})(1) \simeq H^1(F(Y), \mathbb{Q}) \quad (0.3)
\]

and \( \bigwedge^2 H^3(Y, \mathbb{Q})(2) \simeq \bigwedge^2 H^1(F(Y), \mathbb{Q}) \simeq H^2(F(Y), \mathbb{Q}) \). \( (0.4) \)

The isomorphism in (0.3) can be obtained via the Fano correspondence, see Proposition 2.5.5, or, alternatively, via the motivic approach in Section 2.4.6. The first isomorphism in (0.4) is deduced by taking exterior products of (0.3) and for the second see Lemma 2.5 below. The isomorphisms (0.3) and (0.4) will be upgraded to isomorphisms of integral Hodge structures in the course of this chapter.

For a very general cubic threefold \( Y \), the only rational Hodge classes in \( \bigwedge^2 H^3(Y, \mathbb{Q}) \) are multiples of the one given by the intersection product on \( Y \), see Remark 1.2.13.

Hence, by virtue of (0.4), the Picard number of the Fano surface is \( \rho(F(Y)) = \text{rk} \text{NS}(F(Y)) = 1 \) in this case.

### 0.3 Chow groups and Chow motives

The rational Chow motive of a smooth cubic threefold \( Y \) splits as, see Remark 1.1.11:

\[
b(Y) \simeq \bigoplus_{j=0}^{6} b^j(Y) = \bigoplus_{i=0}^{3} \mathbb{Q}(-i) \oplus b(Y)_{\text{pr}}.
\]

For the Chow groups we have

\[
\text{CH}^3(Y) \simeq \text{CH}^1(Y) \simeq \text{CH}^3(Y) \simeq \mathbb{Z}.
\]

The only non-trivial Chow group is \( \text{CH}^2(Y) \) resp. \( \text{CH}^2(Y) \otimes \mathbb{Q} \simeq \text{CH}(b(Y)_{\text{pr}}) \), which can be determined using arguments specific to cubic threefolds. However, its structure can also be deduced from general principles, see Corollary 3.16.

The Chow motive of the Fano surface \( F(Y) \) was described in Section 2.4.2 by

\[
b(F(Y))(-2) \oplus b(Y) \oplus b(Y)(-3) \simeq S^2 b(Y).
\]
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1 Lines on the cubic and curves on its Fano surface

The Fano surface $F(Y)$ of a cubic threefold $Y$ parametrizes all lines $L \subset \mathbb{P}^4$ contained in the cubic $Y$. Such lines can be of the first or of the second type, see Section 2.2, i.e.

$$N_{L/Y} \cong \mathcal{O}_L \oplus \mathcal{O}_L \text{ or } N_{L/Y} \cong \mathcal{O}_L(1) \oplus \mathcal{O}_L(-1).$$

We study natural curves in $F(Y)$ of a smooth cubic threefold $Y \subset \mathbb{P}^4$ over an arbitrary algebraically closed field. Firstly, there is the curve of lines of the second type $R = F_2(Y) \subset F(Y)$, cf. Section 2.2.2. Its pre-image in $L$ is the ramification divisor of the second projection $q: L \rightarrow Y$, see Corollary 2.2.15 and Section 1.1 below. Secondly, for each line $L \subset Y$ one considers the closure $C_L \subset F(Y)$ of the curve of all lines $L \not\subset Y$ intersecting $L$. It comes with a natural fixed point free involution, the quotient of which is the discriminant curve of the linear projection of $Y$ from $L$.

1.1 Lines of the second type

To understand the geometry of $F = F(Y)$, we need to study the surjective morphism $q: L \rightarrow Y$. Note that both varieties are smooth projective and of dimension three. Therefore, the ramification locus $R(q) \subset L$ of $q$, i.e. the closed set of points in which $q$ fails to be smooth, is a surface (or, possibly, empty, which it is not).

According to Corollary 2.2.15, we know already that $R(q)$ is the restriction $L_2$ of the universal line $L$ to the subvariety $R = F_2(Y) \subset F(Y)$ of lines of the second type, but it is instructive to see the traditional line of arguments in dimension three which provides us with more precise information.

**Proposition 1.1.** The ramification divisor $R(q) \subset L$ of the morphism $q: L \rightarrow Y$ is an element in the linear system $|p^*\mathcal{O}_F(2)|$. It is the pre-image of a curve $R \subset F(Y)$ in the linear system $|\mathcal{O}_F(2)|$.

**Proof** Note that $R(q)$, and hence $R$, cannot be empty. Indeed, otherwise $L \rightarrow Y$ would be an étale covering of degree six of the simply connected threefold $Y$. As $F(Y)$ and $L$ are connected, see Proposition 2.3.4, Exercise 2.3.7, and Example 2.4.21, this is absurd.

We consider the differential of $q$ as a morphism of sheaves $dq: T_L \rightarrow q^*T_Y$. Then by definition, $R(q)$ is the zero locus of $\det(dq): \det(T_L) \rightarrow q^*\det(T_Y)$, which we consider as a section of $\omega_L \otimes q^*\omega_Y$.

Now, applying $q^*\omega_Y = q^*\mathcal{O}_Y(2) \cong \mathcal{O}_F(2)$, cf. the proof of Lemma 2.5.1, and using (0.1) gives

$$\omega_L \cong \omega_F \otimes p^*\omega_F = p^*\det(S_F) \otimes \mathcal{O}_F(-2) \otimes p^*\mathcal{O}_F(1),$$

where we also make use of the Euler sequence $0 \rightarrow \mathcal{O}_L \rightarrow p^*S_F \otimes \mathcal{O}_F(1) \rightarrow T_F \rightarrow 0$. 

for the projective bundle \( p: \mathbb{L} \to \mathbb{P}(S_f) \to F \). Therefore, \( \omega_{\mathbb{L}} \otimes q^* \omega_Y \approx p^* \mathcal{O}_F(2) \) and hence \( \det(dq) \in H^0(\mathbb{L}, p^* \mathcal{O}_F(2)) \cong H^0(F, \mathcal{O}_F(2)) \). \( \square \)

**Remark 1.2.** Proposition 1.1 goes back to Fano. In [120, Sec. 10] the argument uses the observation that the pre-image \( q^{-1}(S) \) of the generic hyperplane section \( S \coloneqq Y \cap \mathbb{P}^3 \) is the blow-up \( p: q^{-1}(S) \to F(Y) \) in the 27 points \( \ell_i \in F(Y) \) corresponding to the 27 lines \( \ell_i \subset S \) contained in the cubic surface \( S \):  

\[
\text{Bl}_{(\ell_1, \ldots, \ell_{27})}(F(Y)) \to S = Y \cap \mathbb{P}^3.
\]

The kernel of the tangent map \( T_{(L,x)} \mathbb{L} \to T_x Y \) at a point \((L, x) \in \mathbb{L} \subset F \times Y\) is the space of first order deformations of \( L \subset Y \) through \( x \in L \). This space is naturally isomorphic to the subspace \( H^0(L, \mathcal{N}_{L/Y} \otimes \mathcal{I}_x) \subset H^0(L, \mathcal{N}_{L/Y}) \), cf. [281, Thm. II.1.7] or Remark 2.1.11. As the ideal sheaf \( \mathcal{I}_x \) of \( x \in L \approx \mathbb{P}^1 \) is isomorphic to \( \mathcal{O}_L(-1) \), this space is non-zero if and only if \( L \subset Y \) is a line of the second type, i.e. \( \mathcal{N}_{L/Y} \approx \mathcal{O}_L(1) \oplus \mathcal{O}_L(-1) \), cf. Lemma 2.1.13.

Note that the non-vanishing of \( H^0(L, \mathcal{N}_{L/Y} \otimes \mathcal{I}_x) \) only depends on \( L \subset Y \) and not on the point \( x \in L \). In particular, \( q: \mathbb{L} \to Y \) is ramified along all of \( L \approx p^{-1}[L] \subset \mathbb{L} \) or not at all. This confirms that \( R(q) = p^{-1}(R) \) for the curve \( R = F_2(Y) \subset F(Y) \). More precisely, one has the following characterization, cf. the more general Corollary 2.2.15.

**Corollary 1.3.** The morphism \( q: \mathbb{L} \to Y \) is smooth at \((L, x) \in \mathbb{L} \) if and only if \( L \subset Y \) is a line of the first type, i.e. \( R = F_2(Y) \subset F(Y) \) and \( R(q) = p^{-1}(F_2(Y)) = \mathbb{L} \subset L \). \( \square \)

**Exercise 1.4.** Show that every point \( x \in Y \) that is not contained in any line of the second type is contained in exactly six lines.

**Exercise 1.5.** Show that every Eckardt point \( x \in Y \), i.e. a point contained in infinitely many lines, is contained in infinitely many lines of the second type. In fact, according to Murre [364, Lem. 1.18] every point contained in a line of the first type is only contained in finitely many lines and, therefore, all lines containing an Eckardt point are of the second type.

**Exercise 1.6.** It turns out that the ramification of \( q: \mathbb{L} \to Y \) along \( R(q) \) is generically simple, see [120, Lem. 10.18]. Consider the projection \( q: R(q) \to \tilde{R} \coloneqq q(R(q)) \subset Y \) and denote its degree by \( d \). Show that \( \tilde{R} \in |\mathcal{O}_Y(30)/d| \), which will be confirmed in Remark 1.18. In fact, it turns out that at least for generic cubic threefolds one has \( d = 1 \) and hence \( \tilde{R} \in |\mathcal{O}_Y(30)| \), see Remark 1.17. Show that \( R \) is a curve of arithmetic genus \( p_a(R) = 136 \).

**Remark 1.7.** (i) According to Proposition 2.2.13, for generic \( Y \) the curve \( R = F_2(Y) \) is smooth. It seems that in [364, Cor. 1.9] a local computation is used to show that

\[2\] The monodromy of this cover coincides with the monodromy of \( \mathbb{L} \to Y \) which is \( \mathbb{Z}_6 \), see page 206.
R is always smooth. However, special smooth cubic threefolds may contain Eckardt points and for those the morphism \( q : L \rightarrow Y \) may contract curves \( E_x = q^{-1}(x) \subset L \). The image curves \( p(E_x) \), which are smooth elliptic, are irreducible components of \( R \). Therefore, a smooth cubic \( Y \subset \mathbb{P}^4 \) can admit at most finitely many Eckardt points. This is a result of Clemens and Griffiths [120, Lem. 8.1], see also Coskun–Starr [126, Cor. 2.2]. According to Roulleau [403], a smooth cubic threefold contains at most 30 Eckardt points. Furthermore, as \( R \in |\mathcal{O}(2)| \), it is ample and hence connected. Thus, whenever \( R \) is reducible, it is singular.

Note that conversely the smoothness of \( F_2(Y) \) for generic \( Y \) implies that the generic cubic does not contain any Eckardt points. For explicit computations in the case of the Fermat cubic threefold see [74, 405]. Bockondas and Boissière [74] also show that the singularities of \( R = F_2(Y) \) are exactly the points corresponding to triple lines, i.e. lines \( L \in F(Y) \) for which there exists a plane with \( \mathbb{P}^2 \cap Y = 3L \). That there are at most finitely many triple lines was already observed by Clemens and Griffiths [120, Lem. 10.15].

(ii) The interpretation of \( R \) as \( F_2(Y) \), which in turn by Remark 2.2.11 can be thought of as the degeneracy locus \( M_2(\psi) \) of the natural map \( \psi : Q_k \rightarrow S^2(\mathcal{S}_1^2) \), allows one to deduce all at once that \( R \neq \emptyset \), \( \dim(R) = 1 \), and \( R = \{ L \in F \mid \det(\psi_L) = 0 \} \subset |\mathcal{O}_F(2)| \), for \( \det(Q)^* \otimes \det(S^2(\mathcal{S}_1^2)) \simeq \mathcal{O}_F(2) \). Note that the scheme structures of \( R = F_2(Y) = M_2(\psi) \) all coincide.

Clearly, two distinct lines \( L_1, L_2 \subset \mathbb{P}^4 \), contained in the cubic \( Y \) or not, do not intersect at all or in exactly one point (and there transversally). In the second case, they are contained in a unique plane. For infinitesimal deformations as well one distinguishes between these two cases:

(i) Let \( L \subset Y \) be a line of the first type. Then the lines \( L_t \subset Y \) corresponding to \( t \in F(Y) \) close to \( L \in F(Y) \) are disjoint to \( L \). Indeed, a first order deformation \( L_t \) of \( L \) with non-trivial intersection with \( L \) would fix some point \( x \) and, therefore, define a non-trivial global section of \( \mathcal{N}_{L_t/Y} \otimes \mathcal{I}_x \simeq \mathcal{O}_L(-1) \oplus \mathcal{O}_L(-1) \), which is absurd.

(ii) If \( L \subset Y \) is of the second type, then for each point \( x \in L \), the subspace

\[
H^0(L, \mathcal{N}_{L_t/Y} \otimes \mathcal{I}_x) \subset H^0(L, \mathcal{N}_{L_t/Y}) \simeq T_xF(Y)
\]

is one-dimensional and corresponds to a deformation \( \text{Spec } k[x] \times \{ x \} \subset L_x \subset \text{Spec } k[x] \times Y \). The image of \( L_x \) in \( \mathbb{P}^4 \) spans a plane \( P_L \triangleq \mathbb{P}^2 \) and, therefore, is contained in \( Y \cap P_L \). Then \( L_x \) is the double line \( 2L \subset P_L \) and hence \( 2L \subset Y \cap P_L \). Note that a priori the plane \( P_L \) depends on the choice of the point \( x \in L \), but from the fact that \( 2L \subset Y \cap P_L \) one deduces that it does not. So, we have reproved Corollary 2.2.6 in this case, which we state again follows.

**Lemma 1.8.** Let \( L \subset Y \) be a line in a smooth cubic threefold. Then \( L \) is of the second
type if and only if there exists a (unique) plane $\mathbb{P}^2 \cong P_4 \subset \mathbb{P}^4$, that is tangent to $Y$ at every point of $L$, i.e. $2L \subset P_L \cap Y$. For a triple line one has $3L = P_L \cap Y$. □

**Corollary 1.9.** The generic line $L \subset Y$ is of the first type. In fact, for a dense open subset of lines $L \in F(Y)$ and any plane $\mathbb{P}^2 \subset \mathbb{P}^4$ containing $L$, the intersection $Y \cap \mathbb{P}^2$ is reduced.

**Proof** Lines of the second type are parametrized by the curve $R = F_2(Y)$. So, any line $L \in F(Y) \setminus R$ is of the first type. Furthermore, for any line of the second type $L_2 \subset Y$ there exists a unique plane $\mathbb{P}^2 \cong P_{L_2} \subset \mathbb{P}^4$ which intersects $Y$ along $L_2$ with multiplicity at least two. The points $L \in F$ corresponding to the residual line $L \subset Y$ of $L_2 \subset P_{L_2} \cap Y$ for $L_2$ moving in $R$ sweep out a curve $R' \subset F(Y)$. Then any line corresponding to a point in $F(Y) \setminus (R \cup R')$ has the required property. See Remark 6.4.19 for a similar construction in dimension four and some information about $R'$.

The curve $R$ comes with a natural double cover $\tilde{R} \longrightarrow R$. Indeed, for a line of the second type $L \subset Y$, so $L \in R$, the restriction of the Gauss map $\gamma : L \longrightarrow \gamma(L)$ is of degree two with two ramification points, see Exercise 2.2.10. If we let $\tilde{R}$ be the curve that parametrizes lines of the second type together with these ramification points, then the projection to $R$ is étale of degree two. The situation will be studied in more detail for cubic fourfolds in Section 6.4.4.

**Remark 1.10.** The curve $R' \subset F(Y)$ of lines that are residual to lines of the second type considered in the proof above has been studied in more detail by Lahoz, Naranjo, and Rojas. They show [303, Thm. C] that $[R'] = 8g \in H^2(F(Y), \mathbb{Q})$ and that for generic $Y$ the curve $R'$ is irreducible with exactly 1485 nodes. It turns out that for the generic cubic threefold $Y$, the map $R \longrightarrow R'$, $L \longrightarrow L'$, that sends $L \in R$ to the residual line $L'$ of $2L \subset P_L \cap Y$ is of degree one, i.e. $R$ is the normalization of $R'$. See Remark 1.25 for more details.

### 1.2 Lines intersecting a given line

We move on to the next class of curves in $F(Y)$. For a fixed line $L \in F$ we define the curve $C_L \subset F(Y)$ as the closure of the curve of all lines $L' \subset Y$ different from $L$ but with non-empty intersection $\emptyset \neq L \cap L'$:

$$\{ L' \neq L \mid L' \cap L \neq \emptyset \} \subset C_L \subset F(Y).$$

Note that taking the closure adds at most the point $L$. To define $C_L$ rigorously with a natural scheme structure, use the formalism of Section 2.5.5 and consider

$$\varphi = p_* \circ q^* : \text{CH}^2(Y) \longrightarrow \text{CH}^1(F(Y)) \cong \text{Pic}(F(Y)).$$

By definition, $p_*$ is trivial on components of $q^{-1}(L)$ with positive fibre dimension over $F(Y)$, e.g. the class of the component $p^{-1}[L] \subset q^{-1}(L)$ is mapped to zero under $p_*$. The
image of the class of the line \( L \subset Y \) under \( \varphi \) is a line bundle \( \mathcal{O}(C_L) \) that comes with a natural section (up to scaling) vanishing along \( C_L \).

The curve \( C_L \) is endowed with a natural involution
\[
\iota : C_L \longrightarrow C_L, \quad L' \longmapsto L''
\] (1.1)
determined by the condition \( L \cup L' \cup L'' = \overline{L'} \cap Y \). The quotient \( \pi : C_L \longrightarrow C_L/\iota \) will play a key role further below.

Note that at this point it is not clear whether \( C_L \) is smooth for generic choice of \( L \). This will be deduced later as a consequence of Lemma 1.26.

The point \( L \in F(Y) \) corresponding to a line \( L \subset Y \) may or may not be contained in its associated curve \( C_L \). This is the content of the next result, cf. [120, Lem. 10.7].

**Lemma 1.11.** A line \( L \subset Y \) is of the second type if and only if \( L \in C_L \).

**Proof.** Assume \( L \in C_L \). Then, as discussed above, a first order deformation of \( L \subset Y \) given by deforming \( L \) along \( C_L \) defines a non-trivial class in \( H^0(L, N_{L/Y}(-1)) \) and, therefore, \( L \) is of the second type. More geometrically, let \( L' \in C_L \) specialize to \( L \in C_L \).

Then the plane \( \overline{L'} \) specializes to a plane \( P \) with \( 2L \subset Y \cap P \) and, therefore, \( L \) is of the second type.

For the converse, consider the curve \( R \) of all lines \( L \) of the second type. To prove that \( L \in C_L \) holds for all \( L \in R \), it suffices to prove it for the generic \( L \in R \). In particular, we may assume that \( L \) is not one of the finitely many triple lines, see Remark 1.7. In other words, we can assume that the residual line \( L_0 \) of \( 2L \subset P_L \cap Y \) is not \( L \), i.e. \( 3L \neq P_L \cap Y \). A small deformation \( L_t \in C_L \) of \( L_0 \in C_L \) leads to a deformation \( P_t = \overline{L_t} \) of the plane \( P_L = \overline{L_0} \). The residual line \( L_t' \) of \( L \cup L_t \subset P_t \cap Y \) also defines a point in \( C_L \) and specializes to \( L \). Hence, \( L \in C_L \). \( \square \)

Assume now that \( L \) is of the first type, i.e. \( L \in F(Y) \setminus C_L \). In this case, \( q^{-1}(L) \) is the disjoint union of \( p^{-1}[L] = L \) and a curve mapping isomorphically onto \( C_L \):
\[
q^{-1}(L) = p^{-1}[L] \sqcup C_L.
\] (1.2)

Indeed, for \( L' \in C_L \) the line \( L' = q(p^{-1}[L']) \) intersects \( L \) transversally in exactly one point. Hence, \( p^{-1}[L'] \) and \( q^{-1}(L) \) intersect with multiplicity one.

**Remark 1.12.** Any curve in \( F(Y) \) intersects the ample curve \( R \subset F(Y) \) of all lines of the second type. Applied to \( C_L \), this shows that any line \( L \subset Y \) intersects some line \( L' \subset Y \) of the second type. This can also be deduced from the fact that \( q : L \longrightarrow Y \) has to ramify along a divisor in \( Y \) which necessarily intersects every line.

**Remark 1.13.** It is not difficult to show that distinct lines \( L \) yield distinct curves \( C_L \):
\[
L \neq L' \implies C_L \neq C_L'.
\]
For example, if \( L \) and \( L' \) intersect in a point \( x \in Y \), in other words \( \overline{LL'} = \mathbb{P}^2 \), then the intersection \( C_L \cap C_{L'} \) parametrizes the residual line of \( L \cup L' \subset \overline{LL'} \cap Y \) (which may coincide with \( L \) or \( L' \)) and all lines passing through \( x \). The latter set is finite unless \( x \) is an Eckardt point. Thus, if \( C_L = C_{L'} \), then all lines intersecting \( L \) would go through one of the finitely many Eckardt points contained in \( L \), which is absurd.

In the case of two disjoint lines \( L \cap L' = \emptyset \), the intersection of \( \overline{LL'} \cong \mathbb{P}^3 \) with \( Y \) defines a cubic surface \( S \subset Y \). If \( S \) is smooth, then it contains only finitely many lines and hence the intersection \( C_L \cap C_{L'} \) is finite. If \( S \) is normal and not a cone, then \( S \) has only rational double points as singularities and still contains only finitely many lines \([157, \text{Ch. 9.2.2}]. If \( S \) is a cone over a cubic curve, then we may assume that \( L \) is a line through the vertex and \( L' \) is a component of the cubic. In particular one finds a line intersecting \( L \) but not \( L' \). Finally, if \( S \) is neither normal nor a cone, then \( S \) is reducible or projectively equivalent to one of two specific surfaces \([157, \text{Thm. 9.2.1}]. One has to argue separately in the two cases.

**Lemma 1.14.** For any two lines \( L_1, L_2 \subset Y \) the curves \( C_{L_1}, C_{L_2} \subset F(Y) \) are algebraically equivalent. Moreover, \( \mathcal{O}(C_{L_1})^{\otimes 3} \) is algebraically equivalent to \( \mathcal{O}(F(1)) \cong \omega_F \). In particular, \( 3 \cdot [C_L] = g \in H^2(F(Y), \mathbb{Z}) \) and \( \langle C_L, C_L \rangle = 5 \).

**Proof** By construction, \( \mathcal{O}(C_L) \) is the image of \([L] \in CH^2(Y)\) under

\[
\varphi: CH^2(Y) \rightarrow CH^1(F(Y)) \cong \text{Pic}(F(Y)).
\]

Since all lines parametrized by the connected Fano surface \( F(Y) \) are algebraically equivalent to each other, the same is true for the invertible sheaves \( \mathcal{O}(C_L) \), i.e. the algebraic equivalence class of \( C_L \) is independent of \( L \).

The second statement has been proved in general already in Remark 2.5.2, where the curve \( C_L \) was denoted by \( F_L \). Let us briefly sketch the argument again for threefolds. The class \( h^2 \in CH^2(Y) \) is represented by the intersection with an arbitrary plane \( \mathbb{P}^2 \subset \mathbb{P}^4 \).

Choosing a plane that intersects \( Y \) in three lines, see Exercise 2.1.20, this shows that \( h^2 = [L_1] + [L_2] + [L_3] \). For example, for \( \mathbb{P}^2 = P_L \) for \( L \) of the second type, \( h^2 = 2[L] + [L'] \) with \( L' \) the residual line of \( 2L \subset P_L \cap Y \).

Hence, by Lemma 2.5.1, \( g = c_1(\mathcal{O}(F(1))) = \varphi(h^2) = [C_{L_1}] + [C_{L_2}] + [C_{L_3}] \), which is algebraically equivalent to \( 3 \cdot [C_L] \). \( \square \)

**Exercise 1.15.** Let us make the last step of the above proof more explicit. We represent a plane \( \mathbb{P}^2 \subset \mathbb{P}^4 \) with \( \mathbb{P}^2 \cap Y = L_1 \cup L_2 \cup L_3 \) as the intersection \( V(s_1) \cap V(s_2) \), where \( s_1, s_2 \in V^* = H^0(\mathbb{P}^4, \mathcal{O}(1)) \cong H^0(F, S_F^* ) \) are two linearly independent sections. Then the zero set of the image of \( s_1 \wedge s_2 \) under the natural map \( \wedge^2 V^* \rightarrow H^0(F(Y), \wedge^2 S_F^* ) \cong H^0(F(Y), \mathcal{O}_F(1)) \) is the set of all lines \( L \subset \mathbb{P}(W) \) with \((s_1 \wedge s_2)|_W = 0 \). The latter is equivalent to \( L \cap \mathbb{P}^2 \neq \emptyset \) or, equivalently, to \( L \cap (L_1 \cup L_2 \cup L_3) \neq \emptyset \), which in turn just says \( L \in C_{L_1} \cup C_{L_2} \cup C_{L_3} \). Thus, once again, \( \mathcal{O}(1) \cong \mathcal{O}(C_{L_1} + C_{L_2} + C_{L_3}) \).
**Exercise 1.16.** Show that the self-intersection and the (arithmetic) genus of $C_L \subset F(Y)$ are given by

$$(C_L, C_L) = 5 \quad \text{and} \quad g(C_L) = 11.$$  

Relate this to the fact that for two disjoint lines on a smooth cubic surface there exist exactly five lines intersecting both, see Section 4.3.5.

**Remark 1.17.** We know that for the generic cubic threefold $Y$ the curve $R$ is smooth and irreducible with $|R| = 2g$ in $H^2(F, \mathbb{Z})$. On the other hand, for any line $L$, Lemma 1.14 says $|C_L| = (1/3)g$. This proves that $R$ cannot be contained in $C_L$ and that, therefore, $R$ and $C_L$ intersect in only finitely many points. Applied to a line $L$ of the second type, it shows that through the generic point of $L$ there is no other line of the second type passing through it.\(^3\) In Exercise 1.6, the fact was alluded to already and used to prove that for the generic cubic threefold $q: R(q) \longrightarrow \bar{R}$ is generically injective.

**Remark 1.18.** Let $L_0 \subset Y$ be a fixed generic line and so in particular of the first type.

(i) As $q: L \longrightarrow Y$ is of degree six, sending $L \in C_{L_0} \subset F$ to the point of intersection of $L_0$ and $L$ defines a morphism of degree five which by (1.2) is nothing but $q$:

$$q: C_{L_0} \longrightarrow L_0, \quad L \longmapsto L_0 \cap L.$$  

The ramification points of $C_{L_0} \longrightarrow L_0$, i.e. the points in the intersection $R(q) \cap C_{L_0}$, correspond to lines of the second type intersecting $L_0$. The Hurwitz formula applied to $q: C_{L_0} \longrightarrow L_0$ shows $d \cdot (\bar{R}.L_0) = (R(q).C_{L_0}) = 30$, where $d$ is the degree of $R(q) \longrightarrow \bar{R} = q(R(q))$. This confirms $\bar{R} \in |\mathcal{O}_Y(30/d)|$, see Exercise 1.6, and as explained in Remark 1.17, $R(q) \longrightarrow \bar{R}$ is generically injective, at least for the generic cubic threefold $Y$. Since the generic line $L_0$ avoids the locus where $R(q) \longrightarrow \bar{R}$ is not injective, we can conclude that for every point $x \in L_0$ there exists at most one line of the second type passing through $x$ or, equivalently, that the morphism $C_{L_0} \longrightarrow L_0$ is not étale in at most one point in each fibre.

In fact, Clemens and Griffiths [120, Lem. 10.18] showed that the ramification of $L \longrightarrow Y$ is generically simple along $R(q)$ which implies that for the generic line $L_0$ the morphism $C_{L_0} \longrightarrow L_0$ has simple ramification only. Together with the above, this shows that a fibre of $C_{L_0} \longrightarrow L_0$ consists of either six lines of the first type or of four lines of the first type and one of the second.

It can be shown that the monodromy group of $C_{L_0} \longrightarrow L_0$ is $\mathfrak{S}_5$.\(^4\)

(ii) Let $L \in C_{L_0}$ and denote by $L'$ the residual line of $L_0 \cup L \subset \overline{L_0 \cap L}$ which may coincide with $L$ or $L_0$. Then

$$q^* \mathcal{O}_{L_0}(1) \cong \mathcal{O}(C_L)|_{C_{L_0}} \otimes \mathcal{O}_{C_{L_0}}(L - L'). \quad (1.3)$$

\(^3\) I wish to thank A. Rojas for the argument.

\(^4\) I wish to thank F. Gounelas for the argument.
Indeed, if \( \{x\} = L_0 \cap L \), then \( q^{-1}(x) \) parametrizes the five lines (with multiplicities) \( L_1 \supseteq L, L_2, \ldots, L_5 \) distinct from \( L_0 \) containing \( x \). Hence, \( q^* \mathcal{O}_{L_0}(1) \cong \mathcal{O}_{C_{L_0}}(\sum L_i) \). On the other hand, \( C_{L_0} \cap C_L = \{L', L_2, \ldots, L_5\} \) and, therefore, \( q^* \mathcal{O}_{L_0}(1) \cong \mathcal{O}(C_L)_{|C_{L_0}} \otimes \mathcal{O}_{C_{L_0}}(L - L') \).

In other words, the two sets \( q^{-1}(x) = \{L_0, L, L_2, \ldots, L_5\} \) and \( (C_{L_0} \cap C_L) \cup \{L_0\} = \{L_0\} \cup \{L', L_2, \ldots, L_5\} \) differ only by \( L \) getting swapped for its residual line \( L' \). In the proof of Corollary 1.30, we will see that \( h^0(q^* \mathcal{O}_{L_0}(1)) = 2 \).

(iii) As a consequence of (1.3), one obtains for any two points \( L_1, L_2 \in C_{L_0} \) an isomorphism
\[
\mathcal{O}(C_{L_2} - C_{L_1})_{|C_{L_0}} \cong \mathcal{O}_{C_{L_0}}(L_1 - L'_1 - (L_2 - L'_2)),
\]
which will be crucial in the proof of Corollary 3.12.

**Exercise 1.19.** Let \( L_0 \) be as above a generic line in a smooth cubic threefold. Apply the Hurwitz formula to the projection \( q : C_{L_0} \longrightarrow L_0 \) to prove
\[
\omega_{C_{L_0}} \cong q^* \mathcal{O}(-2) \otimes \mathcal{O}_F(2)_{|C_{L_0}}.
\]
Combine this with the adjunction formula \( \omega_{\mathcal{O}_{L_0}} \cong \mathcal{O}_F(1)_{|C_{L_0}} \otimes \mathcal{O}(C_{L_0})_{|C_{L_0}} \) to deduce
\[
\mathcal{O}(C_{L_0})_{|C_{L_0}} \cong q^* \mathcal{O}(-2) \otimes \mathcal{O}_F(1)_{|C_{L_0}}.
\]

**Corollary 1.20.** The Plücker class \( g = c_1(\mathcal{O}_F(1)) \in H^2(F(Y), \mathbb{Z}) \) is divisible by three and so is the Hodge–Riemann pairing \( \int_F \gamma_1 \cdot \gamma_2 \cdot g \) on \( H^1(F(Y), \mathbb{Z}) \), cf. Proposition 1.5.5. \( \square \)

**Remark 1.21.** The fundamental group of \( F(Y) \) has been computed by Collino [122].

There exists a non-split short exact sequence
\[
0 \longrightarrow \mathbb{Z}/2\mathbb{Z} \longrightarrow \pi_1(F(Y)) \longrightarrow \mathbb{Z}^{\oplus 10} \longrightarrow 0.
\]

\(^5\) Thanks to S. Stark for the reference.
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In other words, \([\pi_1(F(Y)), \pi_1(F(Y))] = \mathbb{Z}/2\mathbb{Z}\) and \(H_1(F(Y), \mathbb{Z}) \approx \mathbb{Z}^{\oplus 10}\). By the universal coefficient theorem, i.e. the short exact sequence, see [155, p. 186]:

\[
0 \longrightarrow \text{Ext}^1(H_1(F(Y), \mathbb{Z}), \mathbb{Z}) \longrightarrow H^2(F(Y), \mathbb{Z}) \longrightarrow \text{Hom}(H_2(F(Y), \mathbb{Z}), \mathbb{Z}) \longrightarrow 0,
\]

this in particular shows that \(H^2(F(Y), \mathbb{Z})\) is torsion free. Note that in fact the full cohomology \(H^*(F(X), \mathbb{Z})\) of the Fano variety \(F(X)\) is known to be torsion free for smooth cubic hypersurfaces \(X \subset \mathbb{P}^{n+1}\) of any dimension, see Exercise 2.4.13. Collino’s description uses a degeneration of the cubic threefold obtained as the secant variety of a rational normal curve of degree four. In Corollary 3.12 we will see that the Albanese map describes an index two inclusion

\[
0 \longrightarrow H^2(Alb(F(Y)), \mathbb{Z}) \longrightarrow H^2(F(Y), \mathbb{Z}) \longrightarrow \mathbb{Z}/2\mathbb{Z} \longrightarrow 0
\]

and in [122] it is the non-triviality of this cokernel \(\mathbb{Z}/2\mathbb{Z}\) that ensures that a certain natural map \(\mathbb{Z}/2\mathbb{Z} \longrightarrow [\pi_1(F(Y)), \pi_1(F(Y))]\) is indeed non-zero. The surjection in (1.5) is the natural map \(\pi_1(F(Y)) \longrightarrow \pi_1(Alb(F(X)))\).

Remark 1.22. For a general cubic threefold \(Y \subset \mathbb{P}^4\), the line bundle \(O(C_L)\) generates the Néron–Severi group

\[
\text{NS}(F(Y)) = \mathbb{Z} \cdot O(C_L).
\]

Indeed, we have remarked that \(\text{NS}(F(Y))\) is of rank one for general \(Y\) and, since we have \((C_L, C_L) = 5\), the line bundle \(O(C_L)\) defines a primitive class in \(\text{NS}(F(Y))\).

1.3 Conic fibration We study the linear projection from a line \(L \subset Y\) as a special case of the construction in Section 1.5.1.

Let \(L = \mathbb{P}(W) \subset \mathbb{P}^4 = \mathbb{P}(V)\) be a line contained in the smooth cubic hypersurface \(Y \subset \mathbb{P}^4\). Assume \(\mathbb{P}^2 \subset \mathbb{P}^4\) is a plane disjoint to \(L\), of which we think as \(\mathbb{P}(V/W)\). The linear projection \(Y \setminus L \longrightarrow \mathbb{P}^2\) from \(L\) onto this plane is the rational map associated with the linear system \(|\mathcal{O}_Y(1) \otimes L|\) \(\subset |\mathcal{O}_Y(1)|\). It is resolved by a simple blow-up \(\tau : \text{Bl}_L(Y) \longrightarrow Y\) and the induced morphism \(\phi : \text{Bl}_L(Y) \longrightarrow \mathbb{P}^2\) is then associated with the complete linear system \(|\tau^*\mathcal{O}_Y(1) \otimes O(-E)|\), where \(E\) is the exceptional divisor.

The fibre over a point \(y \in \mathbb{P}^2\) is the residual conic of \(L \subset \mathbb{P}^2 \cap Y \subset \mathbb{P}^2 \approx \mathbb{P}^2\). The conic is smooth or a union of two lines \(L_1, L_2\), possibly non-reduced, i.e. \(L_1 = L_2\), or with \(L_i = L\). Note that in the case that \(L_i = L\), the plane \(\mathbb{P}^2 \approx \mathbb{P}^2\) intersects \(Y\) with higher multiplicity along \(L\) and hence \(L\) is of the second type. Therefore, if \(L\) was chosen to be of the first type, then the fibres of \(\phi : \text{Bl}_L(Y) \longrightarrow \mathbb{P}^2\) are either smooth conics or possibly non-reduced unions of two lines, both different from \(L\).

Corollary 1.23. Let \(L \subset Y\) be a line of the first type.
1 Lines on the cubic and curves on its Fano surface

(i) Then the linear projection from $L$ defines a morphism
\[ \phi : \text{Bl}_L(Y) \longrightarrow \mathbb{P}^2, \]
with a discriminant curve $D_L \subset \mathbb{P}^2$ of degree five and arithmetic genus six.

(ii) The fibre over a point $y \in D_L$ is the possibly non-reduced union of two lines
$\phi^{-1}(y) = L_1 \cup L_2$ with $L, L_1, L_2$ coplanar.

(iii) With the notation in (ii), $L_1 = L_2$ if and only if $y$ is a singular point of $D_L$, which
then is an ordinary double point.

(iv) For $L \subset Y$ generic in the sense of Corollary 1.9, i.e. $L \in F(Y) \setminus (R \cup R')$, then
$\phi^{-1}(y) = L_1 \cup L_2$ with $L_1 \neq L_2$ and $L_i \neq L$ for all $y \in D_L$. In particular, $D_L$ is
smooth for generically chosen $L$.

Proof Most of this has been verified already, see also Section 1.5.2. For (iii) see [42, Prop. 1.2] or [81, Lem. 2]. The last assertion is a consequence of Proposition 1.5.3. The fibre over $y \in D_L$ cannot be a double line $L_1 = L_2$, as then $\mathbb{P}^2 \cap Y = L \cup 2L_1$, and so $L_1$ would be of the second type, which is excluded for $L$ generic. The smoothness of $D_L$ for the generic choice of the pair $L \subset Y$ also follows from Remark 1.5.8.

\[ \square \]

Remark 1.24. The abstract approach matches nicely with the intuitive picture. Here are two comments in this direction.

(i) That $D_L$ is of degree five, i.e. $D_L \in |\mathcal{O}(5)|$, can be linked to the fact that a line
in a smooth cubic surface $S \subset \mathbb{P}^3$ is intersected by five pairwise disjoint pairs of lines,
see Section 4.3.3. Indeed, if $Y \subset \mathbb{P}^4$ is intersected with a generic hyperplane $\mathbb{P}^3 \subset \mathbb{P}^4$
containing $L$, then $D_L \subset \mathbb{P}^2$ is intersected with a generic line $\mathbb{P}^1 \subset \mathbb{P}^2$. The fibres over
the intersection points $y \in D_L \cap \mathbb{P}^1$ are the pairs of lines in $Y$ contained in the cubic
surface $S := Y \cap \mathbb{P}^3$ intersecting $L$, of which there are exactly five.

(ii) For a line of the first type the exceptional divisor
\[ L \times \mathbb{P}^1 \cong \mathbb{P}(N_L) \cong \mathcal{O}^{\mathbb{P}^2}_L \cong E \subset \text{Bl}_L(Y) \]
has normal bundle $\mathcal{O}(0, -1)$. Hence, the restriction of $\phi^*\mathcal{O}(1) \cong \tau^*\mathcal{O}(1) \otimes \mathcal{O}(-E)$ to
$\mathbb{P}^1 \times \mathbb{P}^1$ is $\mathcal{O}(1, 1)$. In particular, the composition $\mathbb{P}^1 \times \mathbb{P}^1 \cong \mathbb{P}(N_L) \subset \text{Bl}_L(Y) \longrightarrow \mathbb{P}^2$ is
a morphism of degree two, which confirms the geometric description that $\tau(\phi^{-1}(y)) \cap L$
is the intersection of the residual conic of $L \subset \overline{y \mathbb{P}^2 } \cap Y$ with $L$.

Remark 1.25. A quick dimension count shows that (up to coordinate transformations)
the generic quintic curve $D \subset \mathbb{P}^2$ is of the form $D_L$ for some smooth cubic threefold $Y$
with a line $L \subset Y$. Indeed, $\dim |\mathcal{O}(5)| = 20$ and $\dim \text{PGL}(3) = 8$, while the space of pairs $L \subset Y$ is of dimension $12 = 10 + 2$.

As a consequence, the generic singular $D_L$ has just one node. Since a node of $D_L$
corresponds to a line $L$ of the second type with $2L \cup L' = \mathbb{P}^2 \cap Y$, in this case $L' \in R'$ and $R \to R'$ is of degree one, as mentioned already in Remark 1.10.\footnote{Thanks to A. Rojas for the argument.}

We now consider the restriction $\text{Bl}_L(Y)|_{D_L} = \phi^{-1}(D_L) \to D_L$ of the linear projection $\phi: \text{Bl}_L(Y) \to \mathbb{P}^2$ to the discriminant curve $D_L \subset \mathbb{P}^2$. We assume that $L$ is generic in the sense of Corollary 1.9, so that all fibres are reduced singular conics, i.e. unions of two distinct lines. Then the relative Fano scheme of lines
\[ \pi: \tilde{D}_L \to \text{Bl}_L(Y)|_{D_L} \] parametrizing all lines in the fibres of $\phi$ is an étale cover. The morphism is indeed unramified which can be shown by abstract deformation theory or simply by arguing that a morphism from one curve onto a smooth curve with exactly two distinct points in each fibre is étale. As $\tilde{D}_L$ parametrizes lines in $Y$, it comes with a classifying morphism $\tilde{D}_L \to F(Y)$ which is easily seen to be a closed immersion.

Alternatively, $\tilde{D}_L$ can be obtained as the Stein factorization of the composition of the normalization of $\phi^{-1}(D_L)$ with $\phi$. The morphism to $F(Y)$ can then be viewed as follows: The natural rational map $\phi^{-1}(D_L) \to \mathbb{L}$ is regular on the complement of the section of $\phi^{-1}(D_L) \to D_L$ given by the intersection points of the two lines in each fibre. The image of the composition with $p: \mathbb{L} \to F(Y)$ is $\tilde{D}_L \to F(Y)$.

**Lemma 1.26.** For a generic line $L \subset Y$ the two curves $\tilde{D}_L \subset F(Y)$ and $C_L \subset F(Y)$ coincide. Furthermore, $\tilde{D}_L = C_L$ is a smooth curve of genus 11.

**Proof** Indeed, $\tilde{D}_L$ and $C_L$ both parametrize all lines $L \neq L' \subset Y$ intersecting $L$. We know that the (arithmetic) genus of $C_L$ is $g(C_L) = 11$ and the same is true for $\tilde{D}_L$ by Hurwitz’s formula. This is enough to conclude equality. Smoothness of $\tilde{D}_L$ follows from the smoothness of $D_L$. \qed
Corollary 1.27. For a generic line $L \subset Y$, i.e. $L \in F(Y) \setminus (R \cup R')$, the curve $\tilde{D}_L = C_L$ is connected or, equivalently, irreducible.

Proof. For a general cubic $Y$, one has $\rho(F(Y)) = 1$ and, in fact, $\text{NS}(F(Y)) \cong \mathbb{Z} \cdot \mathcal{O}(C_L)$, see Remark 1.22. Therefore, in this case $C_L$ has to be irreducible. As under deformations of the pair $L \subset Y$ with $L \in F(Y) \setminus (R \cup R')$ the topology of the situation does not change, this proves the assertion in general.

Alternatively, one can use the smoothness of $C_L$ and the general fact that effective ample divisors are connected, cf. [222, III. Cor. 7.9]. □

Exercise 1.28. Show that $\pi: C_L \cong \tilde{D}_L \rightarrow D_L$ is the quotient of the natural involution $L' \mapsto L''$, see (1.1). Use Exercise 1.19 to deduce $\mathcal{O}_F(2)_{|C_L} \cong \pi^* \mathcal{O}(2) \otimes q^* \mathcal{O}(2)$.

In fact, using the explicit description of the morphisms $q$ and $\pi$ one finds $\mathcal{O}_F(1)_{|C_L} \cong \pi^* \mathcal{O}(1) \otimes q^* \mathcal{O}(1)$.

Remark 1.29. See also [43, 201] for yet another proof that does not reduce to the case $\rho(F(Y)) = 1$ or uses the ampleness of $C_L$. The idea there is that sending a line $L' \in C_L$ to its intersection with $L$ defines a map $C_L \longrightarrow L$ of degree five, cf. Remark 1.18. If $C_L$ is not irreducible, then one of the irreducible components is rational or hyperelliptic. The first case would contradict the injectivity of the Albanese map in Corollary 2.8 and to exclude the second one uses that $F(Y)$ is not covered by hyperelliptic curves, cf. [201, Sec. 3].

If $L$ is not generic but $L \in R \subset F(Y)$ is still a generic point of $R$, then the curve $C_L$ is again irreducible, its genus is eleven, and it comes with a morphism $C_L \longrightarrow \mathbb{P}^1$ of degree four, see [201, Lem. 3.3].

A Riemann–Roch computation reveals that $\chi(F(Y), \mathcal{O}(C_L)) = 1$. Although there is a priori no reason for the higher cohomology groups of $\mathcal{O}(C_L)$ to vanish, at least Kodaira vanishing does not imply anything in this direction, the following result was proved by Tyurin [447, Lem. 1.8].

Corollary 1.30. For every line $L \subset Y$ the induced curve $C_L \subset F(Y)$ is unique in its linear system, i.e. $h^0(F(Y), \mathcal{O}(C_L)) = 1$. As a consequence, one obtains an injection

$$F(Y) \hookrightarrow \text{Pic}(F(Y)), \quad L \mapsto \mathcal{O}(C_L). \quad (1.6)$$

Proof. As a first step, we observe that for a generic $L_0 \in C_L$ the associated line bundle $\mathcal{O}(C_{L_0})$ is indeed not isomorphic to $\mathcal{O}(C_L)$. For this it suffices to show that the morphism (1.6) does not contract the curve $C_L$. The latter follows from (1.6) being unramified...
which is a consequence of the discussion in Sections 2 and 3 below, see Corollary 2.9 and Lemma 3.1, which is independent of our discussion here.

Now pick a line \( L_0 \in C_L \) with \( \mathcal{O}(C_{L_0}) \neq \mathcal{O}(C_L) \) and assume in addition that \( L_0 \) can be chosen generic such that in particular \( C_{L_0} \) is smooth. Then consider the exact sequence

\[
0 \to \mathcal{O}(C_L - C_{L_0}) \to \mathcal{O}(C_L) \to \mathcal{O}(C_L)_{|C_{L_0}} \to 0
\]

from which we deduce that it suffices to prove \( h^0(C_{L_0}, \mathcal{O}(C_L)_{|C_{L_0}}) = 1 \). Note that according to (1.3), this time applied to \( q: C_{L_0} \to L_0 \), we have

\[
\mathcal{O}(C_L)_{|C_{L_0}} \cong q^* \mathcal{O}_{L_0}(1) \otimes \mathcal{O}_{C_{L_0}}(L' - L).
\]

A priori, for a line \( L \) of the second type it may happen that the residual line \( L' \) of \( L_0 \cap L' \subset \overline{L_0L \cap Y} \) coincides with \( L \) and then one would have \( h^0(C_{L_0}, \mathcal{O}(C_L)_{|C_{L_0}}) \geq 2 \).

However, by choosing \( L_0 \in CL \) generically, the case \( L = L' \) can be avoided.

Suppose now that \( h^0(\mathcal{O}(C_L)_{|C_{L_0}}) \geq 2 \). Then, consider the natural inclusion

\[
\mathcal{O}(C_L)_{|C_{L_0}} \to L := q^* \mathcal{O}_{L_0}(1) \otimes \mathcal{O}_{C_{L_0}}(L')
\]

and observe that the only possible base point of \( L \) is \( L' \).

If \( L' \in C_{L_0} \) is indeed a base point of \( L \), then \( q^* \mathcal{O}_{L_0}(1) \subset L \) shows \( h^0(q^* \mathcal{O}_{L_0}(1)) \geq 3 \).

For a generic two-dimensional linear system in \( |q^* \mathcal{O}_{L_0}(1)| \) the image of the induced morphism \( \zeta: C_{L_0} \to \mathbb{P}^2 \) cannot be a line and, therefore, \( \deg(\zeta) = 1 \). However, in this case \( \operatorname{Im}(\zeta) \subset \mathbb{P}^2 \) is a curve of degree five and, hence, of arithmetic genus six, which contradicts \( g(C_{L_0}) = 11 \). Thus, \( L \) is base point free.

Now choose a generic (hence base point free) two-dimensional linear subsystem of \( |L| \) and consider the induced morphism \( \xi: C_{L_0} \to \mathbb{P}^2 \). Note that \( \deg(\xi) = 1 \), because otherwise \( \xi^{-1}(\xi(L')) = \{L', L_1, \ldots\} \) (with multiplicities) and \( q^* \mathcal{O}_{L_0}(1) \) would have \( L_1 \) as a base point, which is absurd. But \( \deg(\xi) = 1 \) implies that \( \xi(C_{L_0}) \subset \mathbb{P}^2 \) is of degree six and, therefore, of arithmetic genus ten. The latter again contradicts \( g(C_{L_0}) = 11 \).

If \( C_L \) does not contain a generic \( L_0 \), then the arguments have to be modified. For example, if \( L_0 \) is not generic but of the first type, then \( C_{L_0} \) is not smooth any longer and in the discussion above it has to be replaced by its normalization. If all \( L_0 \in C_L \) are of the second type, then one has to work with the morphism \( q: C_{L_0} \to L_0 \) of strictly smaller degree than five and the description of \( \mathcal{O}(C_L)_{|C_{L_0}} \) has to be adapted.

For the second assertion use again Remark 1.13. \( \square \)

2 Albanese of the Fano surface

Fix a point \( t_0 \in F = F(Y) \) corresponding to a line \( L_0 \subset Y \) and consider the classical Albanese morphism

\[
a: F \to A := \operatorname{Alb}(F) = H^1(F^*)/H_1(F, \mathbb{Z}), \quad t \mapsto \left( a \mapsto \int_{\gamma} a \right).
\]
According to the numerical results, see Section 0.2, \( A \) is an abelian variety of dimension five.

The goal of this section is to compare the following two pictures

\[
\begin{array}{ccc}
\mathbb{L} = \mathbb{P}(S_F) & \xrightarrow{q} & Y \subset \mathbb{P}(V) \cong \mathbb{P}^4 \\
\downarrow \quad \rho & & \downarrow \quad \phi \\
F & & F \xrightarrow{\alpha} A.
\end{array}
\]

(2.1)

We will show that they describe the same geometric situation.

### 2.1 Tangent bundle versus universal subbundle

Let us begin with some preliminary comments:

(i) The natural inclusion \( S_F \subset V \otimes \mathcal{O}_F \) defines an embedding \( \mathbb{L} \cong \mathbb{P}(S_F) \subset F \times \mathbb{P}(V) \), which is in fact nothing but the composition of the two inclusions \( \mathbb{L} \subset F \times Y \) and \( F \times Y \subset F \times \mathbb{P}(V) \). Thus, the relative tautological line bundle is described by \( \mathcal{O}_p(1) \cong q^* \mathcal{O}(1) \), cf. the proof of Lemma 2.5.1, and the pull-back describes a homomorphism

\[
H^0(\mathbb{P}^4, \mathcal{O}(1)) \longrightarrow H^0(Y, \mathcal{O}_Y(1)) \longrightarrow H^0(\mathbb{L}, \mathcal{O}_p(1)) \cong H^0(F, S_F^*).
\]

(2.2)

The injectivity holds, because \( \mathbb{L} \longrightarrow Y \) is surjective and \( Y \subset \mathbb{P}(V) \) is not contained in any hyperplane. However, at this point it is not clear that the map is also surjective or, equivalently, that the morphism \( q: \mathbb{L} \longrightarrow \mathbb{P}(V) \) is the morphism associated with the complete linear system \( |\mathcal{O}_p(1)| \).

(ii) The differential of the Albanese morphism \( a: F \longrightarrow A = \text{Alb}(F) \) is a homomorphism \( da: T_F \longrightarrow a^* T_A \) between the tangent sheaves. However, a priori it may not induce a morphism \( \mathbb{P}(T_f) \longrightarrow \mathbb{P}(a^* T_A) \longrightarrow \mathbb{P}(T_A) \). For this we will have to argue that \( da: T_F \longrightarrow T_{a(t)A} \) is injective for all \( t \in F \). Note that the tangent bundle \( T_A \) is trivial, which gives a natural projection \( \mathbb{P}(T_A) \cong A \times \mathbb{P}(T_0A) \).

(iii) Finally note that there is indeed an isomorphism \( V \cong T_0A \). Namely, compose \( T_0A \cong H^1(F) \cong H^{2,1}(Y) \) with the dual of \( H^{2,1}(Y) \cong R_1 \cong V^* \) provided by Theorem 1.4.21. Here, \( R = \bigoplus R_i \cong \mathbb{C}[V^*]/(\partial F) \) is the Jacobian ring of \( Y = V(F) \), cf. [120, Sec. 12]. However, in the discussion below, the isomorphism between the two spaces will be obtained in a different manner.

**Exercise 2.1.** Show that the natural isomorphism \( V^* \cong H^{2,1}(Y) \) or, equivalently, \( V \cong H^{1,2}(Y) \), see Theorem 1.4.21, is compatible with the action of \( \text{Aut}(Y) \). More precisely, if \( g \in \text{Aut}(Y) \) is the restriction of an automorphism \( \tilde{g} \in \text{PGL}(V) \) of the ambient projective
space \( \mathbb{P}(V) \), then the action \( g^* \) of \( g \) on \( \mathbb{P}(H^{1,2}(Y)) \) coincides indeed with \( \tilde{g} \). See [499, Lem. 5.4] for details.

The first step is to show that \( T_F \) and \( S_F \) are naturally isomorphic. Evidence is provided by the following two numerical observations:

\[
\det(T_F) = \omega_F \approx \mathcal{O}_F(-1) \approx \det(S_F) \quad \text{and} \quad c_2(T_F) = e(F) = 27 = c_2(S_F).
\]

The latter is shown by the following argument, which \textit{a posteriori} explains geometrically the curious observation that \( e(F) = 27 \) is the number of lines on a cubic surface. Consider a generic hyperplane section \( S := Y \cap V(s) \), \( s \in H^0(\mathbb{P}^4, \mathcal{O}(1)) \), which is a cubic surface \( S \subset V(s) \cong \mathbb{P}^3 \). Let \( \tilde{s} \) be the image of \( s \) under \( H^0(\mathbb{P}(V), \mathcal{O}(1)) \to H^0(F, S_F) \). Its zero set \( V(\tilde{s}) \subset F \) is the set of lines \( L \in F \) with \( s|_L = 0 \), i.e. the set of lines contained in the cubic surface \( S \) and, hence, \( c_2(S_F) = |V(\tilde{s})| = 27 \), cf. Exercise 1.15.

Alternatively, one can use \( c_2(F) = 6 \cdot g^2 - 9 \cdot c_2(S) \) (which actually holds in the Chow ring and not only in cohomology where for degree reasons it would simply be an equality of numbers), see Exercise 2.3.2, and \( \int_F g^2 = 45 \).

**Proposition 2.2.** Let \( Y \subset \mathbb{P}^4 \) be a smooth cubic threefold and \( F = F(Y) \) its Fano variety of lines. Then there exists a natural isomorphism

\[
T_F \cong S_F
\]

between the tangent bundle \( T_F \) of \( F \) and the restriction \( S_F \) of the universal subbundle \( S \subset V \otimes \mathcal{O}_G \) under the natural embedding \( F \subset \mathbb{P}(1, \mathbb{P}^4) \).

**Proof** The result was originally proved by Clemens–Griffiths [120] and Tyurin [446] by very clever geometric arguments. We follow the more algebraic approach by Alta-\nman and Kleiman [16, Thm. 4.4]. As a first step, observe that the fibres of \( T_F \) and \( S_F \) at a point in \( F(Y) \) corresponding to a line \( L = \mathbb{P}(W) \subset Y \) are naturally isomorphic to \( H^0(L, N_{L/Y}) \) and \( W \). Thus, the following arguments can alternatively be seen as establishing an isomorphism \( H^0(L, N_{L/Y}) = W \) that is natural and thus works in families.

Start by observing that the first of the two spaces sits in the exact sequence

\[
0 \to H^0(L, N_{L/Y}) \to V/W \otimes W^\ast \to S^3(W^\ast) \to 0,
\]

where the surjection is given by the partial derivatives \( \partial_i F \) of the equation \( F \) defining \( Y \), cf. Remarks 2.2.2 and 2.2.20.

Next, recall that \( F \subset G = \mathbb{P}(1, \mathbb{P}^4) \) is the zero set of the regular section \( s_Y \in H^0(G, S^3(S)) \). The latter is the image of the equation in \( S^3(V^\ast) \) defining \( Y \) under the natural surjection \( S^3(V^\ast) \to S^3(S^\ast) \), see Section 2.1.1. Hence, the normal bundle sequence for \( F \subset G \) has the form

\[
0 \to T_F \to T_G|_F \to S^3(S_F^\ast) \to 0. \tag{2.3}
\]
Deformation theory, see Section 2.1.3, provides us with descriptions of the fibres of the two tangent bundles:

\[ T_{|L|}F \cong H^0(L, N_{L/Y}) \quad \text{and} \quad T_{|L|}G \cong H^0(L, N_{L/P}). \]

Moreover, fibrewise (2.3) is described as the cohomology sequence of the exact sequence

\[ 0 \to N_{L/Y} \to N_{L/P} \to \mathcal{O}_L(3) \to 0 \]

of normal bundles for the nested inclusion \( L \subset Y \subset \mathbb{P}^4 \). The global version of the latter is the exact sequence of normal bundles of the nested inclusion \( L \subset F \times Y \subset F \times \mathbb{P}^4 \):

\[ 0 \to N_{L/F \times Y} \to N_{L/F \times \mathbb{P}^4} \to \mathcal{N}_{F \times Y/F \times \mathbb{P}^4}|_L \to 0. \quad (2.4) \]

We use \( \mathcal{N}_{L/F \times \mathbb{P}^4} \cong p^*\mathcal{Q} \otimes \mathcal{O}_P(1) \), which is the global version of the natural isomorphism \( \mathcal{N}_{L/P} \cong V/W \otimes \mathcal{O}(1) \) for a line \( L = \mathbb{P}(W) \subset \mathbb{P}(V) \), cf. the discussion in Section 2.1.3. Here, \( \mathcal{Q} \) is the universal quotient bundle on \( \mathbb{G} \). Restricting to \( F \), one obtains \( \mathcal{N}_{L/F \times \mathbb{P}^4} \cong p^*\mathcal{Q}_F \otimes \mathcal{O}_F(1) \) and taking the direct image of (2.4) under \( p: L \to F \), one recovers (2.5):

\[ 0 \to p_*N_{L/F \times Y} \to p_*N_{L/F \times \mathbb{P}^4} \to p_*\mathcal{O}_F(3) \to 0. \quad (2.5) \]

See Exercise 2.1.18 for the isomorphism \( T_F \cong p_*\mathcal{N} \), where we use the shorthand \( \mathcal{N} := N_{L/F \times Y} \). Taking determinants of (2.4) shows

\[ \wedge_2^2 \mathcal{N} \cong \det(\mathcal{N}) \cong \det(p^*\mathcal{Q}_F \otimes \mathcal{O}_F(1)) \otimes \mathcal{O}_F(-3) \cong p^* \det(\mathcal{Q}_F) \]

and applying \( \wedge_2^2 \) and \( \otimes \mathcal{O}_F(-3) \) to (2.4), one obtains the exact sequence

\[ 0 \to \wedge_2^2 \mathcal{N} \otimes \mathcal{O}_F(-3) \to p^*\wedge_2^2 \mathcal{Q}_F \otimes \mathcal{O}_F(-1) \to \mathcal{N} \to 0. \]

As \( p_*\mathcal{O}_F(-1) = 0 = R^1 p_*\mathcal{O}_F(-1) \), taking direct images gives

\[ T_F \cong p_*\mathcal{N} \cong R^1 p_* \left( \wedge_2^2 \mathcal{N} \otimes \mathcal{O}_F(-3) \right) \cong \det(\mathcal{Q}_F) \otimes R^1 p_* \mathcal{O}_F(-3). \]

By relative Serre duality, cf. [222, III. Ex. 8.4], \( R^1 p_* \mathcal{O}_F(-3) \cong p_* (\mathcal{O}_F(1))^* \otimes \det(S_F) \) and, therefore, \( T_F \cong p_*\mathcal{N} \cong \det(\mathcal{Q}_F) \otimes S_F \otimes \det(S_F) \cong S_F. \)

Remark 2.3. In Remark 6.4.6 we will give another, somewhat curious argument to deduce an isomorphism \( T_F \cong S_F \) by viewing \( Y \) as a hyperplane section of a smooth cubic fourfold \( X \subset \mathbb{P}^5 \).

Note that \( S_F \) is naturally viewed as a subbundle \( S_F \subset V \otimes \mathcal{O}_F \) and, as we will see, \( T_F \) as a subbundle \( T_F \subset a^*T_A \cong T_0 A \otimes \mathcal{O}_F \). However, the above result does not yet show the existence of an isomorphism \( S_F \cong T_F \) that would be compatible with these inclusions under some isomorphism \( V \cong T_0 A \). This follows from the next result.
Corollary 2.4. The natural map in (2.2) is an isomorphism
\[ V^* \xrightarrow{\sim} H^0(F, S_F^*) \]
and \( q: L \rightarrow Y \subset \mathbb{P}(V) \) is the morphism associated with the complete linear system \( |O_p(1)| \).

Proof Use \( \dim H^0(F, S_F^*) = \dim H^0(F, T_F^*) = \dim H^1(F, O_F) = 5 \) and the injectivity of the natural map \( V^* \rightarrow H^0(L, q^*O(1)) \cong H^0(L, O_p(1)) \cong H^0(F, S_F^*) \), see (2.2).

One could also imagine a proof that uses spectral sequences as in Proposition 2.3.12 and the isomorphism \( V^* \cong H^0(\mathbb{G}, S^*) \).

\\[\square\\]

2.2 Cohomology ring of the Fano surface

So far, we have shown that there exists an isomorphism \( L \cong \mathbb{P}(S_F) \cong \mathbb{P}(T_F) \), but not that the two morphisms in (2.1) are related. In fact, we have not yet even properly defined the morphism \( \mathbb{P}(T_F) \rightarrow \mathbb{P}(T_0A) \). This will be done next.

By virtue of Corollary 2.5.15, there is an isomorphism \( \bigwedge^2 H^1(F, \mathbb{Q}) \cong H^2(F, \mathbb{Q}) \) of Hodge structures. Recall that the discussion in Section 2.4.4 only showed that there exist isomorphisms of Hodge structures
\[ \bigwedge^2 H^1(F, \mathbb{Q}) \cong \bigwedge^2 H^1(Y, \mathbb{Q})(2) \cong H^2(F, \mathbb{Q}), \]
but a priori not that the cup product induces such an isomorphism. We state the result again as the following lemma and present the traditional argument for it.

Lemma 2.5. The exterior product defines isomorphisms
\[ \bigwedge^2 H^1(F, \mathbb{Q}) \cong H^2(F, \mathbb{Q}), \]
\[ \bigwedge^2 H^1(F, \mathbb{Q}) \cong H^2(F, \mathbb{Q}), \]
\[ (2.6) \]

Proof We use the isomorphism \( S_F \cong T_F \), which turns the first assertion into the more geometric claim that the natural map \( \bigwedge^2 H^0(F, S_F^*) \rightarrow H^0(F, S_F^*) \) is an isomorphism. For this, we use the commutative diagram
\[ \begin{array}{ccc}
\bigwedge^2 V^* & \xrightarrow{\sim} & \bigwedge^2 H^0(F, S_F^*) \\
\downarrow & & \downarrow \\
H^0(\mathbb{P}(\bigwedge^2 V), O(1)) & \xrightarrow{\sim} & H^0(F, \bigwedge^2 S_F^*) \cong H^0(F, O_F(1))
\end{array} \]

and the fact that all spaces are of the same dimension ten. Thus, it suffices to show that the image of the Plücker embedding \( F \subset \mathbb{P}(\bigwedge^2 V) \) is not contained in any hyperplane. This can either be argued geometrically [120, Lem. 10.2] or by using the Koszul complex as in the proofs of Propositions 2.3.4 and 2.3.12.

Let us turn to the second isomorphism in (2.6). The proof of Corollary 2.5.15 in this particular case goes as follows: As the map \( \bigwedge^2 H^1(F, \mathbb{Q}) \rightarrow H^2(F, \mathbb{Q}) \) is topologically
defined, its injectivity is independent of the particular smooth cubic threefold. It is thus enough to check injectivity for one Fano surface \( F = F(Y) \). However, for the very general cubic \( \mathbb{F}^3(Y, \mathbb{Q})(2) \approx \mathbb{P}^2 \) is the direct sum \( \mathbb{Q}(-1) \oplus H \) of two irreducible Hodge structures of weight two. The first summand is pure and spanned by the intersection product \( \approx H^1(Y, \mathbb{Q}) \), which by Proposition 2.5.5 is mapped onto a non-trivial Hodge class. The irreducibility of \( H = q^*_F \) follows from the fact that \( \text{Sp}(\mathbb{F}^3(Y)) \) acts irreducibly on \( H \), see Remark 1.2.13.

The irreducibility of the Hodge structure \( H \) implies that the map \( H \longrightarrow H^2(F, \mathbb{Q}) \) is injective if and only if \( \mathbb{F}^2 \) is non-trivial, which we have shown above. Moreover, \( H^2(F) \) is contained in \( H_2(F, \mathbb{C}_{\text{pr}}) \) and, therefore, \( H \longrightarrow H^2(F, \mathbb{Q})_{\text{pr}} \). Altogether, this proves the injectivity of \( \mathbb{F}^2 \) and, for dimension reasons, its bijectivity. \( \square \)

2.3 Albanese morphism  Geometrically, the first injectivity in (2.6) is equivalent to saying that the image of the Albanese morphism \( a: F \longrightarrow A \) is a surface. Moreover, the pull-back defines an isomorphism \( a^*: H^2(A, \mathbb{Q}) \longrightarrow H^2(F, \mathbb{Q}) \), of which we will prove an integral version in Corollary 3.12 below.

**Corollary 2.6.** The Albanese morphism \( a: F \longrightarrow A \) is unramified, i.e. for all \( t \in F \) the tangent map \( da_t: T_tF \longrightarrow T_{a(t)}A \) is injective. In particular, the derivative of the Albanese map defines the morphism \( \tilde{q} \) in (2.1)

\[
\tilde{q}: \mathbb{P}(T_F) \longrightarrow \mathbb{P}(T_A) \longrightarrow \mathbb{P}(T_0A).
\]

**Proof** Assume \( da_t \) is not injective for some \( t \in F \). Then the induced map

\[
\mathbb{F}^2 T_tF \longrightarrow \mathbb{F}^2 T_{a(t)}A
\]

is trivial. However, this map is the dual of the map

\[
\mathbb{F}^2 T_{a(t)}A \cong \mathbb{F}^2 H^{1,0}(A) \cong \mathbb{F}^2 H^2(F, \omega_F) \cong H^0(F, \omega_F) \longrightarrow \mathbb{F}^2 \omega_F \otimes k(t),
\]

which then is also trivial. As \( \omega_F \) is very ample and, in particular, globally generated, this is absurd. \( \square \)

**Lemma 2.7.** The morphism \( \tilde{q}: \mathbb{P}(T_F) \longrightarrow \mathbb{P}(T_0A) \) is the morphism associated with the complete linear system \( |O_{T_0A}(1)| \)

**Proof** First, \( \tilde{q}^*O(1) = O_{T_0}(1) \), as \( \mathbb{P}(T_F) \subset \mathbb{P}(a^*T_0) \cong \mathbb{P}(T_0) \times F \) is induced by the inclusion \( T_F \hookrightarrow a^*T_A \cong T_0A \otimes O_F \). It remains to show that the linear system is complete, i.e. that the pull-back map \( H^0(\mathbb{P}(T_0A), O(1)) \longrightarrow H^0(\mathbb{P}(T_F), O_F(1)) \) is a bijection. Both sides are of dimension five, so it suffices to prove the injectivity. If the map were not injective, then all tangent spaces \( T_tF \hookrightarrow T_0A \) would be contained in a hyperplane. But
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this would contradict the bijectivity of the dual map $H^0(A, \Omega_A) \rightarrow H^0(F, \Omega_F)$, which is the pull-back of one-forms under the Albanese map $a: F \rightarrow A$. □

This proves the main result of this section:

**Proposition 2.8.** There exist isomorphisms $S_F \cong T_F$ and $V \cong T_0A$ inducing a commutative diagram

$$
\begin{array}{ccc}
\mathbb{P}(S_F) & \xrightarrow{q} & \mathbb{P}(V) \\
\downarrow & & \downarrow \\
\mathbb{P}(T_F) & \xrightarrow{q} & \mathbb{P}(T_0A).
\end{array}
$$

□

**Corollary 2.9.** The Albanese morphism $a: F \rightarrow A$ is unramified and generically injective.

**Proof** The first assertion is Corollary 2.6. To prove the injectivity generically, we choose the above isomorphism $V \cong T_0A$ such that the two inclusions $T_F \hookrightarrow a^*T_A \cong T_0A \otimes \mathcal{O}_F$ and $S_F \hookrightarrow V \otimes \mathcal{O}_F$ coincide. Hence, the morphism $F \rightarrow \mathcal{G}(1, \mathbb{P}(T_0A)), t \mapsto [T_tF \subset T_0(A)]$ is identified with the Plücker embedding $F \subset \mathcal{G}(1, \mathbb{P}(V))$. However, if for all points $s \in a(F)$ and distinct points $t_1 \neq t_2 \in a^{-1}(s)$ the tangent spaces $T_{t_1}F \subset T_0A$ and $T_{t_2}F \subset T_0A$ are different, then the generic fibre can only consist of just one point. □

In fact, Beauville [44, Thm. 4] has shown that $a: F \hookrightarrow A$ is injective and hence a closed immersion, see Corollary 3.5. We will see that in the end this assertion is equivalent to saying that the invertible sheaves $\mathcal{O}(C_{L_1})$ and $\mathcal{O}(C_{L_2})$ associated with two distinct lines $L_1, L_2 \subset Y$ are never isomorphic, which we proved as Corollary 1.30 already.

As a side remark, we state the following observation by Voisin [479, Sec. 4]:

**Corollary 2.10.** If $Y$ does not admit any Eckardt point, then the cotangent bundle $\Omega_F$ of its Fano variety $F = F(Y)$ is ample.

**Proof** By definition $\Omega_F \cong T_F^* \cong S_F^* \cong p_*\mathcal{O}_p(1)$ is ample, if the relative tautological line bundle $\mathcal{O}_p(1)$ on $\mathbb{P}(T_F) \rightarrow F$ is ample. Now use that $q: \mathbb{P}(T_F) \cong \mathbb{P}(S_F) \cong L \rightarrow Y$ is the morphism induced by the linear system $|\mathcal{O}_p(1)|$, which is finite unless $Y$ contains Eckardt points. □

**Remark 2.11.** The ampleness of the cotangent bundle of an algebraic variety is a very strong condition and examples of such varieties are not easily produced. According to a result of Kobayashi, see e.g. [149, Prop. 3.1], ampleness of $\Omega_F(Y)$ implies that $F(Y)$ is
hyperbolic, i.e. there are no non-constant holomorphic maps \( \mathbb{C} \to F(Y) \). In particular, \( F(Y) \) does not contain any (singular) rational or elliptic curves.

Note that the ampleness of \( \Omega_{F(Y)} \) is actually equivalent to the finiteness of \( q: L \to Y \), i.e. to the non-existence of Eckardt points, and there certainly exist smooth cubic threefolds for which \( \Omega_{F(Y)} \) is not ample, see [403] for a detailed discussion.

### 2.4 Geometric global Torelli theorem for threefolds

The following is a special case of the ‘geometric global Torelli theorem’, see Proposition 2.3.12. The result in dimension three [120, 446] predates the general result and we present here its classical proof that relies on the preceding discussion.

**Proposition 2.12.** Two smooth cubic threefolds \( Y, Y' \subset \mathbb{P}^4 \) are isomorphic if and only if their Fano surfaces \( F(Y) \) and \( F(Y') \) are isomorphic:

\[ Y \simeq Y' \iff F(Y) \simeq F(Y'). \]

**Proof** For any smooth cubic threefold \( Y \subset \mathbb{P}^4 \), the Picard group \( \text{Pic}(Y) \) is generated by \( \mathcal{O}_Y(1) \). Hence, any isomorphism \( Y \simeq Y' \) is induced by an automorphism of the ambient \( \mathbb{P}^4 \) and, therefore, induces an isomorphism \( F(Y) \simeq F(Y') \) between their Fano surfaces.

Conversely, any isomorphism \( F(Y) \simeq F(Y') \) induces an isomorphism between the images \( Y \) and \( Y' \) of the natural morphisms

\[ \mathbb{P}(T_{F(Y)}) \to \mathbb{P}(T_0 \text{Alb}(F(Y))) \text{ and } \mathbb{P}(T_{F(Y')}) \to \mathbb{P}(T_0 \text{Alb}(F(Y'))), \]

given by the differentials of the Albanese maps. \( \square \)

**Exercise 2.13.** Observe that the same techniques can be exploited to show that for any smooth cubic threefold \( Y \subset \mathbb{P}^4 \) there exists a natural isomorphism of finite groups, cf. Corollary 1.3.9,

\[ \text{Aut}(Y) \to \text{Aut}(F(Y)), \]

see (3.6) in Section 2.3.3. Combined with Corollary 1.3.18 and (0.4), this shows that the natural action \( \text{Aut}(F(Y)) \to \text{Aut}(H^1(F(Y), \mathbb{Z})) \) is injective, see [384].

Quotients of \( F(Y) \) by subgroups of \( \text{Aut}(F(Y)) \) have been studied by Roulleau [407].

We complement Proposition 2.12 by the following infinitesimal statement.

**Proposition 2.14.** Let \( Y \subset \mathbb{P}^4 \) be a smooth cubic threefold and let \( F = F(Y) \) be its Fano surface. Then the natural map

\[ H^1(Y, T_Y) \to H^1(F, T_F) \]

is bijective.
Chapter 5. Cubic threefolds

Proof The injectivity of the map holds more generally for all smooth cubics of dimension at least three, see Corollary 2.5.10. In order to prove bijectivity, it suffices to show that \( h^1(F, T_F) = 0 \). Note that the Hirzebruch–Riemann–Roch formula shows \( \chi(F, T_F) = 30 \). Hence, by applying the vanishing \( H^0(F, T_F) = 0 \), see Corollary 2.3.13, one obtains \( h^1(T_F) = h^2(T_F) = 30 \). Thus, it would be enough to show \( h^2(T_F) \leq 40 \).

However, it is possible to compute \( H^1(F, T_F) \approx H^1(F, S_F) \) directly. The Koszul resolution of \( O_F \), see (3.1) in the proof of Proposition 2.3.4, tensored with \( S \) allows one to compute \( H^1(F, S_F) \) via the spectral sequence

\[
E_1^{pq} = H^p(\mathbb{G}, \bigwedge^q (S^3(S)) \otimes S) \Rightarrow H^{p+q}(F, S_F).
\]

After applying Bott–Borel–Weil theory to identify the various terms one eventually finds that \( H^1(F, S_F) \) is the kernel of the natural map \( S^2(V) \otimes \det(V) \to V^* \otimes \det(V) \) given by the equation of \( Y \subset \mathbb{P}(V) \). For smooth \( Y \) this map is surjective and, therefore, \( h^1(F, S_F) = \dim S^2(V) - \dim(V) = 15 - 5 = 10 \).

The result says that the Fano surface \( F(Y) \) stays a Fano surface after small deformations, which is false for example for the Fano variety of lines on a smooth cubic fourfold, see Corollary 6.3.12 and Remark 2.3.14.

Remark 2.15. Note that the Picard number \( \rho(F) = \rk(H^1(F, \mathbb{Z})) \) of the Fano variety satisfies \( 1 \leq \rho(F) \leq 25 \). The general cubic threefold satisfies \( \rho(F(Y)) = 1 \), see the proof of Lemma 2.5, but in light of the moduli space of cubic threefolds being only ten-dimensional one is led to ask which other Picard numbers can be attained. Using (2.6) to see that the Albanese morphism induces an isomorphism of Hodge structures \( H^2(A, \mathbb{Q}) \cong H^2(F, \mathbb{Q}) \), cf. Corollary 3.12 below for an integral version, the problem is linked to the analogous question for abelian varieties of dimension five.

According to Hulek and Lai [241] the Picard number of an abelian variety of dimension five satisfies \( 1 \leq \rho \leq 17 \) or \( \rho = 25 \). Clearly, then the same holds true for the Fano variety of lines \( F \) of any smooth cubic threefold \( Y \). For example, the upper bound \( \rho(F) = 25 \) is attained by the Klein cubic

\[
Y = V(x_0^2 x_1 + x_1^2 x_2 + x_2^2 x_3 + x_3^2 x_4 + x_4^2 x_0),
\]

see [10, 56, 404]. In this case, \( A \cong E_1 \times \cdots \times E_5 \) (as unpolarized abelian varieties), where the \( E_i \) are pairwise isogenous elliptic curves with CM, see [305, Exer. 5.6.10]. Roulleau [406] describes examples with \( \rho(F) = 12, 13 \) and observes that there exist infinitely many smooth cubic threefolds with \( \rho(F) = 25 \). However, which of the remaining values \( 1 \leq \rho(F) \leq 17 \) are realized seems an open question. Note that the moduli space of abelian varieties of dimension five is of dimension 15. Over finite fields the problem

\[ \text{Thanks to A. Kuznetsov for providing the complete argument. His proof is too long and technical to be included here in full, so we only sketch the approach. As was pointed out to me by S. Stark, a complete proof can already be found in a paper by Wehler [489].} \]
has been studied by Debarre, Laface, and Roulleau [141]. This is then related to the Zeta function, cf. Remark 2.4.22.

In the arithmetic setting, the link between the Fano surface and the intermediate Jacobian, cf. Corollary 3.3, has been used by Roulleau [408] to prove the Tate conjecture for the Fano surface over any finitely generated field not of characteristic two.

3 Albanese, Picard, and Prym

The general theory set up in Section 2.5.5 provides us with a commutative diagram

\[
\begin{array}{c}
\text{CH}^2(F)_{\text{alg}} \to \text{CH}^2(Y)_{\text{alg}} \to \text{CH}^1(F)_{\text{alg}} \\
\downarrow \quad \downarrow \quad \downarrow \\
A(F) \to J(Y) \to \text{Pic}^0(F).
\end{array}
\]

(3.1)

Note that \(\text{CH}^2(F)_{\text{alg}}\) is known to be big (over \(\mathbb{C}\)), while \(\text{CH}^1(F) = \text{Pic}(F)\).

The intermediate Jacobian

\[J(Y) := J^1(Y) = \frac{H^{1,2}(Y)}{H^3(Y, \mathbb{Z})} \approx \frac{H^{2,1}(Y)}{H_3(Y, \mathbb{Z})}\]

of \(Y\) is self-dual and the two maps on the bottom are dual to each other, cf. Section 2.5.5. Indeed, they are induced by the Fano correspondence \(\varphi : H^3(Y, \mathbb{Z}) \to H^1(F, \mathbb{Z})(-1)\) and its dual \(\psi : H^3(F, \mathbb{Z}) \to H^3(Y, \mathbb{Z})\) (a priori up to torsion, but see Remark 1.21). Moreover, as the two maps induce isomorphisms between the cohomology groups with rational coefficients, they are isogenies of abelian varieties of dimension five.

The aim of this section is to show that all three abelian varieties, \(A(F)\), \(J(Y)\), and \(\text{Pic}^0(F)\), are isomorphic and, moreover, can be identified with the Prym variety of the morphism \(C_L \simeq \tilde{D}_L \to D_L\) in Section 1.3.

3.1 Albanese versus intermediate Jacobian

In order to understand the composition

\[A = A(F) \to J(Y) \to \text{Pic}^0(F),\]

we first pre-compose it with the Albanese map \(a : F \to A\), which depends on the additional choice of a point \(t_0 \in F\) corresponding to a line \(L_0 \subset Y\). This map then factors through \(F \to \text{CH}^2(F)_{\text{alg}}, t \mapsto [t] - [t_0]\) and the Abel–Jacobi map \(\text{CH}^2(F)_{\text{alg}} \subset \text{CH}^2(F)_{\text{hom}} \to A(F)\). According to Exercise 2.4.13 and Remark 1.21, \(H^2(F, \mathbb{Z})\) is torsion free. Hence, the notion of homological and algebraic equivalence for divisors on \(F\) coincide. A similar result holds for curves on \(Y\), see the proof of Corollary 3.16 below. Thus,

\[\text{CH}^2(Y)_{\text{alg}} = \text{CH}^2(Y)_{\text{hom}} \text{ and } \text{Pic}^0(F) \approx \text{CH}^1(F)_{\text{alg}} = \text{CH}^1(F)_{\text{hom}}.\]
Lemma 3.1. The composition \( F \xrightarrow{A} \rightarrow J(Y) \xrightarrow{\text{Pic}^0(F)} \) sends a point \( L \in F \) to the invertible sheaf \( \mathcal{O}(C_L - C_{cL}) \).

Proof Clearly, the class of the point \( L \in F \) under \( \psi: CH^2(F) \rightarrow CH^2(Y) \) is mapped to the class \([L] \in CH^2(Y)\) of the line \( L \subset Y \). The image of the latter under the correspondence \( \varphi: CH^2(Y) \rightarrow CH^1(F) \) is by construction \( \mathcal{O}(C_L) \). Then use the commutativity of the diagram (3.1).

The result can be extended to a description of the composition

\[
C \xrightarrow{A(C)} A(F) \xrightarrow{J(Y)} \text{Pic}^0(F) \xrightarrow{\text{Pic}^0(C)}, (3.2)
\]

for an arbitrary (smooth) curve \( C \subset F(Y) \) as \( L \rightarrow \mathcal{O}(C_L - C_{cL})|_C \), which combined with Remark 1.18 will come up again as the Abel–Prym map in Remark 3.9. The observation is particularly useful when \( C \) is ample, e.g. for \( C = C_L \). In this case, one finds

\[
A(C) \xrightarrow{A(F)} \text{Pic}^0(F) \xrightarrow{\text{Pic}^0(C)}.
\]

The surjectivity follows from \( H^1(F, \mathcal{O}_F(-C)) = 0 \), a consequence of the Kodaira vanishing theorem, which proves the injectivity of the map \( H^1(F, \mathcal{O}_F) \hookrightarrow H^1(C, \mathcal{O}_C) \) between their cotangent spaces.

For the injectivity use that for a line bundle \( \mathcal{M} \) of degree zero on \( F \), the line bundle \( \mathcal{O}(C) \otimes \mathcal{M} \) is still ample. Hence, again by Kodaira vanishing, \( H^1(F, \mathcal{O}_F(-C) \otimes \mathcal{M}) = 0 \) and, therefore, \( H^0(F, \mathcal{M}) \hookrightarrow H^0(C, \mathcal{M}|_C) \) is surjective. The latter shows that with \( \mathcal{M}|_C \) also \( \mathcal{M} \) would be trivial.

Let \( L \in F \) be generic and consider \( C_L \) as the étale cover

\[
\pi: C_L \approx D_L \rightarrow D_L
\]

of degree two, see Section 1.3.

Corollary 3.2. Using the above notation, one has:

(i) The following composition is trivial:

\[
\text{Pic}^0(D_L) \xrightarrow{\pi^*} \text{Pic}^0(C_L) \cong A(C_L) \xrightarrow{A(F)} J(Y) \xrightarrow{\text{Pic}^0(F)}. (3.3)
\]

(ii) The image of the restriction map \( H^1(F, \mathbb{Z}) \hookrightarrow H^1(C_L, \mathbb{Z}) \) is contained in the kernel of \( \pi_*: H^1(C_L, \mathbb{Z}) \rightarrow H^1(D_L, \mathbb{Z}) \).

Proof Observe that under the natural map

\[
D_L \rightarrow \text{Pic}(D_L) \rightarrow \text{Pic}(C_L) \rightarrow CH^2(F) \rightarrow CH^2(Y)
\]

a point \( y \in D_L \) is mapped to \([L_1] + [L_2] \in CH^2(Y)\), where \( L_1 \) and \( L_2 \) correspond to the two points of the fibre \( \pi^{-1}(y) \).
Clearly, for the plane $\mathbb{P}^2 = \overline{yL}$, the following equality holds in $\text{CH}^2(Y)$:

$$[L_1] + [L_2] = [L_1] + [L] - [L] = [\mathbb{P}^2]_Y - [L].$$

As $[yL] \in \text{CH}^2(\mathbb{P}^4) \cong \mathbb{Z}$ is independent of $y \in D_L$, also the class $[L_1] + [L_2] \in \text{CH}^2(Y)$ is. Thus, $D_L \longrightarrow \text{CH}^2(Y) \longrightarrow \text{CH}^1(F)$ is constant and, therefore, the composition (3.3) is trivial.

The second assertion is equivalent to the vanishing of the composition

$$H^1(D_L, \mathbb{Z}) \overset{\pi^*}{\longrightarrow} H^4(C_L, \mathbb{Z}) \overset{i_*}{\longrightarrow} H^3(F, \mathbb{Z})(-1).$$

(3.4)

Composing (3.4) further with the injection $H^3(F, \mathbb{Z}) \hookrightarrow H^3(Y, \mathbb{Z}) \hookrightarrow H^3(F, \mathbb{Z})(-1)$ describes the map obtained by taking cohomology of (3.3). Hence, (i) implies (ii).

Note that the purely topological assertion (ii) is deduced from a Chow theoretic argument. A more topological reasoning along the same lines is probably also possible but likely to be not quite as elegant.

By a purely topological description of étale coverings of degree two, one computes that the intersection pairing on $H^1(C_L, \mathbb{Z})$ restricted to the submodule $H^1(C_L, \mathbb{Z}) - \text{B Ker}(\pi^*: H^1(C_L, \mathbb{Z}) \longrightarrow H^1(D_L, \mathbb{Z}))$ is divisible by two, cf. Section 3.2. Hence, the Hodge–Riemann pairing $(\cdot, \cdot)_F$ on $H^1(F, \mathbb{Z})$ with respect to the Plücker polarization satisfies

$$(\gamma, \gamma')_F = \int_F \gamma \cdot \gamma' \cdot g = 3 \int_{C_L} \gamma|_{C_L} \cdot \gamma'|_{C_L} \in 6\mathbb{Z},$$

(3.5)

where we use $3[C_L] = g \in H^2(F, \mathbb{Z})$, cf. Lemma 1.14. Then, according to Proposition 2.5.5, the Fano correspondence provide an injection of integral(!) symplectic lattices

$$\varphi: (H^3(Y, \mathbb{Z}), (\cdot, \cdot)_Y) \hookrightarrow (H^1(F, \mathbb{Z})(-1), (-1/6)(\cdot, \cdot)_F)$$

of finite index. As the left-hand side is unimodular, this map has to be an isomorphism. We thus have proved the following result, cf. Corollary 2.5.8.

**Corollary 3.3.** The Fano correspondence induces an isometry of Hodge structures

$$\varphi: (H^3(Y, \mathbb{Z}), (\cdot, \cdot)_Y) \longrightarrow (H^1(F, \mathbb{Z})(-1), (-1/6)(\cdot, \cdot)_F)$$

and, consequently, isomorphisms of the associated polarized abelian varieties

$$A(F) \longrightarrow J(Y) \longrightarrow \text{Pic}^0(F).$$

**Remark 3.4.** By definition of the intermediate Jacobian of $Y$, there exists an isomorphism of Hodge structures

$$H^1(J(Y), \mathbb{Z})(-1) \cong H^3(Y, \mathbb{Z})$$

(3.6)
which gives rise to a Hodge class in $H^{2,2}(J(Y) \times Y, \mathbb{Z})$. It is an open question whether this class can be written as an integral(!) linear combination of algebraic classes. This question and its relation to the existence of a universal codimension two cycle and to the question whether cubic threefolds have universally trivial $\text{CH}_0$ has been studied by Voisin [481], cf. Section 7.4.2.

Note however that the Fano correspondence does give an algebraic correspondence $H^1(J(Y), \mathbb{Z}) \cong H^2(F(Y), \mathbb{Z}) \cong H^2(F(Y), \mathbb{Z}) \cong H^3(Y, \mathbb{Z})$, which however is only an isomorphism of rational(!) Hodge structures unlike (3.6). In Section 6.3.8 a similar phenomenon will be discussed for cubic fourfolds.

The next result improves upon Corollary 2.9, cf. [44, Thm. 4].

**Corollary 3.5 (Beauville).** The Albanese morphism

$$a: F \hookrightarrow A(F) \cong J(Y)$$

is a closed immersion. Equivalently, the morphism $F \hookrightarrow \text{Pic}(F), L \mapsto O(C_L)$ is a closed immersion.

**Proof** Indeed, by Corollary 2.9 the morphism $F \hookrightarrow A(F)$ is unramified and its composition with $A(F) \twoheadrightarrow J(Y) \twoheadrightarrow \text{Pic}(F)$, which is an isomorphism by Corollary 3.3, is the injective map $L \mapsto O(C_L)$, cf. Corollary 1.30. □

**Remark 3.6.** Some of the varieties we have considered, e.g. the Fano variety $F(Y)$ or its Albanese variety $A(F(Y)) \cong J(Y)$, admit a modular description, i.e. are isomorphic to certain moduli spaces of sheaves on $Y$. Here are some facts and references:

(i) The blow-up $\tilde{J}(Y) \longrightarrow J(Y)$ in the codimension three subvariety $F(Y) \subset J(Y)$ admits a modular description. Druel [165] shows that it is isomorphic to the moduli space of semistable sheaves of rank two on $Y$ with Chern classes $c_1 = c_1 = 0$ and $c_2 = (2/3) \cdot h^2$. The complement of the exceptional divisor, a $\mathbb{P}^2$-bundle over $F(Y)$, is the open set parametrizing the locally free sheaves.

The original argument relies on work of Markushevich–Tikhomirov [341] and Iliev–Markushevich [258]. A simplified account was provided by Beauville [52] who also describes the proper transform of the theta divisor and a description in terms of matrix factorizations was provided by Böhning and von Bothmer [76].

(ii) The moduli space of semi-stable locally free sheaves of rank two on $Y$ with Chern classes $c_1 = h$ and $c_2 = (2/3) \cdot h^2$ has been described as the Fano variety of lines $F(Y)$ by Beauville [58, Prop. 3] and by Biswas–Biswas–Ravindra [70, Thm. 1]. A similar result holds for the moduli space of semi-stable locally free sheaves of rank two with Chern classes $c_1 = 0$ and $c_2 = (1/3) \cdot h^2$.

(iii) Another moduli space appears naturally. As shown by Bayer et al [40], the moduli
space of semistable sheaves of rank three and Chern classes \(c_1 = -h, c_2 = h^2,\) and \(c_3 = -h^3/3\) is the blow-up of the theta divisor \(\Xi \subset J(Y)\) in its only singular point, see Section 4.1 and Remark 7.2.7.

3.2 Reminder on Prym varieties

The next step is to relate the intermediate Jacobian \(J(Y)\) to the Prym variety of the étale cover \(C \rightarrow D\) for a generic line \(L \subset Y\).

Let us begin with a reminder on Prym varieties. We recommend \([42, 49, 305, 359]\) for a more detailed discussion and \([179]\) for a historical account.

We consider an étale cover \(\pi: C \rightarrow D\) of degree two between smooth projective curves. Then \(C\) comes with a covering involution that we shall denote by \(\iota\). Note that according to the Hurwitz formula, we have \(g(C) = 2g(D) - 1\). The double cover \(\pi\) corresponds to the two-torsion line bundle \(L_\pi \simeq \pi^* \mathcal{O}_C / \mathcal{O}_D \in \text{Pic}^0(D)\) that satisfies \(\pi^* L_\pi \simeq \mathcal{O}_C\).

**Lemma 3.7.** The pull-back \(\pi^*: \text{Pic}(D) \rightarrow \text{Pic}(C)\) defines an isomorphism \(\text{Pic}(D)/(\mathcal{L}_\pi) \simeq \text{Ker}(\text{Pic}(C) \xrightarrow{1-\iota^*} \text{Pic}(C))\).

**Proof** The morphism \(1-\iota^*\) maps a line bundle \(L\) to \(L \otimes \iota^* L^*\). Clearly, if \(L = \pi^* \mathcal{M}\), then \((1-\iota^*)(L) \simeq \mathcal{O}_C\). For the other inclusion use that any \(\iota^*\)-invariant invertible sheaf descends to an invertible sheaf on \(D\).\(^8\)

Following Beauville \([42]\), the descent can be shown explicitly as follows: Suppose \(\mathcal{L} = \mathcal{O}(E)\) satisfies \(\iota^* \mathcal{L} \simeq \mathcal{L}\). Write \(E - \iota^* E\) as the principal divisor \((f)\) for some \(f \in K(C)\) and observe that then \(f \cdot \iota^* f\) has neither zeros nor poles, so we may assume \(f \cdot \iota^* f = 1\) (we need \(k\) to admit square roots for this). Pick an element \(g \in K(C)\) with \(\iota^* g = -g\) and set \(f_0 := g \cdot (f - 1)\). Then, \(f = f_0 \cdot (\iota^* f_0)^{-1}\) and, therefore, \(E_0 := E - (f_0)\) is the pull-back of a divisor on \(D\). Alternatively, the existence of \(f_0\) can be deduced from Hilbert’s theorem 90. We leave it to the reader to verify that \(\mathcal{O}_D\) and \(\mathcal{L}_\pi\) are the only line bundles with trivial pull-back to \(C\). \(\square\)

**Definition 3.8.** The **Prym variety** of an étale double over \(\pi: C \rightarrow D\) is defined as \(\text{Prym}(C/D) = \text{Im}(\text{Pic}^0(C) \xrightarrow{1-\iota^*} \text{Pic}(C))\).

Hence, there exists a natural exact sequence, see \([81, \text{Thm. 2}], [42, \text{Sec. 2.6}],\) or \([365, \text{Sec. 10.9}]\):

\[
0 \rightarrow \langle \mathcal{L}_\pi \rangle \rightarrow \text{Pic}^0(D) \rightarrow \text{Pic}^0(C) \rightarrow \text{Prym}(C/D) \rightarrow 0. \tag{3.7}
\]

\(^8\) One could think that the absence of fixed points is important here. It is not, although for the descent of invariant invertible sheaves on surfaces, fixed points do cause problems.
In particular, the dimension of the Prym variety is
\[
\dim \text{Prym}(C/D) = g(D) - 1.
\]

Next we wish to show that the Prym variety can also be viewed as a connected component of the kernel of the norm map. Recall that the norm map \( N: \text{Pic}(C) \to \text{Pic}(D) \) is the push-forward map \( \pi_*: \text{CH}^1(C) \to \text{CH}^1(D) \), which, using \( \text{Pic}^0 \cong \text{Alb} \) for curves, on the identity component is described by the natural map \( A(C) \to A(D) \) between the Albanese varieties. Alternatively, \( N(\mathcal{L}) = \det \pi_* \mathcal{L} \otimes (\det \pi_* \mathcal{O}_C)^* \). For example, for the line bundle \( \mathcal{L} = \mathcal{O}(x) \), \( x \in C \), the exact sequence \( 0 \to \mathcal{O}_C \to \mathcal{L} \to k(x) \to 0 \) indeed shows \( \det(\pi(x)) = \det \pi_* k(x) = \det \pi_* \mathcal{L} \otimes (\det \pi_* \mathcal{O}_C)^* \). Clearly, \( N \) defined as \( \pi_* \) is a group homomorphism, which is not quite so apparent in the latter description. Note that \( \text{Ker}(N) \) has two connected components, non-canonically isomorphic to each other.

The claim now is that the connected component \( \text{Ker}(N)^0 \) of the kernel \( \text{Ker}(N) \) containing \( \mathcal{O}_C \) is the Prym variety, i.e.
\[
\text{Prym}(C/D) = \text{Im}(1 - \iota^*) \cong \text{Ker}(N)^0.
\]

For one inclusion use \( \pi_* \iota^* = \pi_* \) and compute \( N(\mathcal{L} \otimes \iota^* \mathcal{L}^*) = \det \pi_* (\mathcal{L} \otimes (\det \pi_* \mathcal{O}_C)^*) \). For the other inclusion, observe that \( N: \text{Pic}^0(C) \to \text{Pic}^0(D) \) is surjective and hence \( \text{Prym}(C/D) \subset \text{Ker}(N)^0 \) is an inclusion of abelian varieties of the same dimension \( g(D) - 1 \).

To summarize, in addition to the exact sequence (3.7) there is an exact sequence
\[
0 \to \text{Prym} \to \text{Prym}' \to \text{Pic}^0(C) \xrightarrow{N} \text{Pic}^0(D) \xrightarrow{\gamma} A(C) \xrightarrow{\imath} A(D)
\]

It is useful to describe both points of view in terms of integral Hodge structures. For this, recall that
\[
\text{Pic}^0(C) \cong H^1(C, \mathcal{O}_C) \cong H^0(C, \omega_C)^* \cong \text{Alb}(C)
\]
and similarly for \( \text{Pic}^0(D) \). As explained in [305, Ch. 12.4], \( H^1(C, \mathbb{Z}) \) admits a symplectic basis of the form \( \lambda_0, \mu_0, \lambda_i^+, \mu_i^+ \), \( i = 1, \ldots, g(D) - 1 \) with \( \lambda_0, \mu_0 \) fixed by the action of \( \iota^* \) on \( H^1(C, \mathbb{Z}) \) and \( \iota^* (\lambda_i^+) = \lambda_i^+, \iota^* (\mu_i^+) = \mu_i^+ \), see also the picture in [164]. In particular, the only non-zero intersection numbers are \( \langle \lambda_0, \mu_0 \rangle = 1 \) and \( \langle \lambda_i^+, \mu_i^+ \rangle = 1 \). This allows one to describe the eigenspaces \( H^1(C, \mathbb{Z})^+ \subset H^1(C, \mathbb{Z}) \) of the involution \( \iota^* \) as
\[
H^1(C, \mathbb{Z})^+ = \langle \lambda_0, \mu_0, \lambda_i^+, \mu_i^+, \mu_i^- \rangle \quad \text{and} \quad H^1(C, \mathbb{Z})^- = \langle \lambda_i^-, \mu_i^- \rangle.
\]
The latter implies the fact alluded to before that the intersection pairing on \( H^1(C, \mathbb{Z})^- \) is divisible by two, which was used in the proof of Corollary 3.3. Moreover, the image of the pull-back map
\[
\pi^*: H^1(D, \mathbb{Z}) = \langle \lambda_i, \mu_i \rangle_{i=0, \ldots, g(D)-1} \hookrightarrow H^1(C, \mathbb{Z})^+.
\]
As the last step of our general discussion, observe that (3.8) corresponds to

\[
\text{on Prym}(\lambda, \mu \rightarrow \text{representing } 1 \text{ étale covering } C \rightarrow D \text{ can be constructed by cutting } D \text{ along the standard loop representing } \mu_0 \text{ and gluing two copies of } D \text{ along } \mu_0. \text{ This explains why in particular the pull-back of } \mu_0 \text{ gives } 2\mu_0.
\]

Also observe that the image of

\[
\pi^*H^1(C, \mathbb{Z}) \longrightarrow H^1(C, \mathbb{Z})^+, \ \alpha \longmapsto \alpha + \iota' \alpha
\]

is contained in \( \pi^*H^1(D, \mathbb{Z}) \subset H^1(C, \mathbb{Z})^+ \) with index two. On the other hand,

\[
\pi^*H^1(C, \mathbb{Z}) \longrightarrow H^1(C, \mathbb{Z})^-, \ \alpha \longmapsto \alpha - \iota' \alpha
\]

is surjective. As the sequence (3.7) is induced by the exact sequence

\[
0 \longrightarrow H^1(C, \mathbb{Z})^+ \longrightarrow H^1(C, \mathbb{Z}) \overset{1-\iota'}{\longrightarrow} H^1(C, \mathbb{Z})^- \longrightarrow 0, \tag{3.9}
\]

the Prym variety can be described as

\[
\text{Prym}(C/D) \simeq \frac{H^1(C, \mathcal{O}_C)^-}{H^1(C, \mathbb{Z})^-} \simeq \frac{H^1(C, \mathcal{O}_C)^-}{H^1(C, \mathbb{Z})^-}.
\]

**Remark 3.9.** The Prym variety is commonly viewed as a principally polarized abelian variety: Indeed, the last isomorphism together with the description of \( H^1(C, \mathbb{Z})^- \) as \( \langle \lambda_i^+ - \lambda_i^-, \mu_i^+ - \mu_i^- \rangle \) allows one to define a principal polarization

\[
\Xi \in H^2(\text{Prym}(C/D), \mathbb{Z}) \simeq \bigwedge^2 H^1(\text{Prym}(C/D), \mathbb{Z}) \simeq \bigwedge^2 H^1(C, \mathbb{Z})^- \]

on \( \text{Prym}(C/D) \) explicitly given by the intersection pairing on \( H^1(C, \mathbb{Z})^- \) scaled by the factor \((1/2)\).

For a fixed point \( t_0 \in C \) one defines the *Abel–Prym map* as

\[
\text{AP}: C \longrightarrow \text{Prym}(C/D), \ t \longmapsto \mathcal{O}(t - t_0) \otimes \mathcal{O}(t - t_0)^*.
\]

It induces the canonical isomorphism \( \text{AP}^*: H^1(\text{Prym}(C/D), \mathbb{Z}) \cong H^1(C, \mathbb{Z})^- \). In particular, \( \text{AP}^*(\Xi) = (1/2)\sum (\lambda_i^+ \wedge \mu_i^+ + \lambda_i^- \wedge \mu_i^-) \in H^2(C, \mathbb{Z}) \) and hence

\[
\deg \text{AP}^*(\Xi) = g(C) - 1 = 2g(D) - 2.
\]

The kernel of \( \text{Pic}^0(C) \longrightarrow \text{Prym}(C/D) \) can be written as the degree two quotient

\[
\text{Pic}^0(D) \cong \frac{H^1(C, \mathcal{O}_C)^+}{H^1(D, \mathbb{Z})} \longrightarrow \frac{H^1(C, \mathcal{O}_C)^+}{H^1(C, \mathbb{Z})^-}.
\]

As the last step of our general discussion, observe that (3.8) corresponds to

\[
0 \longrightarrow H^1(C, \mathbb{Z})^- \longrightarrow H^1(C, \mathbb{Z}) \overset{1+\iota'}{\longrightarrow} (1 + \iota')H^1(C, \mathbb{Z}) \longrightarrow 0,
\]
where we make use of the degree two quotient
\[ \frac{H^1(C, O_C)^*}{(1 + \psi^*)H^1(C, \mathbb{Z})} \to \frac{H^1(C, O_C)^*}{H^1(D, \mathbb{Z})} \cong \text{Pic}_0(D). \]

Let us now apply the general theory to the cover \( C_L \to D_L \) associated with a generic line \( L \subset Y \) in a smooth cubic threefold.

**Proposition 3.10** (Mumford). For a generic line \( L \subset Y \), the curve \( i : C_L \to F(Y) \) induces an isometry of Hodge structures
\[ (H^1(Y, \mathbb{Z}), (\cdot, \cdot)_i) \cong (H^1(F, \mathbb{Z})(-1), (1/2)(\cdot, \cdot)_j) \]
and an isomorphism of polarized abelian varieties
\[ J(Y) = A(F) \cong \text{Pic}_0(F) \to \text{Prym}(C_L/D_L). \]

**Proof** The first isomorphism is the content of Corollary 3.3. The second one follows from a comparison of (3.9) with the exact sequence
\[ 0 \to \text{Ker}(\xi) \to H^1(C_L, \mathbb{Z}) \to H^1(Y, \mathbb{Z}) \to 0. \]
Here, \( \xi \) is the composition of the push-forward map \( i_* : H^1(C_L, \mathbb{Z}) \to H^1(F, \mathbb{Z}) \) induced by \( i : C_L \to F(Y) \) and the dual \( \psi : H^1(F, \mathbb{Z}) \to H^1(Y, \mathbb{Z}) \) of the Fano correspondence. The surjectivity of \( i_* \) is a consequence of the ampleness of \( C_L \) and the Lefschetz hyperplane theorem: \( H^1(C_L, \mathbb{Z}) \cong H_1(C_L, \mathbb{Z}) \to H_1(F, \mathbb{Z}) \cong H^1(F(Y), \mathbb{Z}). \)

By virtue of Corollaries 3.2 and 3.3, we know that \( H^1(D_L, \mathbb{Z}) \to H^1(F(Y), \mathbb{Z}) \) is trivial and, hence, \( \pi^* H^1(D_L, \mathbb{Z}) \subset \text{Ker}(\xi) \). Both are free \( \mathbb{Z} \)-modules of the same rank and \( \text{Ker}(\xi) \) is saturated, as its cokernel is the torsion free \( H^1(Y, \mathbb{Z}) \). However, \( \pi^* H^1(D_L, \mathbb{Z}) \) is also contained with finite index in \( H^1(C_L, \mathbb{Z})^+ \) and the latter is a saturated submodule of \( H^1(C_L, \mathbb{Z}) \), for its cokernel is the torsion free \( H^1(C_L, \mathbb{Z})^- \). Hence, \( \text{Ker}(\xi) \) and \( H^1(C_L, \mathbb{Z})^+ \) both realize the saturation of \( \pi^* H^1(D_L, \mathbb{Z}) \subset H^1(C_L, \mathbb{Z}) \) and, therefore, coincide. So, altogether we obtain an isomorphism of Hodge structures
\[ H^1(Y, \mathbb{Z})(1) \cong H^1(C_L, \mathbb{Z})^- \]
and, hence, an isomorphism of abelian varieties \( \text{Prym}(C_L/D_L) \cong J(Y) \). The compatibility with the various pairings and polarizations is easily checked.

**Remark 3.11.** Not every smooth curve of genus eleven admits an étale double quotient. Furthermore, the space of étale double covers \( C \to D \) with \( g(C) = 11 \) arising as \( C_L \to D_L \) is of codimension three. Indeed, the quotient curve \( D_L \) is smooth of genus six.
and, therefore, its deformation space is of dimension 15. On the other hand, the space of all \((Y, L \subset Y)\) only accounts for twelve dimensions.⁹

3.3 Theta divisor of the Albanese

The following summarizes results in \([120], [43, Prop. 4 & 7],\) and \([44, Thm. 4]\). Note that in \([446, Sec. 2]\) it is wrongly claimed that the image of \(\alpha\) is a divisor of degree two.

**Corollary 3.12** (Beauville, Clemens–Griffiths). Fix a point in \(F = F(Y)\) and consider the Albanese embedding \(\alpha: F \twoheadrightarrow A = A(F) \cong \text{Prym}(C_L/D_L)\), see Corollary 3.5. Then

(i) \([a(F)] = (1/3)! \cdot \Xi \in \text{H}^6(A(F), \mathbb{Z}) \cong \text{H}^6(\text{Prym}(C_L/D_L), \mathbb{Z})\),

(ii) \(a^*(\Xi) = (2/3)! \cdot g \in \text{H}^2(F, \mathbb{Z})\) and \(\deg g = \int_Z \Xi^2|_F = 20\).

(iii) The composition

\[
\alpha: F \times F \xrightarrow{\text{axia}} A \times A \xrightarrow{\text{axia}} A
\]

is generically finite of degree six and its image is the theta divisor \(\Xi \subset A\).¹⁰

(iv) In degree two, the pull-back defines an index two inclusion

\[
0 \longrightarrow \text{H}^2(A, \mathbb{Z}) \xrightarrow{\alpha^*} \text{H}^2(F, \mathbb{Z}) \longrightarrow \mathbb{Z}/2\mathbb{Z} \longrightarrow 0,
\]

the cokernel of which is generated by the image of \((1/2)! \cdot a^*(\Xi) = (1/3)! \cdot g\).

Note that the Albanese map \(F \twoheadrightarrow A\) depends on the choice of a point in \(F\), so a line in \(Y\). However, the map \(\alpha: F \times F \longrightarrow A\) does not. So, the intermediate Jacobian of \(Y\) or, equivalently, the Albanese of its Fano surface \(F\) comes with a distinguished divisor \(\Xi \subset A\) representing the principal polarization.

**Proof** All assertions are invariant under deformations of \(Y\), so we may choose \(Y\) general. Then, \(\text{H}^{1,1}(F, \mathbb{Q}) = \mathbb{Q} : g = \mathbb{Q} : [C_L]\), see Remark 2.15, and \(\text{H}^{1,3}(A, \mathbb{Q}) = \mathbb{Q} : \Xi\).

For the last equality one has to use the description of the monodromy group and the isomorphism \(\text{H}^6(A, \mathbb{Q}) \cong \text{Prym}(C_L/D_L, \mathbb{Q}) \cong \text{H}^6(\text{Prym}(Y, \mathbb{Q}), \mathbb{Q})\) combined with the arguments in Remark 1.2.13. Therefore, (i) is equivalent to the second assertion in (ii), which in turn is is equivalent to the first one in (ii), for \(\int_Z g^2 = 45\).

In order to prove (ii), we use that the composition \(C_L \subset F \subset A \cong \text{Prym}(C_L/D_L)\) is the Abel–Prym map, use (1.4) in Remark 1.18 and (3.2). This suffices to conclude, because \(\deg \text{AP}^*(\Xi) = 10\) by virtue of Remark 3.9.

For the verification of (iii), one first shows that \(a\) is of degree at least six. Pick a generic point \((L_1, L_2) \in F \times F\) and consider the points of intersections \(C_{L_1} \cap C_{L_2} = \{M_1, \ldots, M_5\}\) and the residual lines \(M_{ki}, k = 1, 2,\) of \(L_k \cup M_i \subset L_k \cap Y\). Then \(\mathcal{O}(C_{L_1} + L_k \cup M_i)\)

⁹ This comment was prompted by a question of G. Oberdieck.

¹⁰ So both morphisms, \(q: L \to Y\) and \(\alpha: F \times F \to \Xi\), are of degree six, but it seems for different reasons.
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\[ C_{M_i} + C_{M_i} = \mathcal{O}(C_{L_i} + C_{M_i} + C_{M_i}), \] as both line bundles are given by the image of \( \mathbb{P}^2 \cap Y \) under \( \text{CH}^2(Y) \longrightarrow \text{Pic}(F) \). Hence,

\[ \mathcal{O}(C_{L_i} - C_{L_i}) \cong \mathcal{O}(C_{M_2} - C_{M_1}) \]

and, therefore, by Lemma 3.1 the points \((M_2, M_1) \in F \times F, i = 1, \ldots, 5\) are all contained in the fibre \( \alpha^{-1}(\alpha(L_1, L_2)) \). Hence, indeed \( \deg(\alpha) \geq 6 \).

If we knew already that

\[
\int_{F \times F} \alpha^*(\Xi^4) = 6 \cdot 5!, \tag{3.10}
\]

then we could conclude that \( \alpha \) is generically finite and, thus, its image is a divisor. As \( H^{1,1}(A, \mathbb{Z}) = \mathbb{Z} \cdot \Xi \) for general \( Y \) and thus \( [\alpha(F \times F)] = k \cdot \Xi, k \geq 1, \deg(\alpha) \geq 6 \) and \( \int_A \Xi^3 = 5! \) would then imply \( \deg(\alpha) = 6 \) and \( [\alpha(F \times F)] = \Xi, \) i.e. \( k = 1 \).

It remains to prove (3.10), for which one uses (i) and the fact that the Pontrjagin product \( m_3 \left( \frac{\Theta^3}{3!} \right) \) equals \( 6 \cdot \Xi. \) The latter is in [43] proved by evoking the geometric description of \( (1/3!) \cdot \Theta^3 \) for the theta divisor \( \Theta \) on the Jacobian of a genus five curve.

It is a special case of the general version of the Poincaré formula \( m_n([W_n] \boxtimes [W_m]) = \left( \frac{n+m}{m} \right) [W_{n+m}], \) cf. [305, Ch. 16.5].

To prove (iv), we first claim that \( a^* : H^2(A, \mathbb{Z}) \hookrightarrow H^2(F, \mathbb{Z}) \) is a finite index inclusion. Indeed, \( a^* \) is the composition of \( H^2(A, \mathbb{Z}) = H^2(A, \mathbb{Z}) \hookrightarrow H^2(A, \mathbb{Z}) \), cf. Proposition 3.10, and the cup product \( \wedge^2 H^1(F, \mathbb{Z}) \hookrightarrow H^2(F, \mathbb{Z}) \), which is injective by virtue of Lemma 2.5. Since both groups are of rank 45, this proves the claim. Furthermore, if the left-hand side is endowed with the quadratic form

\[ (\alpha, \beta)_A := (1/3!) \int_A \alpha \cdot \beta \cdot \Xi^3, \]

which is integral as for the principal polarization \( \Xi \) the class \((1/3!) \cdot \Xi^3 \) is integral, then \( a^* \) is an isometry by virtue of (i). Next, one shows that \( \text{disc}(\cdot)_A = 4 \). For this
consider the power $E^5$ of an elliptic curve with its natural principal polarization and write $H^2(E, \mathbb{Z})$ as a direct orthogonal sum of summands of the form $H^1(E, \mathbb{Z}) \oplus H^1(E, \mathbb{Z})$ and $H^2(E, \mathbb{Z}) \oplus H^0(E, \mathbb{Z})$. Then $(.)_E$ is unimodular on the first and of discriminant four on the second summand. Now, as the intersection pairing on $H^2(F, \mathbb{Z})$ is unimodular, the standard formula for the index of a finite index isometric embedding, see e.g. [249, 14.0.2], implies the result. The last statement follows from the fact that $\Xi \in H^2(A, \mathbb{Z})$ is not divisible. □

Remark 3.13. The two isomorphisms

$$H^1(A, \mathbb{Q}) = H^1(F, \mathbb{Q}) \text{ and } H^2(A, \mathbb{Q}) = H^2(F, \mathbb{Q})$$

show that the natural map $H^*(A, \mathbb{Q}) \simeq \bigwedge^* H^1(A, \mathbb{Q}) \longrightarrow H^*(F, \mathbb{Q})$ is surjective. This allows us to write the cohomology of the Fano variety as the quotient of $H^*(A, \mathbb{Q})$ by the ideal generated by the primitive classes in degree three:

$$H^*(A, \mathbb{Q})/(P_3) \longrightarrow H^*(F, \mathbb{Q}).$$

The curve analogue is well known: The inclusion $C \hookrightarrow J(C)$ of a smooth curve into its Jacobian, after choosing a point $x_0 \in C$, induces a surjection $H^*(J(C), \mathbb{Q}) \longrightarrow H^*(C, \mathbb{Q})$, the kernel of which is the ideal generated by primitive classes of degree two:

$$H^*(J(C), \mathbb{Q})/(P_2) \longrightarrow H^*(C, \mathbb{Q}).$$

We will encounter a similar structure for cubic fourfolds, see Remark 6.3.13 and Appendix 6.

Remark 3.14. For a principally polarized abelian variety $(A, \Xi)$ the cohomology classes

$$(1/p!) \cdot \Xi^p \in H^{p,p}(A, \mathbb{Z}),$$

which are not divisible any further, are also called minimal.

For the Jacobian of a smooth projective curve all minimal cohomology classes are effective. Furthermore, according to results of Matsusaka [345] and Ran [396], every principally polarized abelian variety that admits an effective minimal cohomology class of codimension $g - 1$ is the Jacobian of a smooth projective curve of genus $g$.

In the above result, (i) says that for the intermediate Jacobian $J(Y)$ of a smooth cubic $Y \subset \mathbb{P}^4$ the minimal cohomology class of codimension three is effective and, according to a conjecture of Debarre [138], any irreducible principally polarized abelian variety $A$ with an effective minimal cohomology class of codimension $1 < p < \dim(A)$ is either the Jacobian of a smooth projective curve or the intermediate Jacobian of a smooth cubic threefold. For recent progress on the conjecture in dimension five see the work of Casalaina-Martin, Popa, and Schreieder [111]. In relation to this, Krämer [287] showed that the decomposition of $\Xi$ as the sum of $F$ and $-F$ is the only decomposition of the theta divisor. In Remark 7.4.5 we will comment on $(1/4!) \cdot \Xi^4 \in H^{4,4}(J(Y), \mathbb{Z})$. 
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Remark 3.15. The class of $F \subseteq A$ has another interesting feature. As shown by Collino, Naranjo, and Pirola [123], the difference of $[F]$ and $[-F]$ is homologically but not algebraically trivial. Here, by definition $-F$ is the image of the composition $(-1) \circ a$.

Although not stated as such explicitly, the result was independently and earlier proved by van der Geer and Kouvidakis [461] using degenerations to nodal cubic threefolds. They also observe that $F$ and $(1/3!) \cdot \Xi^3$ are homologically but not algebraically equivalent.

3.4 Chow groups

As a further consequence, one obtains a description of the algebraically trivial part of the Chow group of one-dimensional cycles on $Y$.

Corollary 3.16. Assume $L \subset Y$ is a line that is generic in the sense of Corollary 1.9. Then the Abel–Jacobi map gives an isomorphism of groups

$$\text{CH}^2(Y)_{\text{alg}} \cong \text{CH}^2(Y)_{\text{hom}} \xrightarrow{\sim} J(Y) \cong \text{Prym}(C_L/D_L).$$

Proof The result can be seen as an application of a result of Bloch and Srinivas [73, Thm. 1 (ii)]: If $Y$ is a smooth complex projective variety with $\text{CH}^0(Y) \cong \mathbb{Z}$, then the Abel–Jacobi map induces isomorphisms of groups

$$\text{CH}^2(Y)_{\text{alg}} \cong \text{CH}^2(Y)_{\text{hom}} \xrightarrow{\sim} J(Y). \quad (3.11)$$

Clearly, as on a cubic threefold any two points can be connected by a chain of lines, cubic threefolds satisfy the assumption.

However, in our case of a smooth cubic threefold more direct arguments for the isomorphism $\text{CH}^2(Y)_{\text{alg}} \cong J(Y)$ exist, see [364, 365, 366] or [42, Thm. 3.1]. □

Remark 3.17. Just a few more comments on the motivic aspects of the above. For more information see Section 7.4.

(i) Note that the above result in particular shows the finite-dimensionality of the motive $h(Y)$ in the sense of Kimura and O’Sullivan [21, 272], cf. Section 7.4.3. Since $h(F(Y))$ can be expressed in terms of $h(Y)$, see Section 2.4.2, this implies that also $h(F(Y))$ is finite-dimensional. The result can also be deduced from the isomorphism of rational Chow motives

$$h^2(A) = h^2(F(Y))$$

proved by Diaz [152, Thm. 1.2].

(ii) Bloch [72, Exa. 1.7] proves that the intersection product defines a surjection

$$\text{Pic}^0(F(Y)) \otimes \text{Pic}(F(Y)) \xrightarrow{\sim} \text{CH}^2(F(Y)), \tag{3.11}$$

which also implies finite-dimensionality of the motive $h(F(Y))$. 
(iii) The isomorphism of Chow groups

$$\text{CH}^2(Y)_{\text{alg}} \simeq \text{Pic}^0(F(Y)) \simeq \text{Prym}(C_L/D_L)$$

leads to an isomorphism of rational Chow motives

$$h^3(Y)(1) \simeq h^1(F(Y)) \simeq h^1(C_L)^{-}. $$

Here, the latter is the anti-invariant part of $h^1(C_L)$ under the action of the involution $\iota^*$. In a slightly different form this result was first proved by Sermenev [486] and also a little later by Reid [399, App. 4.3], but see also Manin [334, Sec. 11] and the more general results of Nagel and Saito [368] on Chow motives of conic fibrations.

**Remark 3.18.** The arguments in the above discussion heavily rely on the ground field being $\mathbb{C}$. In fact, already the definition of the intermediate Jacobian $J(Y)$ over other fields is problematic. However, $\text{CH}^2(Y)$ and $\text{Prym}(C_L/D_L)$ make perfect sense over arbitrary fields and, indeed, Murre [364] describes an algebraic approach that defines the isomorphism $\text{CH}^2(Y)_{\text{alg}} \simeq \text{Prym}(C_L/D_L)$ over arbitrary algebraically closed fields. In fact, the isomorphism was originally stated up to elements of order two, but the divisibility of $\text{CH}^2(Y)_{\text{alg}}$ (pointed out by Bloch, see the review of [364]), proves the full statement. Shen [427] discusses the isomorphism to the Prym for cubics over arbitrary fields.

**Remark 3.19.** Clemens and Griffiths [120, App. A] give a geometric argument that shows a weaker version of the first isomorphism in (3.11), namely that the difference between $\text{CH}^2(Y)_{\text{hom}}$ and $\text{CH}^2(Y)_{\text{alg}}$ is annihilated by 6. More precisely, it is shown that $6 \cdot \text{CH}^2(Y)_{\text{hom}} = \text{CH}^2(Y)_{\text{alg}}$.

The idea is the following: Let $C \subset Y$ be any curve. Then a surface $C \subset S \subset Y$ is constructed such that $6C$ on $Y$ is rationally equivalent to the sum of $\mathbb{P}^2 \cap S$ and a sum of lines $\sum a_i L_i$. As $\text{Pic}(Y) \simeq \mathbb{Z}$, this proves the assertion. The surface $S$ is obtained as the image $q(\tilde{S})$ of the surface $\tilde{S} := p^{-1}(p(q^{-1}(C)))$ parametrizing pairs $(L, x)$ consisting of a point $x$ contained in the line $L$ that intersects $C$. Clearly, $\tilde{S}$ is a $\mathbb{P}^1$-bundle over $p(q^{-1}(C))$, which comes with a natural multi-section $q^{-1}(C) \subset \tilde{S}$. Its image under $q_*$ gives $6C$.

**4 Global Torelli theorem and irrationality**

In this section we survey the known arguments that, based on the results of the previous sections, prove two milestone results: The global Torelli theorem and the irrationality of all smooth cubic threefolds.
4.1 Torelli for curves We begin by recalling the classical Torelli theorem for smooth projective curves over \( \mathbb{C} \). The statement for cubic threefolds is literally the same and its original proof, by Clemens–Griffiths [120] and independently by Tyurin [446], mimics Andreotti’s classical proof for curves [22]. However, other and easier proofs exist.

**Theorem 4.1** (Torelli theorem). For two smooth projective, irreducible curves \( C \) and \( C' \) over \( \mathbb{C} \) the following assertions are equivalent:

(i) There exists an isomorphism \( C \cong C' \).

(ii) There exists a Hodge isometry \( H^1(C, \mathbb{Z}) \cong H^1(C', \mathbb{Z}) \).

(iii) There exists an isomorphism \( (J(C), \Theta) \cong (J(C'), \Theta') \) of polarized varieties.

Recall that a Hodge isometry is an isomorphism of Hodge structures that in addition is compatible with the intersection product \(( . )\) naturally defined on the first cohomology \( H^1(C, \mathbb{Z}) \) of any smooth projective curve.

The theta divisor \( \Theta \in H^2(J(C), \mathbb{Z}) \) on \( J(C) = \text{Pic}^0(C) \) is given by the intersection form viewed as an element in

\[
\int_{J(C)}^\wedge 2 H^1(C, \mathbb{Z}) \cong \int_{J(C)}^\wedge 2 H^1(C, \mathbb{Z}) \cong H^2(J(C), \mathbb{Z}).
\]

The isomorphism in (iii) is an isomorphism of varieties \( \varphi: J(C) \cong J(C') \) such that the induced map \( \varphi_*: H^2(J(C), \mathbb{Z}) \cong H^2(J(C'), \mathbb{Z}) \) satisfies \( \varphi_*(\Theta) = \Theta' \).

As the intersection form on \( H^1(C, \mathbb{Z}) \) is unimodular, the theta divisor as a cohomology class on \( J(C) \) satisfies \( \int_{J(C)} \Theta' = g! \) or, in other words, \( \Theta \) is a principal polarization. For any line bundle with first Chern class \( \Theta \) we shall write \( \mathcal{O}(\Theta) \). The Riemann–Roch formula shows \( h^0(J(C), \mathcal{O}(\Theta)) = 1 \), i.e. \( \mathcal{O}(\Theta) \) is indeed the line bundle associated with a uniquely determined effective divisor which is also called \( \Theta \). As the line bundle \( \mathcal{O}(\Theta) \) is only unique up to twisting by line bundles in \( \text{Pic}^0(J(C)) \), the effective divisor \( \Theta \) is only uniquely up to translation.

Geometrically, the (or, rather, a) theta divisor is described as the image

\[
\Theta = W^0_{g-1}(C) \subset J(C)
\]

of the following morphism which depends on the choice of a point \( x \in C \)

\[
u: C^{g-1} \longrightarrow J(C) = \text{Pic}^0(C),
(x_1, \ldots, x_{g-1}) \longmapsto \mathcal{O}(\sum x_i - (g - 1)x).
\]

For any other choice of \( x \), say \( x' \), the image of \( \nu \) is the translate by the line bundle \( \mathcal{O}((g - 1)(x - x')) \in J(C) \). Note that any isomorphism \( \varphi: J(C) \cong J(C') \) with \( \varphi_*(\Theta) = \Theta' \in H^2(J(C'), \mathbb{Z}) \) can be composed with a translation such that it in fact satisfies the equality \( \varphi(\Theta) = \Theta' \) of effective divisors.
Remark 4.2. Note that it may very well happen that the Jacobians $J(C)$ and $J(C')$ of two curves are isomorphic as unpolarized (abelian) varieties without $C$ and $C'$ being isomorphic. It is unclear whether this can be reinterpreted purely in terms of $C$ and $C'$. In any case, if $J(C) \simeq J(C')$ as unpolarized varieties, then the symmetric products of the two curves satisfy $[C^{(d)}] = [C'^{(d)}] \in K_0(\text{Var}_C)$ for all $d \geq 2g - 2$.

4.2 Torelli for cubic threefolds  The following is the analogue of the classical global Torelli theorem for curves.

Theorem 4.3 (Clemens–Griffiths, Tyurin). For two smooth cubic hypersurfaces $Y, Y' \subset \mathbb{P}^4$ over $\mathbb{C}$ the following assertions are equivalent:

(i) There exists an isomorphism $Y \simeq Y'$.
(ii) There exists a Hodge isometry $H^3(Y, \mathbb{Z}) \simeq H^3(Y', \mathbb{Z})$.
(iii) There exists an isomorphism $(J(Y), \Xi) \simeq (J(Y'), \Xi')$ of polarized varieties.

Remark 4.4. Unlike the Jacobian of a curve or of any variety, the intermediate Jacobian of a variety has usually no modular interpretation and, in fact, is not even necessarily an abelian variety.

For a cubic threefold $Y \subset \mathbb{P}^4$ the situation is better: $J(Y)$ is a principally polarized abelian variety and has a certain moduli interpretation provided by the isomorphism $J(Y) \simeq \text{Pic}^0(F(Y))$ of polarized abelian varieties, see Corollary 3.3 and also Remark 3.6. However, the question whether the existence of an unpolarized isomorphism $J(Y) \simeq J(Y')$ reflects a geometric relation between $Y$ and $Y'$ remains. In fact, it is potentially even more interesting here than for curves.

Remark 4.5. According to Proposition 3.10, for a generic line $L \subset Y$ there exists an isomorphism of polarized abelian varieties $(\text{Prym}(C_L/D_L), \Xi) \simeq (J(Y), \Xi)$. Of course, the polarized Prym variety is uniquely determined by the isomorphism class of the curve $C_L \subset F(Y)$ of all lines intersecting $L$ and the involution $\iota$. Thus, as an immediate consequence of the above global Torelli theorem, one can also state

$$(C_L, \iota) \simeq (C_{L'}, \iota') \Rightarrow Y \simeq Y',$$

where on the left-hand side one has an isomorphism of curves that commutes with the natural involutions on both sides and $L$ and $L'$ are generically chosen lines contained in $Y$ and $Y'$. Note that the converse does not hold, i.e. $Y \simeq Y'$ is not expected to imply $C_L \simeq C_{L'}$, for the isomorphism type of $C_L \subset F(Y)$ varies with $L$ for fixed $Y$.

Remark 4.6. Assume that $Y$ is a very general cubic threefold. Then any other smooth cubic threefold $Y'$ for which there exists an isomorphism of rational Hodge structures $H^3(Y, \mathbb{Q}) \simeq H^3(Y', \mathbb{Q})$ is actually isomorphic to $Y$. This can either be seen as a consequence of the variational Torelli theorem, see Corollary 3.3.8, or by arguing that for
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the very general cubic threefold any such isomorphism would imply the existence of an integral Hodge isometry and then applying the above theorem.

Several proofs of Theorem 4.3 exist in the literature. The first one, see [43], seems the shortest and most instructive one, but it relies on the fact that the theta divisor $\Xi \subset J(Y)$ has only one singular point, which we will only prove in Corollary 4.7. The somewhat longer one to be outlined in Section 4.4 has the advantage of being closer to Andreotti’s classical proof for curves.

Proof Clearly, it suffices to show that (iii) implies (i). First note that a principal polarization of an abelian variety can be thought of as a cohomology class, but that the actual effective divisor is only determined up to translation. Nevertheless, from an isomorphism of principally polarized abelian varieties as in (iii) one obtains an isomorphism of the distinguished theta divisors $\Xi \cong \Xi'$. Assuming that $\Xi$ has only one singular point $0 \in \Xi$, cf. Corollary 4.7, this isomorphism sends $0 \in \Xi$ to $0' \in \Xi'$. Thus, it suffices to prove that the projective tangent cone of $0 \in \Xi$ is isomorphic to the cubic threefold:

$${\text{TC}}_0(\Xi) \cong Y. \quad (4.1)$$

By virtue of the universal property of the blow-up [222, II. Cor. 7.15], the morphism $\alpha : F \times F \longrightarrow A$ in Corollary 3.12 induces a diagram

$$
\begin{array}{ccccccc}
\mathbb{P}(T_F) & \hookrightarrow & \Bl_\lambda(F \times F) & \hookrightarrow & \Bl_0(\Xi) & \hookrightarrow & \Bl_0(A) & \hookrightarrow & \mathbb{P}(T_0A) \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
\Delta & \hookrightarrow & F \times F & \xrightarrow{\alpha} & \Xi & \xrightarrow{\t} & A & \xrightarrow{} & \{0\}.
\end{array}
$$

Here, we use the description of the exceptional divisor of $\Bl_\lambda(F \times F) \longrightarrow F \times F$ as the projectivization $\mathbb{P}(N_{\lambda/F \times F})$ of the normal bundle and the isomorphism $N_{\lambda/F \times F} \cong T_F$.

The fibre of the blow-up $\Bl_0(\Xi) \longrightarrow \Xi$ over the origin $0 \in \Xi$ is by definition the projective tangent cone of $0 \in \Xi$, which is regarded as a closed subscheme $\text{TC}_0(\Xi) \subset \mathbb{P}(T_0A)$. As $\Xi$ is irreducible, also the blow-up $\Bl_0(\Xi)$ is, see [222, II. Prop. 7.16]. Therefore, the induced morphism between the exceptional divisors $\mathbb{P}(T_F) \longrightarrow \text{TC}_0(\Xi)$ is surjective. Composed with the isomorphism $L \cong \mathbb{P}(S_F) \cong \mathbb{P}(T_F)$, see Proposition 2.2, and the inclusion $\text{TC}_0(\Xi) \subset \mathbb{P}(T_0A)$, it gives a morphism

$$r : L \cong \mathbb{P}(S_F) \cong \mathbb{P}(T_F) \longrightarrow \text{TC}_0(\Xi) \subset \mathbb{P}(T_0A) \cong \mathbb{P}^4.$$

Up to a linear coordinate change, $r$ is nothing but the projection $q : L \longrightarrow \mathbb{P}(V)$. Indeed, $r^*O(1) \cong O_p(1)$, because the relative tautological line bundle of the blow-up $\Bl_0(A) \longrightarrow A$ restricts to $O(1)$ on the exceptional divisor $\mathbb{P}(T_0A)$ and pulls back to the relative tautological line bundle of the blow-up $\Bl_\lambda(F \times F) \longrightarrow F \times F$. The latter restricts
to $O_p(1)$ on $\mathbb{P}$. Hence, $r$ is indeed induced by a linear sub-system of $|O_p(1)|$, but the only base-point free one is the complete linear system $|O_p(1)|$.

In particular, we recover $Y$ as the image of $r$. This concludes the proof of (4.1). □

It is tempting to try a shortcut here, involving the geometric global Torelli theorem, see Proposition 2.3.12 or Proposition 2.12. If $(A, \Xi) \cong (A', \Xi')$, can one use $\alpha: F \times F \to \Xi$ and $\alpha': F' \times F' \to \Xi'$ to deduce directly $F \cong F'$ and from there $Y \cong Y'$? In the alternative proof below, the Fano surface will play a role albeit in an indirect fashion.

4.3 Andreotti’s proof Next we give an outline of the main arguments of Andreotti’s proof for non-hyperelliptic curves. We choose the notation to match the one we are using for cubic threefolds.

Let $C$ be a smooth projective curve of genus $g$ and let $V := H^{1,0}(C)^* = H^0(C, \omega_C)^*$. The theta divisor

$$\Theta \subset J(C) \cong H^{1,0}(C)^*/H_1(C, \mathbb{Z}) = V|H_1(C, \mathbb{Z})$$

gives rise to the rational Gauss map $\gamma: \Theta \dashrightarrow \mathbb{P}(V^*)$. It is regular on the smooth locus $\Theta_{\text{sm}} \subset \Theta$ and there given by $x \dashrightarrow \mathbb{P}(T_x\Theta)$. Here, the hyperplane $T_x\Theta \subset T_xJ(C) \cong T_{\Theta}J(C) = V$ is considered as a point in $\mathbb{P}(V^*)$.

The Gauss map is studied via the canonical embedding of the non-hyperelliptic curve $i: C \hookrightarrow \mathbb{P}(V)$ given by the complete linear system $|\omega_C|$. The dual variety $C^* \subset \mathbb{P}(V^*)$ of this embedding is the hypersurface of all points $H \in \mathbb{P}(V^*)$ corresponding to hyperplanes $H \subset \mathbb{P}(V)$ tangent to $C$ at at least one point, i.e. $C^* = \{H \mid |H \cap C| < 2g - 2\}$. The key observation now is that the Gauss map $\gamma: \Theta_{\text{sm}} \dashrightarrow \mathbb{P}(V^*)$ is a dominant map which is branched exactly over $C^* \subset \mathbb{P}(V^*)$:

$$\text{branch}(\gamma) = C^*.$$

As the Gauss map only depends on $\Theta \subset J(C)$ and $C$ can be recovered from $C^*$ as its dual variety [192], this immediately proves the global Torelli theorem.

To prove that $C^*$ is indeed the branch divisor one studies the derivative of the morphism $u: C^{g-1} \dashrightarrow \Theta = W_{g-1} \subset J(C)$ at a point $x = (x_1, \ldots, x_{g-1}) \in C^{g-1}$. The image

$$du(T_xC^{g-1}) \subset T_{\omega_C}J(C) \cong H^{1,0}(C)^* = \text{Hom}(H^0(C, \omega_C), C)$$

is nothing but the span of the linear maps $\alpha \mapsto \alpha(x_i) \in \omega_C(x_i) \cong \mathbb{C}$. Hence, $\mathbb{P}(T_{\omega_C}\Theta)$ contains the span $i(x_1) \ldots i(x_{g-1})$. For a generic hyperplane $H \subset \mathbb{P}(V^*)$ the intersection $H \cap i(C)$ consists of $2g - 2$ distinct points $x_1, \ldots, x_{2g-2}$ and there are exactly $\binom{2g-2}{g-1}$ choices of $(x_1, \ldots, x_{g-1}) \in C^{g-1}$ that span $H$. In other words, the generic fibre of $C^{g-1} \dashrightarrow \Theta \dashrightarrow \mathbb{P}(V^*)$ contains exactly $\binom{2g-2}{g-1}$ points.

Hence, the branch divisor of $\gamma \circ u$ is the locus with fewer than this number of points in
Chapter 5. Cubic threefolds

the fibre. Away from the big diagonal in $C^{g-1}$, which maps into the singular locus $\Theta_{\text{sing}}$, the cardinality of the fibre over $H \in \mathbb{P}(V^*)$ drops whenever $H$ is tangent to $C$ at one of the points, i.e. $H \in C^*$, or $g-1$ of the points, say $x_1, \ldots, x_{g-1}$ are linearly dependent. Note that the second case also leads to points in $\Theta_{\text{sing}}$. Therefore, the branch divisor of $\gamma$ is contained in $C^*$. As $C^*$ is irreducible, this proves the claim and concludes this sketch of Andreotti’s proof of the global Torelli theorem.

4.4 Singularity of the theta divisor

The analogy between the original proof of the global Torelli theorem for cubic threefolds, which will be explained next, and Andreotti’s for curves is visualized by the following picture:

Here are the details, cf. [120, 446, 449]: Let $\gamma : \Xi \rightarrow \mathbb{P}(V^*)$ be the Gauss map. It is regular on the smooth locus $\Xi_{\text{sm}} \subset \Xi$ and there described by

$$x \mapsto T_x \Xi \subset T_x J(Y) \cong T_0 J(Y) \cong T_0 A(F) \cong V,$$

using the identification $H^0(Y, \mathcal{O}(1))^* = V = T_0 A(F)$, cf. Corollary 2.9. The key step is to show that the branch divisor of the composition $F \times F \xrightarrow{\alpha} \Xi \xrightarrow{\gamma} \mathbb{P}(V^*)$ is (contained in) the dual variety $Y^* \subset \mathbb{P}(V^*)$. For this step one uses the commutative diagram, see Corollary 2.9:

$$\begin{align*}
S_F & \xrightarrow{\delta_1} V \otimes \mathcal{O}_F \\
T_F & \xrightarrow{\delta_2} T_0 A \otimes \mathcal{O}_F,
\end{align*}$$

which at a point $(L_1 = \mathbb{P}(W_1), L_2 = \mathbb{P}(W_2)) \in F \times F$ implies

$$\text{Im} (\delta_2 : T_{L_1L_2}(F \times F) \rightarrow T_{\alpha(L_1,L_2)}F) = \delta_2(T_{L_1}F) + \delta_2(T_{L_2}F) = W_1 + W_2.$$

Hence, for disjoint lines $L_1$ and $L_2$ or, equivalently, when $L_1L_2 \cong \mathbb{P}^1$, one has

$$\gamma(\alpha(L_1, L_2)) = L_1L_2 \in \mathbb{P}(V^*).$$
The map $\gamma \circ \alpha$ can be extended to a morphism $F \times F \setminus \Delta \to \mathbb{P}(V^*)$ by mapping a pair $(L_1, L_2)$ of distinct lines with $L_1 \cap L_2 = \{x\}$ to the projective tangent space $T_x Y \in \mathbb{P}(V^*)$. The generic fibre of $\gamma \circ \alpha$, say over $[H] \in \mathbb{P}(V^*) \setminus Y^*$, is the set of pairs $L_1 \neq L_2 \in F$ with $L_1L_2 = H \subset \mathbb{P}(V)$, or, in other words, the set of pairs $(L_1, L_2)$ of disjoint lines in the smooth cubic surface $S := Y \cap H$, of which there are exactly $27 \cdot 16 = 432$ independently of $H$, see Section 4.3.2. Hence, the branch divisor of $\gamma \circ \alpha$ is contained in $Y^*$.

To conclude, observe

$$\text{branch}(\gamma) \subset \text{branch}(\gamma \circ \alpha) \subset Y^*.$$ 

Now, using $\deg(\alpha) = 6$, by virtue of Corollary 3.12, and $\deg(\gamma \circ \alpha) = 432$, one knows $\deg(\gamma \circ \alpha) > \deg(\alpha)$ and hence $\deg(\gamma) > 1$. Alternatively, one could use that $\Xi \subset J(Y)$ is certainly not rational.

Then, as $\mathbb{P}(V^*)$ is simply connected, $\gamma$ has a non-trivial branch divisor and, therefore,

$$\text{branch}(\gamma) = Y^*.$$ 

As the normalization of $Y^*$ is the cubic threefold $Y$, this shows that $Y$ is uniquely determined by $\Xi \subset J(Y)$, which concludes the second proof of Theorem 4.3. □

Extending the above considerations combined with an intersection theory computation one proves the following result.

**Corollary 4.7.** The theta divisor $\Xi \subset J(Y)$ has only one singular point, namely $0 \in \Xi$ which has multiplicity three.

**Proof** A naive idea to prove that $\Xi_{\text{sing}} = \{0\}$ is that the composition $\gamma \circ \alpha$ is regular in all points of the complement of $\Delta \subset F \times F$. The latter suggests that the Gauss map $\gamma$ is regular in all points not contained in $\alpha(\Delta) = \{0\}$ and, hence, that $0$ is the only singularity of $\Xi$. For a rigorous proof of $\Xi_{\text{sing}} = \{0\}$ we refer to [43, 439], see also Remark 4.14.

The assertion about the multiplicity follows essentially from (4.1). More precisely, a standard formula in intersection theory shows that $\deg(\alpha) \cdot \text{mult}_0(\Xi) = c_1^2(\Delta) - c_2(\Delta)$, where $\alpha^{-1}(0) = \Delta \approx F$, see [187, Prop. 4.2 (a)]. As the right hand side equals 18 and $\deg(\alpha) = 6$, the result follows, cf. [187, Ex. 4.3.2]. □

**Exercise 4.8.** Observe the following immediate consequence of the above. The principally polarized abelian variety $J(Y)$ is irreducible, i.e. it cannot be written as a product $J(Y) \approx A_1 \times A_2$ of two principally polarized varieties $A_1$ and $A_2$.

Casalaina-Martin and Friedman [107] prove a converse of the above result: A principally polarized abelian fivefold whose theta divisor has a unique singularity which in addition has multiplicity three is isomorphic to the intermediate Jacobian of a smooth cubic threefold.

Note that the two proofs of Theorem 4.3 sketched so far do not use the geometric Torelli theorem, see Proposition 2.3.12.
Remark 4.9. (i) The strong form of the Torelli theorem for curves asserts that for two smooth projective, irreducible curves \( C \) and \( C' \) any isomorphism of principally polarized abelian varieties \((J(C), \Theta) \simeq (J(C'), \Theta')\) is up to a sign induced by a unique isomorphism \( C \simeq C' \). This in particular applies to automorphisms and leads for a non-hyperelliptic curve \( C \) to the isomorphism

\[
\text{Aut}(C) \simeq \text{Aut}(J(C), \Theta)/[\pm \text{id}].
\]

If \( C \) is hyperelliptic, then \( \text{Aut}(C) = \text{Aut}(J(C), \Theta) \). This stronger form of the Torelli theorem is surprisingly poorly documented in the literature, but see Weil’s Bourbaki talk [493], Milne’s account of it [352, §13], or Serre’s appendix to [310]. The result is needed to ensure that the map between the coarse moduli spaces of curves and principally polarized abelian varieties

\[
\begin{array}{ccc}
M_g & \downarrow & \rightarrow & A_g \\
\end{array}
\]

is not only injective but in fact a locally closed embedding.

(ii) The analogous assertion for a smooth cubic threefold \( Y \subset P^4 \) is the isomorphism

\[
\text{Aut}(Y) \times \{\pm \text{id}\} \simeq \text{Aut}(J(Y), \Xi),
\]

which, of course, also shows \( \text{Aut}(Y) \simeq \text{Aut}(J(Y), \Xi)/[\pm \text{id}] \) as in the curve case.

Observe that unlike the case of curves, the principally polarized abelian variety \( J(Y) \) comes with a distinguished theta divisor, namely the one whose only singularity is at the origin. Hence, any polarized automorphism of \( (J(Y), \Xi) \) restricts to an automorphism of \( \Xi \), which in turn provides an automorphism of the projective tangent cone \( Y \simeq TC_0 \Xi \) of its unique singular point. Note that \( -\text{id} \) acts as the identity on \( \mathbb{P}(T_0 J(Y)) \) and hence on \( Y \). More precisely, this map \( \text{Aut}(J(Y), \Xi) \rightarrow \text{Aut}(Y) \) has kernel \([\pm \text{id}]\) and it provides an inverse of the natural injection \( \text{Aut}(Y) \hookrightarrow \text{Aut}(J(Y), \Xi) \), see Exercise 2.1. This proves the assertion. In this form, the result was established by Beauville (private communication) and Zheng [499, Prop. 1.6].

Remark 4.10. In [447] one finds another kind of Torelli theorem which instead of \( (J(Y), \Xi) \) uses the algebraic equivalence class of \( F \subset A(F) \simeq \text{Pic}^0(F) \simeq J(Y) \). More precisely, Tyurin proves the following assertion: Two smooth cubic threefolds \( Y, Y' \subset P^4 \) are isomorphic if and only if there exists an isomorphism of varieties \( A(F(Y)) \simeq A(F(Y')) \) such that under this isomorphism the two cycles \( F(Y) \subset A(F(Y)) \) and \( F(Y') \subset A(F(Y')) \) are algebraically equivalent. With all the results proved in the previous sections, this consequence is not difficult to prove. We leave the details to the reader.

4.5 Cubic threefolds are not rational

The description of the singular locus of \( \Xi \subset J(Y) \) immediately leads to the following counter-example to the Lüroth problem for threefolds: smooth cubic threefolds are unirational but not rational. The result was first

\[\text{Thanks to M. Rapoport for the references.}\]
proved in [120]. We recommend Beauville’s survey in [57] for comments on the historical context and references to other examples.

**Corollary 4.11** (Clemens–Griffiths). *A smooth cubic threefold \( Y \subset \mathbb{P}^4 \) is not rational.*

**Proof** First note that the blow-up of a smooth threefold \( Z \) in a point does not change its intermediate Jacobian \( J(Z) \) while the blow-up along a smooth curve \( C \subset Z \) changes the intermediate Jacobian. In the latter case there is a natural isomorphism of principally polarized abelian varieties

\[
J(\text{Bl}_C(Z)) \simeq J(Z) \times J(C).
\]

Hence, if a smooth cubic threefold \( Y \subset \mathbb{P}^4 \) is rational, then there exist smooth curves \( C_i \) and \( D_i \) and an isomorphism

\[
J(Y) \times J(D_1) \times \cdots \times J(D_m) \simeq J(C_1) \times \cdots \times J(C_n)
\]

of principally polarized abelian varieties. Using the principal polarization, this leads to an isomorphism of principally polarized abelian varieties

\[
J(Y) \simeq J(C_1) \times \cdots \times J(C_k) \simeq J(C_1 \sqcup \ldots \sqcup C_k)
\]

(4.2)

Classical Brill–Noether theory shows that the singular set \( \Theta_{\text{sing}} \) of the theta divisor

\[
\Theta = W^{0}_{g-1} = \{ L \in \text{Pic}^{g-1}(C) \mid h^0(L) > 0 \} \subset \text{Pic}^{g-1}(C) \simeq J(C)
\]

of the Jacobian of a smooth curve \( C \) of genus \( g \) is the Brill–Noether locus

\[
\Theta_{\text{sing}} = W^1_{g-1} = \{ L \in \text{Pic}^{g-1}(C) \mid h^0(L) > 1 \},
\]

see [24, Ch. IV]. Furthermore, the determinantal description of \( W^1_{g-1} \) implies

\[
\dim(W^1_{g-1}) \geq \rho(g-1, 1, g) = g - 4.
\]

(4.3) For \( g = 5 \) one finds \( \dim(\Theta_{\text{sing}}) \geq 1 \). On the other hand, we know by Corollary 4.7 that \( \dim(\Xi_{\text{sing}}) = 0 \) for the theta divisor \( \Xi \subset J(Y) \). Hence, there is no polarized isomorphism \( J(Y) \simeq J(C) \). Note that the fact that \( \Xi_{\text{sing}} \) is a point also shows that \( J(Y) \) is irreducible and hence \( k = 1 \) in (4.2), see [57, Lem. 2] for some more details concerning this point. □

**Exercise 4.12.** Adapt the above arguments to show that two birational smooth cubic threefolds \( Y, Y' \subset \mathbb{P}^4 \) are always isomorphic.

**Remark 4.13.** The crucial observation in the above proof is that as a polarized abelian variety \( J(Y) \) is not isomorphic to the Jacobian of a smooth curve \( J(C) \). Independently of its application to the irrationality, this has other interesting consequences. For example, Schreieder [419, Cor. 25] shows that this implies that the surface \( F(Y) \) is not dominated
by a product of curves. In general, we are lacking the techniques to decide which surfaces can or cannot be dominated by product of curves, see Schoen’s article [418] for some general results in this direction.

**Remark 4.14.** Since the original proof by Clemens and Griffiths [120], many other arguments have been found to prove the irrationality of smooth cubic threefolds.

(i) The irrationality of smooth cubic threefolds in arbitrary characteristic \( \neq 2 \) was proved by Mumford in [365].

(ii) In [120, App. C] Clemens and Griffiths explained how, Mumford’s theory of Prym varieties can alternatively be exploited to show that \( J(Y) \cong \text{Prym}(C/L) \) cannot be the Jacobian of a curve. Indeed, according to Mumford [359, Sec. 6], see also [43, Sec. 3] or [439, Sec. 5], with a short list of exceptions the theta divisor of Prym\((C/L)\) has singularities in dimension \( < g(D) - 4 \), which would exclude it from being the Jacobian of a curve by (4.3). One exception is a quintic curve \( D \subset \mathbb{P}^2 \) for which \( h^0(D, \mathcal{L}_x \otimes \mathcal{O}(1)) \equiv 0 \) (2), where \( \mathcal{L}_x \) is the torsion line bundle defining the étale cover \( C \longrightarrow D \). However, although in our case \( D_L \subset \mathbb{P}^2 \) is a quintic, one can show that \( h^0(D_L, \mathcal{L}_x \otimes \mathcal{O}(1)) \equiv 1 \). Indeed, \( h^0(D_L, \mathcal{L}_x \otimes \mathcal{O}(1)) = h^0(C_L, \pi^* \mathcal{O}(1)) - h^0(D_L, \mathcal{O}(1)) = 4 - 3 = 1 \). Here, we use that \( C_L \subset E \cong \mathbb{P}(H_1) \cong \mathbb{P}^2 \) has singularities, via the intersection point \( L' \longrightarrow L \cap L' \), and \( \pi^* \mathcal{O}(1) \cong \phi^* \mathcal{O}(1) \) is an \( (\pi^* \mathcal{O}_1(1) \otimes \mathcal{O}(E)) \), cf. Remark 1.24. See also [44] for a detailed discussion.

(iii) Beauville [57, Thm. 3] considered the Klein cubic threefold \( Y = V(F) \) defined by \( F = x_0^2 x_1 + x_1^2 x_2 + x_2^2 x_3 + x_3^2 x_4 + x_4^2 x_0 \). Recall that its Fano variety of lines has the maximal Picard number \( \rho(F(Y)) = 25 \), see Remark 2.15. The Klein cubic comes with a group of automorphisms generated by two automorphisms of order five and eleven. If \( Y \) were rational and hence \( J(Y) \cong J(C) \), these automorphisms would act on the curve \( C \), which is shown to be geometrically impossible. No further information about the intermediate Jacobian \( J(Y) \) and its theta divisor is needed in this example, which simplifies the argument considerably.

Similarly, Zarhin [497] used the natural automorphisms of a cubic threefold \( Y \longrightarrow \mathbb{P}^3 \) associated with a cubic surface \( S \subset \mathbb{P}^3 \), see Section 1.5.6, to prove irrationality.

(iv) The argument by Markushevich and Roulleau [340] is more arithmetic. They exhibited a rather complicated cubic equation \( F \in \mathbb{Z}[x_0, \ldots, x_4] \) with good reduction modulo three. The Weil conjectures can be used to prove that the reduction of the intermediate Jacobian cannot be the Jacobian of a curve over any finite extension of \( \mathbb{F}_3 \). This suffices to exclude the intermediate Jacobian \( J(Y) \) of the complex cubic threefold \( Y \) from being the Jacobian of a curve.

(iv) The condition for cubic threefolds to be rational a priori defines a countable union of locally closed subsets in \( |\mathcal{O}(3)| \). Thus, once an irrational smooth cubic threefold, like...
the Klein cubic threefold in [57], has been found, the very general cubic threefold will also be irrational. Note that according to a result of Kontsevich and Tschinkel [285], rationality is in fact closed under specialization.

(v) Specializations to mildly singular cubic threefolds have also been exploited to prove irrationality of very general cubic threefolds. Collino [121] and van der Geer and Kouvidakis [460] use degenerations to cubics with one ordinary double point and study the induced specialization of the intermediate Jacobian. Bardelli [36] relies on limiting mixed Hodge structures for a degeneration to a union of three hyperplanes, while Gwena [214] specializes to the unique cubic with ten ordinary double points, see Remark 1.5.17 and Remark 4.2.16.

(vi) It is not known whether smooth cubic threefolds are stably rational. In fact, no example of a stably rational smooth cubic threefold has been found. Voisin [483] showed that if a smooth cubic threefold \( Y \subset \mathbb{P}^4 \) is stably rational then the minimal curve class \( (1/4!) \cdot \Xi_4 \) on \( J(Y) \) is effective. Note that for \( \rho(F(Y)) = 1 \), a minimal curve in \( F(Y) \) cannot be contained in \( F(Y) \) as it would then represent \((1/6) \cdot g\) which is not an integral class.

As for rationality, it is known that stable rationality specializes [371]. We recommend [471, 482] for further information and references.

Remark 4.15. We briefly sketch an approach to the irrationality introduced by Galkin and Shinder [189]. It is based on the motivic relation between a smooth cubic threefold \( Y \subset \mathbb{P}^4 \), its symmetric square \( Y^{(2)} \), and its Fano surface \( F(Y) \). Recall that according to Proposition 2.4.2 one knows that

\[
[Y^{(2)}] = (1 + \ell^3) \cdot [Y] + \ell^2 \cdot [F(Y)]
\]

in \( K_0(\text{Var}_k) \). On the other hand, if \( Y \) were rational, then \([Y] = [\mathbb{P}^3] + \ell \cdot \alpha\), where \( \alpha = \sum a_i [C_i] \) is a linear combination of classes \([C_i]\) of smooth projective curves \(C_i\), see [189, Cor. 2.2] for details. Taking symmetric products gives

\[
[Y^{(2)}] = S^2[Y] = S^2[\mathbb{P}^3] + [\mathbb{P}^3] \cdot \ell \cdot \alpha + \ell^2 \cdot S^2(\alpha).
\]

Combining (4.4) and (4.5), one obtains

\[
\ell^2 \cdot [F(Y)] = S^2[\mathbb{P}^3] + [\mathbb{P}^3] \cdot \ell \cdot \alpha + \ell^2 \cdot S^2(\alpha) - (1 + \ell^3) \cdot ([\mathbb{P}^3] + \ell \cdot \alpha)
\]

\[
= \ell^2 \cdot [\mathbb{P}^3] - \ell^3 + \alpha \cdot (\ell^2 + \ell^3) + \ell^2 \cdot S^2(\alpha).
\]

Assuming that the equation remains valid in \( K_0(\text{Var}_k) \) after dividing by \( \ell^2 \), one would obtain

\[
[F(Y)] = [\mathbb{P}^3] - \ell + \alpha \cdot (1 + \ell) + S^2(\alpha) = S^2(\alpha + [\mathbb{P}^3]) - \ell.
\]

(4.6)

Taking the image of this equation under

\[
K_0(\text{Var}_k) \xrightarrow{\ell} K_0(\text{Var}_k)/(\ell) = \mathbb{Z}[SB_3],
\]
see Remark 2.4.3, shows that the class of \([F(Y)] \in \mathbb{Z}[\text{SB}_k]\) is a sum (with signs) of classes of the form \(S^2[D] = [D^{(2)}]\) and \([D] \cdot [D'] = [D \times D']\), where \(D\) and \(D'\) are smooth projective curves.

However, one knows that whenever \([Z] = \sum \pm [Y_i] \in \mathbb{Z}[\text{SB}_k]\) with irreducible varieties \(Z\) and \(Y_i\), then \(Z\) is stably birational to one of the \(Y_i\), see [306, Cor. 2.6]. Applied to our case, it shows that \(F(Y)\) is stably birational to \(D_{1} \times D_{2}\) or to \(D^{(2)}\), where \(D_{1}, D_{2}\), and \(D\) are smooth projective curves. To conclude, one uses that the Hodge numbers \(h^{1,0}\) and \(h^{2,0}\) are stable birational invariants. Hence,

\[
1 + h^{1,0}(F(Y)) t + h^{2,0}(F(Y)) t^2 = \begin{cases} 
(1 + g(D_1) t) \cdot (1 + g(D_2) t) \quad \text{or} \\
1 + h^{1,0}(D^{(2)}) t + h^{2,0}(D^{(2)}) t^2.
\end{cases}
\]

The left-hand side is \(1 + 5t + 10t^2\), see (v) in Section 0.2. This immediately excludes the first case, as there is no solution to the two equations \(g_1 + g_2 = 5\) and \(g_1 \cdot g_2 = 10\).

Numerically the second case is possible, as for \(g(D) = 5\) one indeed has \(h^{1,0}(D^{(2)}) = g(D) = 5\) and \(h^{2,0}(D^{(2)}) = \binom{g(D)}{2} = 10\). However, if the two surfaces of general type \(F(Y)\) and \(D^{(2)}\) are stably birational, they are in fact birational. In fact, as their canonical bundles are both ample and minimal models are unique in dimension two, they are isomorphic \(F(Y) \cong D^{(2)}\). This leads to the contradiction \(25 = h^{1,1}(F(Y)) = h^{1,1}(D^{(2)}) = 26\).

Of course, as it stands, this approach does not provide a complete proof, for it is not clear that (4.6) holds, because it was obtained by dividing by \(\ell^2\). Even worse, it is now known that \(\ell\) is a zero divisor in \(K_0(\text{Var}_k)\), although there is no reason to expect that the difference of the two sides in (4.6) is really not trivial and annihilated by \(\ell^2\).

## 5 Nodal, stable, and other special cubic threefolds

In this section we first discuss cubic threefolds with one ordinary double point as the only singularity. The irrationality as well as a global Torelli theorem are easy to prove for them and the Fano variety, albeit singular, has a simple geometric description.

This section also contains a collection of some famous special cubic threefolds, most of which have been mentioned before. The fact that cubic threefolds are Pfaffian will be mentioned in passing.

### 5.1 Torelli for nodal cubic threefolds

One nodal cubic threefolds, i.e. those with one ordinary double point as the only singularity, play a central role in the original article by Clemens and Griffiths [120]. The theory looks similar to the one for smooth cubic threefolds but simplifies at many points. The most notable difference between the two
situations is that contrary to smooth cubic threefolds those with an ordinary double point are always rational, see Corollary 1.5.16.

To fix the notation, let \( Y \subset \mathbb{P}^4 \) be a threefold with \( y_0 \in Y \) an ordinary double point as its only singularity. Blowing-up the singular point leads to a diagram, see Section 1.5.4:

\[
\begin{array}{ccc}
E & \longrightarrow & \text{Bl}_{y_0} (Y) \\
\downarrow & & \downarrow r \\
\{y_0\} & \longrightarrow & Y
\end{array}
\]

Here, \( p: E' \longrightarrow C \) is thought of as the family of all lines in \( Y \) passing through the node \( y_0 \). The curve \( C \subset \mathbb{P}^3 \) is a smooth complete intersection curve of type \( (3, 2) \) and genus \( g(C) = 4 \). If \( Y \) is obtained as the hyperplane section \( T_{y_0} X \cap X \) of a smooth cubic fourfold \( X \), then \( C \) is simply the fibre of \( q: L \longrightarrow X \) over \( y_0 \in X \) parametrizing all lines in \( X \) through \( y_0 \), see Section 6.0.2.

According to Exercise 1.5.15, after a linear coordinate change, we may assume that \( y_0 = [0 : 0 : 0 : 0 : 1] \in \mathbb{P}^4 \) and \( Y \) is given by an equation of the form \( F + x_4 \cdot G \), with \( F \in H^0(\mathbb{P}^3, \mathcal{O}(3)) \) and \( G \in H^0(\mathbb{P}^3, \mathcal{O}(2)) \) defining smooth hypersurfaces in \( \mathbb{P}^3 \cong V(x_4) \). Then \( C = V(F) \cap V(G) \).

Alternatively, we can think of the exceptional divisor \( E \) as a quadric \( E \subset T_{y_0} \mathbb{P}^4 \cong \mathbb{P}^3 \) and then \( C \) is the union of all lines \( \ell \subset \mathbb{P}^3 \) with \( |C \cap \ell| = 3 \) (with multiplicities), see [460] and also Section 6.1.4 for more details in the situation of cubic fourfolds.

The Hodge structure of the smooth blow-up \( \text{Bl}_{y_0} (Y) \) can be described via the isomorphism \( \text{Bl}_{y_0} (Y) \cong \text{Bl}_C (\mathbb{P}^3) \) and \( f_\ast \circ p^* \) as

\[
H^3(\text{Bl}_{y_0} (Y), \mathbb{Z}) \cong H^1(C, \mathbb{Z})(-1),
\]

which immediately defines an isomorphism

\[
J(Y) := J(\text{Bl}_{y_0} (Y)) \cong J(C) = \text{Pic}^0(C)
\]

of principally polarized abelian varieties of dimension four. Note that in comparison the intermediate Jacobian of a smooth cubic threefold is of dimension five.

**Remark 5.1.** The analogue of Theorem 4.3 for nodal cubic threefolds is the following statement, the proof of which, however, is is much easier than in the smooth case: Assume \( Y, Y' \subset \mathbb{P}^4 \) are two cubic threefolds each with an ordinary double point \( y_0 \in Y \) and \( y'_0 \in Y' \) as their only singularities. Then the following conditions are equivalent

(i) \( Y \cong Y' \) as (singular) complex varieties.

(ii) There exists a Hodge isometry \( H^3(\text{Bl}_{y_0} (Y), \mathbb{Z}) \cong H^3(\text{Bl}_{y'_0} (Y'), \mathbb{Z}) \).
(iii) There exists an isomorphism \((J(Y), \Xi) \approx (J(Y'), \Xi')\) of polarized abelian fourfolds.

To see that (iii) really implies (i), observe that a polarized isomorphism \(J(Y) \approx J(Y')\) induces a polarized isomorphism \(J(C) \approx J(C')\) between the Jacobians of the two associated genus four curves \(C, C' \subset \mathbb{P}^3\) and, therefore, an isomorphism \(C \approx C'\). As the embeddings \(C, C' \subset \mathbb{P}^3\) are canonical, any isomorphism \(C \approx C'\) extends to an isomorphism of the ambient projective spaces and thus leads to an isomorphism

\[
\text{Bl}_{\emptyset}(Y) \approx \text{Bl}_{\emptyset}(\mathbb{P}^3) \approx \text{Bl}_{\emptyset}(\mathbb{P}^3) \approx \text{Bl}_{\emptyset}(Y').
\]  

(5.1)

The morphism (5.1) restricts to an isomorphism \(E \approx E'\) between the exceptional divisors of the blow-ups \(\text{Bl}_{\emptyset}(Y) \to Y\) and \(\text{Bl}_{\emptyset}(Y') \to Y'\). Indeed, if their intersection is empty, then \(Y\) and \(Y'\) would have two nodes each. If their intersection is a curve, the blow-up \(\tau\) would define a contraction of the quadric \(E\). Thus, \(Y \approx Y'\).

The Fano variety \(F(Y)\) of lines is not used in the proof of the global Torelli theorem for nodal cubic threefolds, but it is nevertheless interesting to understand its geometry.

**Remark 5.2.** Consider the Hilbert scheme of two points on \(C\) which is, of course, nothing but the symmetric product \(C^{(2)}\). With each point in \(C^{(2)}\) corresponding to a subscheme \(Z \subset C\) of length two, one associates a unique line \(\ell_Z \subset \mathbb{P}^3\) containing \(Z\). Clearly, \(Z \subset C \cap \ell_Z\) and if the inclusion is not an equality of schemes, then \(\ell_Z\) is contained in the quadric \(E\) and \(|C \cap \ell_Z| = 3\), cf. Section 6.1.4 for more details. If \(\ell_Z\) is not contained in \(E\), then its strict transform in \(Y\) is a line \(L_Z\) and the induced map

\[
C^{(2)} \setminus T \to F(Y), \quad Z \mapsto L_Z
\]

is injective. Here, \(T := \{Z \in C^{(2)} \mid |C \cap \ell_Z| = 3\}\) is the indeterminacy locus. However, mapping \(Z \in T\) to the residual line \(E_{s_{s}},\) where \(Z = \{s_1, s_2\} \subset C \cap \ell_Z = \{s_1, s_2, s_3\}\), extends the map to a surjective morphism \(C^{(2)} \to F(Y)\). Observe that through every point of \(C \subset E \approx \mathbb{P}^1 \times \mathbb{P}^1 \subset \mathbb{P}^3\) there exist exactly two lines contained in \(E\). This shows that \(T\) consists of two disjoint copies of \(C\), which get identified under the map to \(F(Y)\). In other words, \(C^{(2)}\) is the normalization of \(F(Y)\), which in this case can also be described as the blow-up

\[
C^{(2)} \approx \text{Bl}_{\emptyset}(F(Y)) \to F(Y) \text{ with } C^{(2)} \setminus (C \cup C) \approx F(Y) \setminus C,
\]

that glues two disjoint copies of \(C\). In particular, this shows

\[
[F(Y)] = [C^{(2)}] - [C] \text{ in } K_0(\text{Var}),
\]

see [189] and Corollary 6.1.30 for the analogous result in dimension four.

The cohomological description of the blow-up \(\text{Bl}_{\emptyset}(Y) \approx \text{Bl}_{\emptyset}(\mathbb{P}^3)\) lifts to the level of Chow groups. Hence, the composition

\[
\text{Pic}^0(C) \to \text{CH}^2(\text{Bl}_{\emptyset}(Y))_{\text{alg}} \to J(\text{Bl}_{\emptyset}(Y))
\]
of the pull-back map and the Abel–Jacobi map induces $J(C) = \text{Pic}^0(C) \simeq J(Y)$. Furthermore, the Albanese map

$$a: C^{(2)} \to A(C^{(2)}) \simeq J(C) \simeq J(Y)$$

(5.2)
can be reinterpreted in terms of the Fano correspondence $C \leftarrow E' \to Y$ as the map $Z = \{s_1, s_2\} \to a([E_{s_1}] + [E_{s_2}])$. Over the open set $C^{(2)} \setminus (C \cup C) \simeq F(Y) \setminus C$, the map (5.2) coincides with $F(Y) \setminus C \to J(Y), L \mapsto a(L)$.

The analogue of (i) in Corollary 3.12 is the classical fact $[a(C^{(2)})] = (1/2) \cdot \Xi^2 \in H^4(J(Y), \mathbb{Z})$.

Note that in the above discussion we suppressed the choice of a reference point $s_0 \in C$ or a line $L_0 \subset Y$, needed to actually define the Albanese maps $a$ for $C^{(2)}$ and $F(Y)$.

A very similar and more detailed discussion for nodal cubic fourfolds can be found in Section 6.1.4.

5.2 Semi-stable cubic threefolds

The moduli space of smooth cubic threefolds $M_3 = |O_{P^4}(3)|_{\text{sm}}//\text{SL}(5)$ is naturally compactified by the moduli space $M_3 \subset \bar{M}_3 = |O_{P^4}(3)|^{\text{ss}}//\text{SL}(5)$ of semi-stable cubic threefolds. However, a clear geometric understanding of the singular cubics that need to be added is complicated in general. For cubic surfaces the situation was still fairly easy, see Section 4.4.2, but for cubic threefolds it is already quite a bit more involved, before it gets really complicated for cubic fourfolds, see Section 6.6.7, and essentially impossible in dimension five and beyond. In dimension three, we record what is known but refer to the original articles [13, 495] for details.

**Theorem 5.3** (Allcock, Yokoyama). Let $Y \subset P^4$ be a cubic threefold. Then $Y$ is stable if and only if all its singularities are of type $A_n$, i.e. locally analytically given by an equation $x_0^2 + x_1^2 + x_2^2 + x_3^{n+1}$, with $n \leq 4$.

In [13] one also finds a complete description of all semi-stable cubic threefolds: $Y$ is semi-stable if and only if all its singularities are of type (i) $A_n$ with $n \leq 5$, (ii) of type $D_4$, i.e. locally described by $x_0^2 + x_1^2 + x_2^2 + x_3^4$, (iii) of type $A_\infty$, i.e. locally described by $x_0^2 + x_1^2 + x_2^2$, or (iv) of type $A_n$ with $n \geq 6$ but such that $Y$ contains none of the planes containing the kernel of its quadratic part. The latter case is missing in [495].

The result is complemented by the observation that a semi-stable cubic threefold with an $A_\infty$-singularity is isomorphic to the secant variety of a rational normal curve in $P^4$. Furthermore, the locus of strictly semi-stable cubic threefolds in $\bar{M}_3$ consists of one component isomorphic to $P^1$ and another one that consists of a single point represented by the cubic given by $x_0^3 + x_1^3 - x_2 \cdot x_3 \cdot x_4$ which has three singularities of type $D_4$. See also the discussion in Remark 4.4.6.
In recent years, another notion of stability, especially for Fano-varieties, has been studied. This notion of K-stability is linked to the existence of Kähler–Einstein metrics. Liu and Xu [324] show that for cubic threefolds both notions coincide. In particular, the GIT moduli space and the K-stability moduli space provide the same compactification of the moduli space of smooth cubic threefolds.

Other compactifications better suited for extending the link between smooth cubic threefolds $Y \subset \mathbb{P}^4$ to their intermediate Jacobians $J(Y)$ have been studied by Casalaina-Martin, Grushevsky, Hulek, and Laza [109, 110].

5.3 Moduli space As hinted at already in Example 3.3.4, as a consequence of the global Torelli theorem one obtains a locally closed embedding

$$M_3 \hookrightarrow A_5$$

into the moduli space of principally polarized abelian varieties of dimension five. The description of the automorphism group of the intermediate Jacobian in Remark 4.9 allows one to state a similar result on the level of moduli stacks: Mapping a smooth cubic threefold $Y$ to its intermediate Jacobian defines a locally closed embedding of smooth Deligne–Mumford stacks

$$\mathcal{M}_3 \hookrightarrow A_3 = [\text{Sp}(10, \mathbb{Z}) \setminus D].$$

Note that $\dim(M) = 10$ while $\dim(A_3) = 15$.

5.4 Pfaffian cubics, Klein, and Segre We conclude with a review of some particular cubic threefolds. Since all smooth cubic threefolds are irrational, there has never been a good reason to study special cubic threefolds systematically. As we will see in the next chapter, the situation is completely different in dimension four, where only special cubics are expected to be rational and the challenge to classify those has been a driving force in the theory. Of course, interesting special cubic threefolds exist and have been studied and we briefly mention some of them.

(i) The Klein cubic threefold is the smooth cubic threefold $Y$ defined by the equation

$$x_0^2 x_1 + x_1^2 x_2 + x_2^2 x_3 + x_3^2 x_4 + x_4^2 x_0 = 0.$$  

Various aspects of it have been studied over the years [10, 56, 201, 207, 404]. It was mentioned already that its Fano surface attains the maximal Picard number $\rho(F(Y)) = 25$ and that its intermediate Jacobian $J(Y) \cong A(F(Y))$ is of the form $E^5$ (unpolarized) with $E$ a CM curve, cf. Remark 2.15. The automorphism group of $Y$ has been determined by Adler [10] as $\text{PGL}_2(\mathbb{F}_{11})$, which is of order 660, see also [57, Thm. 3] for explicit examples of automorphisms. Beauville [57] used the existence of these automorphisms to exclude $Y$ from being rational directly, see Remark 4.14. Roulleau [404,
Prop. 1] proved that the Klein cubic threefold is the only smooth cubic threefold with an automorphism of order 11.

Adler’s result complements classical results of Klein who studied the Hessian of $Y$ and observed that its singular set is the modular curve $X_0(11)$, see [11] for more information and references. Gross and Popescu [207] showed that the Klein cubic threefold is birational to the moduli space of $(1,11)$ polarized abelian surfaces (with canonical level structure). In particular, this moduli space is unirational but not rational. An explicit resolution of the Hessian of the Klein cubic threefold was described by Gounelas and Kouvidakis [201, Sec. 6] who also proved that the intersection of $Y$ with its Hessian is not uniruled.

(ii) It was mentioned before that every smooth cubic surface can be represented, in a non-unique way, as a Pfaffian, see Section 4.2.5, and we will see that this is not true for cubic hypersurfaces of dimension four, see Remark 6.2.6. For cubic threefolds a naive dimension count, cf. the argument in Remark 6.2.6, shows that in principle every smooth cubic threefold could be a Pfaffian. That this is indeed true has first been verified by Adler [11, App. V] for generic cubic threefolds, then extended by Beauville [51, Prop. 8.5] to all smooth cubic threefolds and by Comaschi [125] to singular ones. Beauville first proved a criterion that shows that a smooth cubic threefold is Pfaffian if it contains a normal elliptic quintic curve, for the analogue in dimension four see Remark 6.2.5.

(iii) The Segre cubic threefold (or Segre cubic primal) is given by the two equations

$$\sum_{i=0}^{5} x_i = \sum_{i=0}^{5} x_i^3 = 0.$$ 

Taking the hyperplane section $x_i = x_j$ of it, one obtains the Cayley cubic surface, see Remark 1.5.17 and Remark 4.2.16. The Segre cubic threefold has 10 singular points, all ordinary double points, and thus realizes the maximal number of ordinary double points. In fact, up to coordinate change, the Segre cubic is the only nodal cubic threefolds with 10 singular points. The singular points are explicitly given as the permutations of the point $[-1 : -1 : -1 : 1 : 1 : 1]$.

The Segre cubic threefold is isomorphic to the GIT quotient $\mathbb{P}^1//\text{SL}(2)$, see [158, Thm. 9.4.10], and can also be realized as a birational model of the moduli space $\mathcal{A}_2(2)$ of principally polarized abelian surfaces with a level two structure, see [242, Thm. IV.1.2]. The projective dual of the Segre cubic is the Igusa quartic, see [459] for a detailed study of the topology and [238] for a new duality perspective.

We recommend Dolgachev’s survey [159] for further information on classical and modern aspects of the Segre cubic.

(iv) According to a result of Sylvester, see Corollary 1.5.19 and Section 4.2.5, the generic cubic surface $S \subset \mathbb{P}^3$ can be written in Sylvester form, i.e. $S = V(\ell_0 + \cdots + \ell_3)$, where $\ell_i$ are linear forms in the linear coordinates $x_0, \ldots, x_3$. This is no longer true for
cubic threefolds. In fact, Edge showed [170] that the generic cubic threefold cannot even be written as the sum of seven(!) cubes of linear forms.

It is not difficult to see that the generic cubic polynomial cannot be written as the sum of six cubes of linear forms, but the naive dimension count does not include the possibility of seven cubes. Indeed, $h^0(\mathbb{P}^4, \mathcal{O}(3)) = 35$ and the choice of seven linear forms also accounts for dimension 35.

6 Appendix: Comparison of cubic threefolds and cubic fourfolds

The goal of this appendix is twofold. We first briefly outline an approach to link cubic threefolds via the triple cover construction to cubic fourfolds and then to abelian varieties of dimension eleven and hyperkähler manifolds of dimension four. Most parts of it are completely analogous to the lower-dimensional situation in Section 4.4.3. It again leads to a description of the moduli space of cubic threefolds as an open set of a ball quotient. In the second part we will highlight similarities between the theory of cubic hypersurfaces of dimension three and four. This part can either be studied now, as a summary of this chapter and a preview of the next one, or later after having worked through the theory of cubic fourfolds in detail.

6.1 Passing from threefolds to fourfolds In Section 4.4.3, we explained how to use the Hodge theory of the cubic threefold naturally associated with a smooth cubic surface via the triple cover construction to link the moduli space of smooth cubic surfaces, which a priori has no period description, with a certain moduli space of abelian varieties of dimension five. We will now explain a similar story for cubics of dimension three and four. This was again initiated by Allcock, Carlson, and Toledo [15] and investigated further by Looijenga and Swierstra [329], Kudla and Rapoport [289], and Boissière, Camere, and Sarti [77].

The discussion of the linear algebra is almost literally the same as the one in Section 4.4.3, so we will state only the results and leave the adaptation of the arguments there to the case here as an exercise. The notation is chosen to match the two situations. Note however that the conventions in the references differ. We will mostly follow the original [15] (up to a scaling factor).

The geometric starting point is the triple cover

$$X \rightarrow \mathbb{P}^4 \supset Y,$$

branched over a given smooth cubic threefold $Y \subset \mathbb{P}^4$, as described in Section 1.5.6. The covering action induces a Hodge isometry $\iota: H^4(X, \mathbb{Z})_{pr} \cong H^4(Y, \mathbb{Z})_{pr}$. The main difference to the situation in Section 4.4.3 is that now the intersection pairing is symmetric, but we still have the useful equalities $(\iota(\alpha), \beta) = (\alpha, \iota^2(\beta))$ and $(\theta(\alpha), \beta) = -(\alpha, \theta(\beta))$. 
The eigenspace decomposition with respect to \( \iota \) (or \( \theta \)) now looks like
\[
H^4(X, \mathbb{C})_{pr} = H_{pr} \oplus H_{pr} = (H^3_{pr} \oplus H^{2,2}_{pr}) \oplus (H^{2,2}_{pr} \oplus H^{1,3}_{pr}).
\] (6.1)

In order to see that the one-dimensional \( H^{3,1} \) is contained in \( H_{pr} \), one can use the residue description \( H^{3,1} \simeq H^0(\mathbb{P}^5, \mathcal{O}_{pr}^5(2X)) \), see Lemma 1.4.23, and the fact that the covering action \([x_0 : \cdots : x_5] \mapsto [x_0 : \cdots : \rho \cdot x_5]\) alters the differential form \( \Omega = \sum_{0}^{5} (-1)^{y} x_1 \cdot dx_0 \wedge \cdots \wedge dx_{4} \wedge dx_5 \) by a factor \( \rho \). Since complex conjugation swaps \( H_{pr} \) and \( H_{pr} \), this also shows that \( H^{1,3} \) is contained in \( H_{pr} \). Using \( b_3(X)_{pr} = 22 \) and again complex conjugation, we also conclude that \( \dim(H^{2,2}_{pr}) = \dim(H^{2,2}_{pr}) = 10 \).

Next, on the symmetric lattice \( \Gamma := H^4(X, \mathbb{Z})_{pr} \) one defines in complete analogy to the case of cubic threefolds the pairing\(^{12}\)
\[
h : \Gamma \times \Gamma \to \mathbb{Z}[\rho], \quad h(\alpha, \beta) := \frac{(\theta(\alpha, \beta) + \theta(\alpha, \beta))}{2}.
\]
- Using that the lattice \( \Gamma \) is even, see Proposition 1.1.21 or Section 6.5.2, one checks that this pairing takes indeed values in the Eisenstein integers \( \mathbb{Z}[\rho] = \{(1/2)(a + b \cdot \theta) | a, b \in \mathbb{Z}, a \equiv b(2)\} \).
  - The form \( h(\ , \ ) \) is \( \mathbb{Z}[\rho] \)-linear in the first variable and satisfies \( h(\alpha, \beta) = \overline{h(\beta, \alpha)} \).
  - The two eigenspaces \( H_{pr}^0, H_{pr}^1 \subseteq \Gamma \otimes_{\mathbb{Z}} \mathbb{C} \) are isotropic with respect to \( (\ , \ ) \) and \( h \).
  - Consider the \( \mathbb{Z}[\rho] \)-linear composition \( j : \Gamma \to \Gamma \otimes_{\mathbb{Z}} \mathbb{C} \to H_{pr} \). It is isometric with respect to \( h \) on \( \Gamma \) and \( h'(y, \delta) := i \sqrt{3} \cdot (y, \delta) \) on \( H_{pr} \).
  - The line \( H_{pr}^0 \subseteq H_{pr} \) is negative definite and the hyperplane \( H_{pr}^{2,2} \subseteq H_{pr} \) is positive definite.

These facts are now applied to study the moduli space \( M_3 = |\Q_3(3)_{hav}/\PGL(5)| \) of smooth cubic threefolds. First, one considers its natural cover \( \tilde{M}_3 \) parametrizing pairs \((Y, \varphi)\) consisting of a smooth cubic threefold \( Y \) and an isometry \( \varphi : H^4(X, \mathbb{Z})_{pr} \to \mathbb{Z}[\rho]^{10,1} \) up to the action of \( \mu_6 \simeq \mathbb{Z}[\rho]^* \). Here, \( X \) is the cubic fourfold associated with \( Y \) and \( \mathbb{Z}[\rho]^{10,1} \) simply denotes the \( \mathbb{Z}[\rho] \)-lattice that comes out of the above construction (its isomorphism type is independent of \( Y \) and \( X \) but its precise shape is of no importance). Altogether this leads to a holomorphic period map
\[
\tilde{\cal{P}} : \tilde{M}_3 \to \mathbb{B}^{10} \subset \mathbb{P}(\mathbb{C}^{10,1}), \quad (Y, \varphi) \longmapsto \varphi(H^{3,1}).
\]
Here, \( \mathbb{B}^{10} \) denotes the open set of negative lines which is biholomorphic to the ten-dimensional ball \(|z| \sum |z|^2 < 1 \subset \mathbb{C}^{10}\). The infinitesimal Torelli theorem, see Corollary 1.4.25, essentially shows that the map \( \tilde{\cal{P}} \) is immersive, i.e. its tangent map is injective at each point or, equivalently, it is a local isomorphism. Note that \( \tilde{M}_3 \) is indeed smooth, see [15, Lem. 2.7].

\(^{12}\) The pairing used in [15] is \( \theta \cdot h \), which then takes values in \( \theta \cdot \mathbb{Z}[\rho] \).
Taking quotients by \( PU := PU(\mathbb{Z}[\rho]) \), one obtains a holomorphic map from the coarse moduli space to a certain ball quotient:

\[
P : M_3 \longrightarrow PU \setminus \mathbb{B}^{10}.
\]

We phrase the analogue of Theorem 4.4.9 as a statement about this period map.

**Theorem 6.1** (Allcock–Carlson–Toledo, Looijenga–Swierstra). The period map (6.2) is an open embedding of the coarse moduli space \( M_3 \) into the arithmetic quotient \( PU \setminus \mathbb{B}^{10} \) of the ten-dimensional ball \( \mathbb{B}^{10} \subset \mathbb{C}^{10} \).

Allcock, Carlson, and Toledo [15, Thm. 1.1] and independently Looijenga and Swierstra [329, Thm. 3.1] not only show that \( P \) is an open embedding, but also describe its complement.

**Proof** We restrict ourselves to prove the injectivity of (6.2) and the quickest way to do this uses the strong global Torelli theorem for cubic fourfolds, see Theorem 6.3.17 and Remark 6.3.18. The proof in [15] is more direct.

Assume that for the cubic fourfolds \( X \) and \( X' \) associated with two smooth cubic threefolds \( Y \) and \( Y' \) there exists an isomorphism \( \xi : H^4(X, \mathbb{Z})_{pr} \cong H^4(X', \mathbb{Z})_{pr} \) of \( \mathbb{Z}[\rho] \)-modules which is an isometry with respect to the form \( h \) on the two sides and satisfies \( \xi(h^{1,1}(X)) = h^{1,1}(X') \). The real part of \( h \) and the compatibility with the action of \( \theta \) gives back the intersection pairing. Hence, \( \xi \) is a standard Hodge isometry between the two cubic fourfolds and, therefore, \( \xi \) (up to sign) is induced by an isomorphism \( X \cong X' \) that is compatible with the covering action. This eventually proves \( Y \cong Y' \). \( \square \)

The open immersion (6.2) of quasi-projective varieties can be upgraded to an open immersion of analytic Deligne–Mumford stacks (or orbifolds)

\[
M_3 \hookrightarrow [PU \setminus \mathbb{B}^{10}].
\]

This relies on a result of Zheng [499, Prop. 6.3] describing the automorphism group of a cubic threefold \( Y \) in terms of the associated triple cover \( X \) as

\[
\text{Aut}(Y) = \text{Aut}_{\mathbb{Z}[\rho]}(H^4(X, \mathbb{Z})_{pr})/\mu_6,
\]

where on the right hand side, one has the group of all Hodge isometries of the primitive cohomology compatible with the \( \mathbb{Z}[\rho] \)-action. Implicitly, we have used this result already in the proof above.

The extension to the compactification of \( M_3 \) and the description of the boundary of the open inclusion \( M_3 \hookrightarrow PU \setminus \mathbb{B}^{10} \) are quite subtle. Roughly, there are two boundary components corresponding to nodal and cordal cubic threefolds. We refer to [15, 329] for details.

Kudla and Rapoport [289, §6] establish a link to abelian varieties. This is a special
case of the general theory of half twists developed by van Geemen [463]. It comes down to the observation that the decomposition (6.1) can be rewritten as
\[ H^4(X, \mathbb{Z})_{\text{pr}} \otimes \mathbb{C} \cong (H^3_{\rho} \oplus H^2_{\rho}) \oplus (H^2_{\rho} \oplus H^1_{\rho}) \]
and now the two summands are complex conjugate to each other. Hence, a Hodge structure of weight one on \( H^4(X, \mathbb{Z})_{\text{pr}} \) is defined by setting
\[ H^3_{\rho} = H^3_{\rho}, \quad H^2_{\rho} = H^2_{\rho}, \quad H^1_{\rho} = H^1_{\rho}. \]
In particular, the quotient
\[ A(Y) := H^4(X, \mathbb{Z})_{\text{pr}} \setminus H^4(X, \mathbb{Z})_{\text{pr}} / H^3_{\rho}(X) \]
is a complex torus of dimension eleven, and in fact an abelian variety, naturally associated with the cubic threefold \( Y \). This eventually leads to a map from \( M_3 \) into a certain moduli space of abelian varieties of dimension eleven. Note that in [289] the conventions are slightly different, which might lead to isogenous abelian varieties.

Finally we mention results by Boissière, Camere, and Sarti [77, Thm. 1.1]. Instead of working with the cubic fourfold \( X \) associated with the cubic threefold \( Y \), they consider the hyperkähler fourfold provided by the Fano variety of lines \( F(X) \). The covering automorphism of \( X \rightarrow \mathbb{P}^4 \) induces a non-symplectic automorphism of \( F(X) \) of order three. This approach leads to the identification of the moduli space of hyperkähler fourfolds of \( K3^{[2]} \)-type endowed with a non-symplectic automorphism of order three and the moduli space of smooth cubic threefolds. They also show [77, Prop. 5.1] that the image of the induced morphism \( M_3 \rightarrow M_4, \ Y \rightarrow X \), intersects the Hassett divisor \( C_{14} \cap M_4 \), see Example 6.5.8, in a generic Pfaffian cubic.

### 6.2 Summary

The following table summarizes the central results concerning smooth cubic threefolds proved in this chapter. At the same time, it serves as a guide to the analogous results for smooth cubic fourfolds to be proved in the next chapter.

<table>
<thead>
<tr>
<th>( F(Y) )</th>
<th>( F(X) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>dim ( F(Y) = 2 ), surface of general type ( \text{(Sect. 5.0.1)} )</td>
<td>dim ( F(X) = 4 ), hyperkähler fourfold ( \text{(Thm. 6.1.10)} )</td>
</tr>
<tr>
<td>( H^1(Y, T_Y) \xrightarrow{\text{Aut}} H^1(F(Y), T_{F(Y)}) )</td>
<td>( H^1(X, T_X) \xrightarrow{\text{Aut}} H^1(F(X), T_{F(X)}) ), corank = 1 ( \text{(Cor. 6.3.12 &amp; (3.6) in Sec. 2.3.3)} )</td>
</tr>
<tr>
<td>( \text{global Torelli: } H^3(Y, \mathbb{Z}) \xrightarrow{\text{Aut}} F(Y) ) ( \text{(Prop. 5.2.12 &amp; Thm. 5.4.3)} )</td>
<td>( \text{global Torelli: } H^3(X, \mathbb{Z})_{\text{pr}} \xrightarrow{\text{Aut}} F(X) ) ( \text{(Prop. 2.3.12 &amp; Thm. 6.1.17)} )</td>
</tr>
</tbody>
</table>
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\[ \begin{align*}
\int \mathcal{H}^1(F(Y), \mathbb{Q}) & \longrightarrow \mathcal{H}^2(F(Y), \mathbb{Q}) \\
\int \mathcal{H}^1(F(Y), \mathbb{Z}) & \cong \mathcal{H}^2(F(Y), \mathbb{Z}) \cong \mathbb{Z}/\mathbb{Z}
\end{align*} \]

(Prop. 5.1.5, Lem. 5.2.5, & Rem. 5.3.15)

\[ \mathcal{H}^2(F(X), \mathbb{Q}) \longrightarrow \mathcal{H}^4(F(X), \mathbb{Q}) \\
\mathcal{S}^2 \mathcal{H}^2(F(Z), \mathbb{Z}) \cong \mathcal{H}^4(F(Z), \mathbb{Z}) \cong (\mathbb{Z}/\mathbb{Z})^3 \oplus \mathbb{Z}/\mathbb{Z}
\]

(Exa. 6.3.3, Cor. 6.3.11, & Rem. 6.3.15)

\[ \mathcal{H}^3(F(Y), \mathbb{Q})/(\mathcal{P}_Z) \longrightarrow \mathcal{H}^4(F(Y), \mathbb{Q}) \]

(Prop. 5.1.1 & Exer. 5.1.6)

\[ R = F_2 \in [\Omega F(2)] \\
(R.R) = 180, g(R) = 136
\]

([\mathcal{F}_2] = 5 \cdot (g^2 - c_2(S_2)) \\
([\mathcal{F}_2], [\mathcal{F}_3]) = 1125, h^3(\mathcal{F}_2) = 449
\]

(Prop. 6.4.1 & Sec. 6.4.4)

\[ \mathcal{H}^3(Y, \mathbb{Z})(1) \cong \mathcal{H}^3(F(Y), \mathbb{Z}) \cong \mathcal{H}^3(C_L, \mathbb{Z})^{-} \]

\[ J(Y) \cong A(F(Y)) \cong \text{Prym}(C_L/D_L) \]

\[ \text{Pic}^0(D_L) \times \text{Prym}(C_L/D_L) \xrightarrow{2} \text{Pic}^0(C_L) \]

\[ \text{CH}^2(Y)_{\text{alg}} \cong \text{Pic}^0(F(Y)) \cong \text{Prym}(C_L/D_L) \]

\[ b_Y(Y)(1) \cong b_Y(F(Y)) \cong b_Y(C_L)^{-} \]

(Prop. 5.3.10, Cor. 5.3.16, & Rem. 5.3.17)

\[ \mathcal{H}^4(X, \mathbb{Z})(1) \cong \mathcal{H}^4(F(X), \mathbb{Z})_{\text{pr}} \cong \mathcal{H}^4(C_L, \mathbb{Z})_{\text{pr}} \]

\[ \text{CH}_0(F_L)_{\text{hom}} \oplus \text{CH}_0(F_L)_{\text{hom}} = \text{CH}_0(F_L)_{\text{hom}} \]

\[ \text{CH}^1(X)_{\text{alg}} \otimes \mathbb{Q} \cong \text{CH}^2(F(X))_{\text{hom}} \otimes \mathbb{Q} \]

\[ b(X)_{\text{pr}}(1) \cong b_Y(F(X)) \cong b_Y(C_L)_{\text{pr}} \]

(Prop. 6.3.21, Rem. 6.3.24, & Rem. 6.4.14)

\[ a: F(Y) \longrightarrow A, \ a'(Z) = (-2/3) \cdot c_1(F(Y)) \]

\[ \mathcal{H}^3(F(Y), \mathbb{Z}), \tilde{q}_Y \in \mathcal{H}^4(F(Y), \mathbb{Q}) \]

\[ \tilde{q}_Y = (1/30) \cdot c_2(F(Y)) \]

(Rem. 6.4.2)

\[ \mathbb{B}_L(Y) \mathrel{\upharpoonright} \mathbb{P}^2 \)

\[ \mathbb{B}_L(X) \mathrel{\upharpoonright} \mathbb{P}^3 \]

\[ \mathbb{B}_L(Y) \mathrel{\upharpoonright} \mathbb{P}^2 \]

\[ \mathbb{B}_L(X) \mathrel{\upharpoonright} \mathbb{P}^3 \]

\[ \mathbb{B}_L(Y) \mathrel{\upharpoonright} \mathbb{P}^2 \]

\[ \mathbb{B}_L(X) \mathrel{\upharpoonright} \mathbb{P}^3 \]

\[ 3[C_L] = g = \varphi(h^2), ([C_L], [C_L]) = 5 \]

\[ (y)^2 = (1/2) \int_{C_L} \gamma^2 \]

(Prop. 6.4.12)

\[ \text{Rem. 6.4.4}
\]

\[ \mathcal{H}^1(C_L, \mathbb{Z})^+ \longrightarrow \mathcal{H}^1(F_Y, \mathbb{Z}) \longrightarrow \mathcal{H}^1(C_L, \mathbb{Z})^+ \]

\[ \mathcal{H}^1(D_L, \mathbb{Z}) \]

(Prop. 5.3.2 (1.2))

\[ \text{H}^2(D_L, \mathbb{Z}) \]

(Rem. 6.4.14)

\[ \text{nodal cubic } y_0 \in Y, \text{ rational} \]

\[ \mathbb{B}_L(Y) = \mathbb{B}_L(\mathbb{P}^3), C \subset \mathbb{P}^3 \text{ compl. int. (2, 3)} \]

\[ C(2) \cong \mathbb{B}_L(F(Y)) \longrightarrow F(Y) \]

\[ [C(2)] = [F(Y)] + [C] \]

(Cor. 5.1.16, Rem. 5.5.1, & Rem. 5.5.2)

\[ \text{nodal cubic } x_0 \in X, \text{ rational} \]

\[ \mathbb{B}_L(X) = \mathbb{B}_L(\mathbb{P}^3), S \subset \mathbb{P}^3 \text{ compl. int. (2, 3)} \]

\[ S(2) \cong \mathbb{B}_L(F(Y)) \longrightarrow F(X) \]

\[ [S(2)] = [F(X)] \]

(Cor. 5.1.16, Prop. 6.1.28, & Cor. 6.1.30)
In this chapter we turn to cubic hypersurfaces $X \subset \mathbb{P}(V) \cong \mathbb{P}^5$ of dimension four. The key new feature is the unexpected appearance of K3 surfaces and hyperkähler fourfolds. K3 surfaces come in via their Hodge structures, which turn out to be very similar to Hodge structures of cubic fourfolds. The reason for the occurrence of hyperkähler fourfolds is more geometric: As shown by Beauville and Donagi [59], the Fano variety $F(X)$ of lines contained in a smooth cubic fourfold $X \subset \mathbb{P}^5$ is a hyperkähler manifold. More precisely, $F(X)$ is a hyperkähler manifold deformation equivalent to the four-dimensional Hilbert scheme $S^{[2]}$ of subschemes of length two of a K3 surface $S$.

We begin again by collecting immediate consequences of the results discussed in earlier chapters. As throughout these notes, most of the results hold for arbitrary (algebraically closed) ground fields. However, as Hodge theory will play an essential role in describing the geometry of the situation, we will work mostly over the complex numbers.

\section*{0.1 Invariants of cubic fourfolds} The canonical bundle of a smooth cubic fourfold $X \subset \mathbb{P}^5$ is given by $\omega_X \cong \mathcal{O}_X(-3)$. For the Picard group one has \( \text{Pic}(X) \cong \mathbb{Z} \cdot \mathcal{O}_X(1) \) and the non-trivial Betti numbers of $X$ are given by

- $b_0(X) = b_2(X) = b_6(X) = 1$, and $b_4(X) = 23$, see Section 1.
- $b_1(X) = b_3(X) = 0$, $b_5(X) = b_7(X) = 1$, and $b_3(X) = 21$.

The lattice $H^4(X, \mathbb{Z})$ with its Hodge structure is of central importance and will be discussed in detail below.
Chapter 6. Cubic fourfolds

The linear system of all cubic hypersurfaces in \( \mathbb{P}^5 \) is \(|\mathcal{O}_{\mathbb{P}^5}(3)| \simeq \mathbb{P}^5\) and the moduli space of all smooth cubic fourfolds is of dimension 20, cf. Sections 1.2 and 3.1.5.

A smooth cubic fourfold \( X \subset \mathbb{P}^5 \) never contains a linear \( \mathbb{P}^3 \subset \mathbb{P}^5 \) and a generic one does not contain a linear \( \mathbb{P}^2 \subset \mathbb{P}^5 \), see Remark 2.1.7 or (v) below for an argument using Hodge theory. However, some smooth cubic fourfolds do contain planes \( \mathbb{P}^2 \subset \mathbb{P}^5 \), and, as we will see, those are parametrized by a divisor in the moduli space of all smooth cubic fourfolds, see Remark 1.3.

0.2 Invariants of their Fano variety

The Fano variety of lines \( \mathbb{P}^1 \simeq L \subset X \) in a cubic fourfold \( X \subset \mathbb{P}^5 \) plays a central role in the theory. Recall that there are two types of lines which are distinguished by the splitting type of their normal bundles

\[
\mathcal{N}_{L/X} = \begin{cases} 
\mathcal{O}_L(1) \oplus \mathcal{O}_L \oplus \mathcal{O}_L & \text{if } L \text{ is of first type} \\
\mathcal{O}_L(1) \oplus \mathcal{O}_L(1) \oplus \mathcal{O}_L(-1) & \text{if } L \text{ is of second type.}
\end{cases}
\]

(0.1)

Geometrically, the two types can be described in various ways, see Section 2.2.2. For example, if \( L \) is of the first type, there exists a unique plane \( \mathbb{P}^2 \subset \mathbb{P}^5 \) such that \( \mathbb{P}^2 \) is tangent to \( X \) at every point of \( L \), i.e. the intersection \( \mathbb{P}^2 \cap X \) contains \( L \) with multiplicity at least two, i.e. \( \mathbb{P}^2 \cap X = 2L \cup L' \) for some residual line \( L' \subset X \) not necessarily distinct from \( L \). For lines of the second type there is a one-dimensional family of such planes all contained in a linear \( \mathbb{P}^3 \subset \mathbb{P}^5 \) that is tangent to \( X \) at every point of \( L \), see Corollary 2.2.6 and the discussion of the situation for cubic threefolds in Sections 5.1.1. Lines of the second type are parametrized by a surface \( F_2(X) \subset F(X) \), see Proposition 2.2.13.

Here are some facts concerning the Fano variety \( F(X) \) that can be deduced from the general discussion in Chapter 2.

(i) The Fano variety \( F(X) \) of lines contained in a smooth cubic fourfold \( X \subset \mathbb{P}^5 \) is an irreducible, smooth projective variety of dimension four with trivial canonical bundle \( \omega_{F(X)} = \mathcal{O}_{F(X)} \), see Proposition 2.1.19 and Lemma 2.3.1.

(ii) The degree of the Plücker embedding \( F(X) \hookrightarrow \mathbb{G}(1, \mathbb{P}^5) \hookrightarrow \mathbb{P}(\wedge^2 V) \), i.e. the degree of \( F(X) \) with respect to the Plücker polarization \( g = c_1(\mathcal{O}_{F(X)}(1)) \), is

\[
\deg(F(X)) = \int_{F(X)} g^4 = 108,
\]

cf. Section 2.4.3. Later, we will show that \( F(X) \) is a hyperkähler manifold, cf. Theorem 3.10, and its degree with respect to the Beauville–Bogomolov–Fujiki square will be computed as \( q_{F(X)}(g) = 6 \), see Lemma 2.12 and Remark 3.14.

(iii) The Euler number of \( F(X) \) is \( \varepsilon(F(X)) = 324 \) and its Hodge diamond up to the
middle is given by, cf. Section 2.4.6:

\[
\begin{array}{ccc}
b_0(F(X)) &=& 1 \\
b_2(F(X)) &=& 23 \\
b_4(F(X)) &=& 276 \\
\end{array}
\]

The Betti numbers suggest that the map \( S^2 H^2(F(X), \mathbb{Q}) \to H^4(F(X), \mathbb{Q}) \) may be an isomorphism. This is indeed true and can be proved by using the analogous result for the Hilbert scheme \( S^{[2]} \) of a K3 surface \( S \), cf. Corollary 2.10. It essentially also follows from Section 2.5.3. The discussion there, not using any hyperkähler geometry, shows the injectivity of \( S^2 H^2(F(X), \mathbb{Q}) \to H^4(F(X), \mathbb{Q}) \) and can be extended to prove the full statement.

(iv) The projection \( q : \mathbb{L} \to X \) from the universal family \( p : \mathbb{L} \to F(X) \) of lines contained in \( X \) is surjective and its generic fibre \( q^{-1}(x) \) is isomorphic to a smooth complete intersection curve of type (2, 3) in \( \mathbb{P}^3 \) and, therefore, is of genus

\[
g(q^{-1}(x)) = 4,
\]

see Remark 2.3.6 and Lemma 2.5.11. There are at most finitely many fibres of dimension \( > 1 \), see e.g. [126, Cor. 2.2]. For the generic point \( x \in X \) the cubic threefold \( Y \) of \( X \cap X \) has a node at \( x \in Y \) as its only singularity. Note that the fibre \( q^{-1}(x) \) is nothing but the curve \( C \) in Section 5.5.1 parametrizing all lines in \( Y \) passing through the node.

(v) The Fano correspondence induces an injective morphism of integral Hodge structures, see Proposition 2.5.5:

\[
\varphi = p_\ast \circ q^\ast : H^4(X, \mathbb{Z}) \to H^2(F(X), \mathbb{Z})(-1).
\]

As both sides are of rank 23, the injection is of finite index. Moreover, \( \varphi \) maps \( H^4(X, \mathbb{Z}) \) to \( H^2(F(X), \mathbb{Z}) \), see Remark 2.5.7, and for \( \alpha, \beta \in H^4(X, \mathbb{Z}) \) we have

\[
(\alpha, \beta) = -\frac{1}{6} \int_{F(X)} \varphi(\alpha) \cdot \varphi(\beta) \cdot g^2.
\]

By Deligne’s invariant cycle theorem or its slightly stronger consequence Corollary 1.2.12, we know that \( H^{2,2}(X, \mathbb{Z}) = 0 \) for the very general smooth cubic fourfold \( X \subset \mathbb{P}^5 \). For its Fano variety of lines this implies

\[
\rho(F(X)) = \text{rk} \text{NS}(F(X)) = 1.
\]

Another consequence of \( H^{2,2}(X, \mathbb{Z}) = 0 \) for the very general smooth cubic fourfold, is the absence of any linear \( \mathbb{P}^2 \subset X \). Indeed, a plane in the very general \( X \) would satisfy \( [\mathbb{P}^2] = m \cdot h^2 \). As \( (h^2, h^2) = 3 \) is square free, the class \( h^2 \) is not divisible any further and
hence $m \in \mathbb{Z}$. This leads to the contradiction $1 = \int_{\mathbb{P}^2} h^2|_{\mathbb{P}^2} = ([\mathbb{P}^2], h^2) = (m \cdot h^2, h^2) = m \cdot \int_X h^4 = 3 \cdot m$.

(vi) The dual of the Fano correspondence (0.2) is given by

$$
\psi := q_! \circ p^* : H^6(F(X), \mathbb{Z})(1) \longrightarrow H^4(X, \mathbb{Z}),
$$

see Section 2.5.5. Tensoring with $\mathbb{Q}$ and using (0.2) gives an isomorphism of Hodge structures $H^6(F(X), \mathbb{Q})(1) \cong H^4(X, \mathbb{Q})$ and, thus, a bijection between their spaces of Hodge classes $H^3(F(X), \mathbb{Q}) \cong H^2(X, \mathbb{Q})$. By the Lefschetz (1, 1)-theorem, all classes in $H^1(F(X), \mathbb{Q})$ are algebraic and hence, by applying the Lefschetz operator, also all classes in $H^3(F(X), \mathbb{Q})$ are algebraic. Since $\psi$ maps algebraic classes to algebraic classes, this proves the Hodge conjecture for $H^2(X, \mathbb{Q})$. It was first established by Zucker [501] relying on ideas of Griffiths and drawing upon normal functions induced by hyperplane sections $Y_t$ of $X$ and the resulting family of Fano surfaces $F(Y_t)$. The use of the Fano correspondence simplifies the argument but is unlikely to generalize to other classes of fourfolds. See also Corollary 3.29 for a refinement and further comments on the integral version.

### 0.3 Chow groups and Chow motives

The rational Chow motive of a smooth cubic fourfold $X$ splits as

$$
\mathcal{h}(X) \cong \bigoplus_{j=0}^8 h^j(X) \cong \bigoplus_{i=0}^4 \mathbb{Q}(-i) \oplus \mathcal{h}(X)_{pr},
$$

see Remark 1.1.11. For the Chow groups we have

$$
\text{CH}^0(X) \cong \text{CH}^4(X) \cong \text{CH}^4(X) \cong \mathbb{Z}.
$$

From the Bloch–Srinivas principle [73, Thm. 1 (ii)] we deduce that the cycle class map $\text{CH}^1(F(X)) \hookrightarrow H^{2,2}(X, \mathbb{Z})$ is injective (and, as we will see, in fact bijective). So the only interesting Chow group is $\text{CH}^1(X)$, parametrizing one-dimensional cycles up to rational equivalence, resp. $\text{CH}(h(X)_{pr}) \cong H^{2,2}(X, \mathbb{Q})_{pr} \oplus (\text{CH}^1(X) \otimes \mathbb{Q})$. The Chow motive of the Fano variety $F(X)$ is described by

$$
\mathcal{h}(F(X))(-2) \oplus \mathcal{h}(X) \oplus \mathcal{h}(X)(-4) \cong S^2 \mathcal{h}(X),
$$

cf. Section 2.4.2. See Remark 3.24 for some more information and Section 7.4 for general comments on Chow groups and motives.

### 1 Geometry of some special cubic fourfolds

Special cubic fourfolds, e.g. those containing a plane or those that can be described in terms of Pfaffians, are not only geometrically rich and interesting, but they play a key
role in the theory of general cubic fourfolds as well. In this first section, we discuss cubic fourfolds containing a special surface like a plane or a rational normal scroll and also comment on nodal cubic fourfolds. The case of Pfaffian cubic fourfolds will be dealt with in detail in the next section. There is a well-defined meaning of the notion of special cubic fourfolds, to be discussed in detail in Section 5.

1.1 Cubic fourfolds containing a plane: Lattice theory

Let us first consider smooth cubic fourfolds \( X \subset \mathbb{P}^5 \) containing a plane \( \mathbb{P}^2 \cong P \subset X \). These cubics are central in the original proof of the global Torelli theorem for cubic fourfolds [472, 477] and have been used as a starting point for a number of considerations.

Lemma 1.1. The sublattice

\[ K^- := \mathbb{Z} \cdot h^2 \oplus \mathbb{Z} \cdot [P] \subset H^4(X, \mathbb{Z}) \]

is saturated, i.e. its cokernel is torsion free, and its intersection matrix is

\[ \begin{pmatrix} 3 & 1 \\ 1 & 3 \end{pmatrix} \] (1.1)

which is positive definite of discriminant 8.

Proof. Clearly, \((h^2 \cdot h^2) = 3\) and \((h^2 \cdot [P]) = 1\). To prove \( (\mathbb{Z} \cdot h^2 \oplus \mathbb{Z} \cdot [P]) = 3\), use either one of the two short exact sequences

\[ 0 \rightarrow \mathcal{N}_{P/X} \rightarrow \mathcal{N}_{P/P} \rightarrow \mathcal{O}_P(3) \rightarrow 0 \quad \text{or} \quad 0 \rightarrow \mathcal{T}_P \rightarrow \mathcal{T}_X|_P \rightarrow \mathcal{N}_{P/X} \rightarrow 0, \]

from which one concludes \( c_1(\mathcal{N}_{P/X}) = 0 \) and \( c_2(\mathcal{N}_{P/X}) = 3 \cdot h^2 \).

Assume \( \alpha \in H^4(X, \mathbb{Z}) \) is contained in the saturation of \( \mathbb{Z} \cdot h^2 \oplus \mathbb{Z} \cdot [P] \) and write

\[ \alpha \overset{(\star)}{=} s \cdot h^2 + t \cdot [P] \quad \text{and} \quad \alpha \overset{(\ast \ast)}{=} (s + (t/3)) \cdot h^2 + (t/3) \cdot v, \]

where \( v := 3[P] - h^2 \in H^4(X, \mathbb{Z})_{\text{pr}} \). We observe that the class \( v \) is not divisible any further. To see this, we may assume that \( X \) is a cubic fourfold containing a second plane \( P' \subset X \) disjoint to \( P \). Indeed, the family of smooth cubics fourfolds containing a fixed plane is connected and smooth cubic fourfolds containing two disjoint planes exist, see Example 1.5.2 and Section 1.5.3. Hence, \(([P'], v) = -1\) and thus \( v \) is not divisible.\(^1\)

Then \((s \cdot h^2) \in \mathbb{Z}\) implies \(3s + t \in \mathbb{Z}\). Using \((\ast \ast)\) one finds \( t \in \mathbb{Z} \) and then by \((\star)\) also \( s \in \mathbb{Z} \).

The notation \( K^- \) shall be explained in Section 5.2, the intersection form there will be changed by a global sign which explains the minus sign in the notation here.

\(^1\) I wish to thank X. Wei for a discussion of the argument.
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Exercise 1.2. Let $Q$ be the residual quadric of a generic linear intersection $P \subset \mathbb{P}^3 \cap X$, so that cohomologically $[P] + [Q] = h^2$. Imitate the above computation to show that the two classes $[P], [Q] \in H^4(X, \mathbb{Z})$ describe a basis of the lattice $K^*_8$ with the intersection matrix

\[
\begin{pmatrix}
3 & -2 \\
-2 & 4
\end{pmatrix}
\]  \hspace{1cm} (1.2)

Remark 1.3. A quick dimension count reveals that the set of smooth cubic fourfolds containing a plane forms a divisor in the moduli space of all smooth cubic fourfolds. Let us indicate two ways to verify this.

(i) Fix a plane $\mathbb{P}^2 \cong P \subset \mathbb{P} = \mathbb{P}^5$ and compute the linear space $|I_P \otimes \mathcal{O}_P(3)|$ of all cubics passing through $P$. Its dimension is

$$h^0(\mathbb{P}, \mathcal{O}_P(3)) - h^0(P, \mathcal{O}_P(3)) - 1 = 56 - 10 - 1 = 45.$$  

The subgroup of $\text{PGL}(6)$ preserving $P$ as a subvariety (but not necessarily pointwise) is of dimension 26. This proves that within the 20-dimensional moduli space $M_4$ of all smooth cubic fourfolds, see Section 1.2.1, the set of cubics containing a plane is an irreducible divisor, cf. Exercise 1.5.2 and [472, §1 Lem. 1].

(ii) As explained above, $h^2$ and the class of a plane $[P] \in H^4(X, \mathbb{Z})$ span a rank two sublattice. The first order deformations in $H^1(X, \mathcal{T}_X)$ preserving $[P]$ as a $(2, 2)$-class, i.e.

$$\{ v \in H^1(X, \mathcal{T}_X) | i_v[P] = 0 \text{ in } H^3(X) \},$$

form a subspace of codimension one.

In (i) above and in Exercise 1.5.2 we have seen that the set of smooth cubics $X$ containing a plane inside the moduli space $M_4$ of all smooth cubic fourfolds forms an irreducible divisor. The Hodge theoretic condition on $H^{2,2}(X, \mathbb{Z})$ to contain a lattice isometric to $K^*_8$ could a priori describe a union of several (Noether–Lefschetz) divisors in $M_4$. However, a result of Hassett [226, Prop. 3.2.4] says that this is not the case, cf. Proposition 5.6. Therefore, if $X$ is very general among all smooth cubic fourfolds with $H^{2,2}(X, \mathbb{Z}) \cong K^*_8$, then it contains a plane $\mathbb{P}^2 \subset X$. By specialization, this is then true for all $X$ with $K^*_8 \hookrightarrow H^{2,2}(X, \mathbb{Z})$ extending $h^2 \in H^{2,2}(X, \mathbb{Z})$.

Exercise 1.4. Adapt the techniques of (i) or (ii) above to show that the set of all smooth cubic fourfolds $X \in M_4$ that contain two disjoint planes forms an 18-dimensional subspace. This was first observed by Hassett [227, Sec. 1.2]. Recall from Corollary 1.5.11 that every cubic fourfold containing two disjoint planes is rational.

Degtyarev, Itenberg, and Ottem [144] show that a smooth cubic fourfold can contain at most 405 planes. The maximum is attained only once, namely by the Fermat cubic.
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1.2 Cubic fourfolds containing a plane: Quadric fibration  Recall from Section 1.5 that the blow-up of $X$ in a plane $\mathbb{P}^2 \cong P \subset X$ leads to a quadric surface fibration

$$\phi: \tilde{X} := \text{Bl}_P(X) \longrightarrow \mathbb{P}^2$$

with the fibre over a point $y \in \mathbb{P}^2$ being the residual quadric surface $Q_y$ of $P \subset \overline{P} \cap X$. As $X$ does not contain a linear $\mathbb{P}^3$, the morphism is flat. Furthermore, the discriminant divisor $D_P \subset \mathbb{P}^2$ is a curve in the linear system $|O_{\mathbb{P}^2}(6)|$.

Remark 1.5. (i) According to Exercise 1.5.2, the existence of an example with a smooth discriminant divisor $D_P$ shows that for the generic choice of a pair $\mathbb{P}^2 \cong P \subset X$ the discriminant divisor is a smooth sextic curve. An explicit example of a Pfaffian cubic containing a plane can be found in [29, Thm. 9].

Alternatively, but less explicitly, the existence can be shown as follows: As explained in Remark 1.5.8, it suffices to show that for a given plane $\mathbb{P}^2 \cong P \subset \mathbb{P}^5$ the sections in $H^0(\mathbb{P}^2, S^2(F) \otimes O(1))$ induced by the equations defining cubics $X \subset \mathbb{P}^5$ that contain the plane $P$ are generic. This is clear, as $H^0(\mathbb{P}^2, S^2(F) \otimes O(1)) \cong H^0(\mathbb{P}^5, O(3) \otimes \mathcal{I}_P)$, see Section 1.5.2, and the existence of some smooth cubic containing $P$ is known, see Exercise 1.8.

(ii) More precisely, one has the following criterion, cf. [472, §1 Lem. 2]: The discriminant curve $D_P \subset \mathbb{P}^2$ of the projection from a plane $P \subset X$ contained in a smooth cubic fourfold is smooth if and only if $X$ does not contain a second plane with non-empty intersection with $P$. Indeed, $\overline{P} \cap X = P \cup \phi^{-1}(y) \subset \overline{P} \cong \mathbb{P}^3$ and, therefore, either $\phi^{-1}(y)$ is smooth, or it is a quadric cone with an isolated singularity, in which case $D_P$ is smooth at $y$ by Remark 1.5.8, or $\phi^{-1}(y)$ contains a plane. Note that there are indeed cases where $D_P$ is singular and even reducible, see Exercise 1.5.7.

A plane $P \subset X$ in a smooth cubic fourfold leads to two natural subvarieties of the Fano variety $F(X)$. First, there is the dual plane

$$P^* := \{ [L] \mid P \subset L \} \subset F(X)$$

which is isomorphic to $\mathbb{P}^{2s} \cong \mathbb{P}^2$. Second, there is the divisor $F_P$ of all lines meeting $P$. As with $C_L$ in Section 5.1.2, it has to be defined as the closure of

$$\{ [L] \notin P^* \mid P \cap \emptyset \} \subset F_P \subset F(X).$$

Alternatively, consider the Fano correspondence $F(X) \xleftarrow{q} L \xrightarrow{q^{-1}} X$ and the pre-image $q^{-1}(P) \subset L$ of dimension three. It breaks up into the $\mathbb{P}^1$-bundle $\mathbb{P}^1 \subset P^*$ and $F'_P$:

$$q^{-1}(P) \cong \mathbb{P}^1 \cup F'_P,$$

where the latter maps under $p$ generically injectively onto the hypersurface $F_P \subset F(X)$.

Thanks to M. Varesco for the reference.
More precisely, $F'_p \rightarrow F_p$ is an isomorphism over $F_p \setminus P'$, because a line $L \subset X$ not contained in $P$ intersects $P$ transversally in one point or not at all.

**Remark 1.6.** (i) Note that the class $[F_p] \in H^2(F(X), \mathbb{Z})$ is the image of $[P] \in H^4(X, \mathbb{Z})$ under the Fano correspondence $\varphi: H^4(X, \mathbb{Z}) \rightarrow H^2(F(X), \mathbb{Z})$, where we use that $p_*[\mathcal{L}_P] = 0$. As $\varphi$ is injective, this in particular proves that $F_p$ is not empty, which of course also follows from the fact that $g^{-1}(x)$ is either a curve of genus four, of which there are none in $P' \cong \mathbb{P}^2$, or of dimension two, see Remark 2.2.16.

(ii) The restriction of the Plücker polarization $g \in H^2(F(X), \mathbb{Z})$ to $\mathbb{P}^2 \cong P' \subset F(X)$ gives back the hyperplane class on $\mathbb{P}^2 \cong P'$. Indeed, under $P' = \mathbb{G}(1, P) \subset \mathbb{G} = \mathbb{G}(1, \mathbb{P}^5)$ the Plücker polarization restricts to the Plücker polarization, i.e. $\mathcal{O}_P|_{P'}(1) \cong \mathcal{O}(1)$. As a consequence we find

$$\int_{P'} g^2 = 1.$$  

In Remark 4.4 we will see that, $\mathcal{N}_{F'/F(X)} = \Omega_{P'}$ and, therefore, $([P'], [P']) = 3$. Thus, the two classes $[P'], g^2 \in H^4(F(X), \mathbb{Z})$ are not proportional and, in particular, $H^{2,2}(F(X), \mathbb{Z})$ is of rank at least two. In fact, using (4.2) in Section 4.1, one can prove that it is of rank at least four. Also note that a line $\mathbb{P}^1 \subset P'$ is also a line with respect to the Plücker embedding.

**Exercise 1.7.** Show that a line $L \subset P \subset X$ is of the first type, i.e. $\mathcal{N}_{L/X} \cong \mathcal{O}_L(1) \oplus \mathcal{O}_L^{\mathbb{P}^2}$, if and only if $\mathcal{N}_{P'|L} \cong \mathcal{O}_L^{\mathbb{P}^2}$.

**Exercise 1.8.** Consider the Fermat cubic $X = V\left(\sum x_i^3\right) \subset \mathbb{P}^5$ and the plane $P = V(x_0 + x_1, x_2 + x_3, x_4 + x_5) \subset X$, see Exercise 1.5.7. Use that the intersection $F_p \cap P'$ consists of those lines in $P$ that are contained in a residual quadric $Q$, to show that $P' \cap F_p$ consists of three lines.

Hence, $\mathcal{O}(F_p)|_{P'} \cong \mathcal{O}(3)$ and we have $([F_p]^2, [P']) = 9$ for the two cohomology classes $[F_p]^2, [P'] \in H^{2,2}(F(X), \mathbb{Z})$. Later we will see that $([F_p]^2, [F_p^2]) = \int_{F(X)} [F_p]^4 = 12$, see Exercise 3.25.

Note that then $F_p \cap P' \neq \emptyset$ for all smooth cubic fourfolds containing a plane. Anticipating the discussion in Section 4.1, express $[P'] \in H^{2,2}(F(X), \mathbb{Q})$ as a linear combination of $[F_p]^2, g^2, [F_p] \cdot g$, and $c_2(T_P)$, which for the generic choice of the pair $P \subset X$ generate $H^{2,2}(F(X), \mathbb{Q})$.

Next, we consider the relative Fano variety

$$\tilde{F}_p : = F(X/\mathbb{P}^2) \rightarrow \mathbb{P}^2$$

of lines contained in the fibres of $\varphi: \tilde{X} \rightarrow \mathbb{P}^2$. In other words, the fibre of (1.3) over a point $y \in \mathbb{P}^2$ is the Fano variety $F(Q_y) \subset F(X)$ of all lines contained in the residual
quadric $Q_y \subset X$ of the intersection $P \subset \mathbb{P}^3 \cap X$. The natural morphism

$$\tilde{F}_P \longrightarrow F_P \subset F(X) \quad (1.4)$$

maps onto $F_P$, see Proposition 1.10, and is injective over $F_P \setminus P^*$, cf. [472, §1]. However, it may fail to be injective over $P^*$ for special smooth cubic fourfolds containing a plane, and indeed this happens in Exercise 1.8, but one certainly expect $\tilde{F}_P \longrightarrow F_P$ for generic choices.

Let us look at the fibres of $\tilde{F}_P \longrightarrow \mathbb{P}^2$. For $y \in \mathbb{P}^2 \setminus D_P$ the residual quadric $Q_y$ is smooth, i.e. $Q_y \cong \mathbb{P}^1 \times \mathbb{P}^1$, and the Fano variety $F(Q_y)$ consists of two connected components parametrizing the fibres of the two projections to $\mathbb{P}^1$:

$$F(Q_y) \cong \mathbb{P}^1 \sqcup \mathbb{P}^1.$$ 

According to Remark 1.5, for the generic pair $P \subset X$, the singular fibres $Q_y$ are of the form $V(x_0^2 + x_1^2 + x_2^2) \subset \mathbb{P}^3$, i.e. they are isomorphic to a cone over a smooth quadric curve. Hence, in this case $F(Q_y) \cong \mathbb{P}^1$, parametrizes the lines through the vertex of the cone.

**Remark 1.9.** The pull-back of the Plücker polarization $g \in H^2(F(X), \mathbb{Z})$ to $\tilde{F}_P$ defines a line bundle with fibre degree two, i.e. $\int_y g = 2$ for $\mathbb{P}^1 \subset F(X)$ parametrizing fibres of one of the two rulings of a smooth quadric $Q_y \subset X$. This has nothing to do with the cubic $X$, but rather follows from an explicit computation of the Plücker embedding $\mathbb{P}^1 \subset F(Q_y) \subset F(\mathbb{P}^3) \subset F(\mathbb{P}^5) \subset \mathbb{P}(\mathbb{H}^2 \vee V)$. Note that in particular $\mathbb{P}^1 \subset F(Q_y) \subset F(X)$ is cohomologically different from a line $\mathbb{P}^1 \subset \mathbb{P}^*$ in Remark 1.6, (ii).

Adding the universal line to (1.4) leads to a diagram

$$(1.5)$$

Recall that $q: L \longrightarrow X$ is surjective and its generic fibre is a curve of degree six with respect to the Plücker polarization on $F(X)$, see Lemma 2.5.11 and Section 0.2, (iv). In contrast, the projection $q_P: L_{\tilde{F}_P} \longrightarrow \tilde{X} \longrightarrow X$ is generically finite of degree two, as a generic point $x \in \tilde{X}$ is contained in exactly two lines in the fibre $Q_y$, $y = \phi(x)$, of the linear projection $\phi: \tilde{X} \longrightarrow \mathbb{P}^2$.

**Proposition 1.10.** Consider a smooth cubic fourfold $X \subset \mathbb{P}^5$ containing a plane $P \subset X$ such that $D_P \subset \mathbb{P}^2$ is smooth. Then
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(i) The relative Fano variety $\tilde{F}_P$ is a $\mathbb{P}^1$-bundle over a smooth, polarized K3 surface $S_P$ of degree two, obtained as the Stein factorization of (1.3):

$$\tilde{F}_P \to S_P \to \mathbb{P}^2.$$ 

Here, $\pi$ is a finite morphism of degree two ramified over the sextic curve $D_P$.

(ii) The relative Fano variety $\tilde{F}_P$ is smooth and the morphism (1.4) is a birational map onto the uniruled divisor $F_P \subset F(X)$.

Proof. If the discriminant curve $D_P \subset \mathbb{P}^2$ is smooth, the double cover

$$\pi: S_P \to \mathbb{P}^2$$

ramified over $D_P$ is a K3 surface naturally polarized by $\pi^* \mathcal{O}(1)$, which is of degree two, cf. [249, Exa. 1.1.3]. The smoothness of $\tilde{F}_P$ follows from the vanishing of the obstruction space to deform a line in the fibres of $\phi: \tilde{X} \to \mathbb{P}^2$.

The morphism $\tilde{F}_P \to F_P$ is surjective. Indeed, any line $L \subset X$ intersecting $P$ properly defines a linear space $\mathbb{P}^3 \cong L_P$, which can also be written as $\overline{yP}$ for a unique $y \in \mathbb{P}^2$ and then $L$ is contained in $Q_y$. As the map is generically injective and $\tilde{F}_P$ is smooth (and irreducible), this proves (ii). □

Remark 1.11. The double cover $S_P \to \mathbb{P}^2$ can be understood more conceptually in terms of Clifford algebras, see [28, §1.5 & App. A] for more details.

Recall from Section 1.5.1 that $X \to \mathbb{P}^2$ is described as the zero set in $\mathbb{P}(F^*)$ of a quadratic form $q: F^* \to F \otimes \mathcal{O}(1)$ associated with the defining equation. Here, $F \cong \mathcal{O}(1) \oplus \mathcal{O}^{\oplus 3}$. The sheaf of even Clifford algebras $C_0$ associated with $(F^*, q)$ is a locally free sheaf of algebras of rank four, explicitly $C_0 \cong \mathcal{O} \oplus \bigwedge^2 F^*(-1) \oplus \bigwedge^4 F^*(-2)$. Its center $Z \subset C_0$ is a locally free sheaf of algebras of rank two. The relative affine spectrum gives back the covering K3 surface:

$$\pi: S_P \cong \text{Spec}(Z) \to \mathbb{P}^2.$$
Since $C_0$ is a sheaf of algebras over $\mathbb{Z}$, it corresponds to a rank four sheaf $B_0$ of $\mathcal{O}_{S_P}$-algebras on $S_P$, i.e. $\pi_*B_0 \cong C_0$. The two sheets of the covering parametrize the two half spinor representations and the fibres of $\tilde{\pi}: \tilde{F}_P \to S_P$ are their projectivizations, cf. Example 2.1.6.

**Remark 1.12.** There is a striking analogy between the curves $C_L \subset F(Y)$ in the Fano surface of lines in a cubic threefold $Y \subset \mathbb{P}^4$, see Section 5.1.2, and the hypersurface $F_P \subset F(X)$.

The similarities between the two situations can be pictured as follows:

$$
\begin{array}{ccc}
F(\tilde{D}_L|D_L) & \to & D_L \subset \mathbb{P}^2 \\
\downarrow & & \downarrow \\
C_L \subset F(Y) & \to & \tilde{D}_L \\
\end{array}
\quad
\begin{array}{ccc}
F_P & \to & \mathbb{P}^2 \supset D_P \\
\downarrow & & \downarrow \\
F_P \subset F(X) & \to & S_P \\
\end{array}
$$

Here, the two vertical arrows are birational maps onto their images $C_L$ and $F_P$. In fact, for the generic choice of a line $L \subset Y$ in a cubic threefold, one has $C_L \cong \tilde{D}_L$.

In Remark 4.11 we will discuss another fourfold analogue of the situation for cubic threefolds described by the left hand diagram above, where instead of projecting the cubic fourfold from a plane one projects it from a line, as in dimension three.

All the fibres of the morphism $\tilde{\pi}: \tilde{F}_P \to S_P$ are isomorphic to $\mathbb{P}^1$, but the fibration is in general not Zariski locally trivial. In other words, the Brauer–Severi variety $\tilde{F}_P \to S_P$ is not trivial and, therefore, its Brauer class

$$
\alpha_{P,X} \in \text{Br}(S_P),
$$

which is always of order at most two, is in general not trivial.

Alternatively, $\alpha_{P,X}$ can be understood as the Brauer class of the natural sheaf of Azumaya algebras $B_0$ on $S_P$, see Remark 1.11. Also, $\tilde{F}_P$ can be written as the projectivization

$$
\tilde{F}_P \cong \mathbb{P}(E)
$$

of a locally free $\alpha_{P,X}$-twisted sheaf of rank two, the bundle of half spinor representations, and $B_0 \cong \mathcal{E}nd(E)$. See [249, Ch. 18] for general facts on Brauer groups of K3 surfaces.

**Remark 1.13.** The Brauer–Severi variety $\tilde{F}_P \to S_P$ is typically not trivial, i.e. it is not the projectivization of an algebraic or holomorphic rank two bundle, cf. Exercise 1.20 below. However, in the $C^\infty$-setting it always is, i.e. $\tilde{F}_P \cong \mathbb{P}(E)$ for some $C^\infty$-vector bundle of rank two $E \to S_P$.

A relative tautological class $g_0 \in H^2(\tilde{F}_P, \mathbb{Z})$, fibrewise of degree one, is in this setting
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well defined up to translation by classes in \( H^2(S_p, \mathbb{Z}) \) and by Leray–Hirsch

\[
H^2(\tilde{F}_p, \mathbb{Z}) \cong H^2(S_p, \mathbb{Z}) \oplus \mathbb{Z} \cdot g_0.
\]  

(1.7)

The pull-back \( g_p \) of the Plücker polarization under \( \tilde{F}_p \to F_p \subset F(X) \) has fibre degree two, see Remark 1.9. Therefore, \( g_0 = B \oplus (1/2)g_p \) with \( B \in (1/2)H^2(S_p, \mathbb{Z}) \subset H^2(S_p, \mathbb{Q}) \) well defined up to translation by elements in \( H^2(S_p, \mathbb{Z}) \). Warning: Neither the class \( g_0 \in H^2(F_p, \mathbb{Z}) \) nor the class \( 2B \in H^2(S_p, \mathbb{Z}) \) need to be of type \((1, 1)\).

The next result explains the role of the Brauer class \( \alpha_{p,X} \) for the geometry of \( X \), see Kuznetsov [298, Sec. 4.3].

**Lemma 1.14.** The following conditions are equivalent:

(i) There exists a rational section of \( \phi: \tilde{X} \to \mathbb{P}^2 \).

(ii) The Brauer class is trivial \( \alpha_{p,X} = 1 \in \text{Br}(S_p) \).

(iii) There exists a line bundle \( L \) on \( \tilde{F}_p \) of odd degree on all fibres of \( \tilde{\pi} \).

In this case, the cubic fourfold \( X \) is rational, see Example 1.5.10.

**Proof** Let us first prove that \( \alpha_{p,X} = 1 \) if and only if \( \tilde{\pi}: \tilde{F}_p \to S_p \) has a rational section. Indeed, if \( \alpha_{p,X} = 1 \), then \( \tilde{F}_p \) is the projectivization of a locally free sheaf of rank two, which can be trivialized over Zariski open subsets. Each such trivialization leads to a rational sections of \( \tilde{\pi}: \tilde{F}_p \to S_p \). As \( \text{Br}(S_p) \) is a subgroup of the Brauer group of the function field of \( S_p \), so \( \text{Br}(S_p) \subset \text{Br}(K(S_p)) \), the converse holds as well.

The generic fibre \( Q_\phi \) of \( \phi: \tilde{X} \to \mathbb{P}^2 \) is a surface isomorphic to \( \mathbb{P}^1 \times \mathbb{P}^1 \). A rational section of \( \phi \) picks out a point \( x \in Q_\phi \) in the generic fibre, and, therefore, distinguishes the two lines given as the fibres of the two projections through \( x \) and hence a canonical point \( [L_z] \in F_p \) over each of the two points \( z_i \in S_p \) mapping to \( y \) under (1.6). This defines a rational section \( z \mapsto [L_z] \) of \( \tilde{\pi}: \tilde{F}_p \to S_p \). Conversely, if a rational section of \( \tilde{\pi} \) is given, mapping \( y \in \mathbb{P}^2 \) to the point of intersection \( x \) of the two lines corresponding to the two points \( z_1, z_2 \in S_p \) over \( y \), i.e. \( L_{z_1} \cap L_{z_2} = \{ x \} \), defines a rational section of \( \tilde{\pi} \to \mathbb{P}^2 \). Thus, (i) and (ii) are equivalent.

As a Zariski locally trivial \( \mathbb{P}^1 \)-bundle comes with a relative tautological line bundle, (i) and (ii) imply (iii). Conversely, a line bundle of odd fibre degree can be modified by powers of \( g_p \) to define a line bundle of fibre degree one. The dual of its direct image then gives a bundle of rank two, the projectivization of which describes \( \tilde{\pi} \). \( \square \)

**Remark 1.15.** Maybe a little surprisingly, a smooth cubic fourfold \( X \) containing a plane \( \mathbb{P}^2 \cong P \subset X \) can be rational without the quadric fibration \( \tilde{X} \to \mathbb{P}^2 \) having a rational section or, equivalently, without \( \alpha_{p,X} \in \text{Br}(S_p) \) being trivial, see [29, Thm. A].

**Exercise 1.16.** Show that the Brauer class \( \alpha_{p,X} \) is trivial if there exists a class \( \gamma \in
$H^{2,2}(X,\mathbb{Z})$ with $(\gamma,[Q]) = 1$, cf. [296, Prop. 4.7]. Here, $[Q]$ is the class of the residual quadric of a generic hyperplane section $P \subset \mathbb{P}^3 \cap X$, see Exercise 1.2.

**Remark 1.17.** Dolgachev, van Geemen, and Kondō [160, §4.12] pointed out a curious link between cubic surfaces and cubic fourfolds containing a plane that is passed on to their associated K3 surfaces.

As explained in Remark 4.2.12, with a line $L \subset S = V(F(x_0, \ldots, x_3)) \subset \mathbb{P}^3$ in a smooth cubic surface, one can naturally associate a K3 surface as the minimal resolution $\tilde{T}$ of a double plane $T \rightarrow \mathbb{P}^2$ branched over a certain sextic curve $C \subset \mathbb{P}^2$ derived from the discriminant divisor and the branch divisor of the projection $L \subset S \rightarrow \mathbb{P}^1$. Then the cubic fourfold defined by $F(x_0, \ldots, x_3) + x_4 \cdot x_5 \cdot (x_4 + x_5)$ contains the plane $P$ spanned by $L \subset \mathbb{P}^3 \subset \mathbb{P}^5$ and the point $[0 : \cdots : 0 : 1]$. Moreover, for the generic choice of $S$ the K3 surface $\tilde{T}$ is isomorphic to the minimal resolution of the double cover $S_P \rightarrow \mathbb{P}^2$ as considered in the discussion here.

### 1.3 Cubic fourfolds containing a plane: Fano correspondence

The Fano correspondence composed with the restriction to $F_P \subset F(X)$ defines a morphism of integral Hodge structures

$$
\varphi_P : H^4(X,\mathbb{Z}) \rightarrow H^2(F(X),\mathbb{Z})(-1) \rightarrow H^2(\tilde{F}_P,\mathbb{Z})(-1).
$$

On the other hand, the pull-back under $\tilde{\pi} : \tilde{F}_P \rightarrow S_P$ defines an injective morphism of integral Hodge structures

$$
\tilde{\pi}^* : H^2(S_P,\mathbb{Z}) \rightarrow H^2(\tilde{F}_P,\mathbb{Z}).
$$

These two morphisms are linked to each other by the next result, cf. [472, §1, Prop. 1].

**Proposition 1.18** (Voisin). The Fano correspondence (1.8) is an injection of Hodge structures

$$
\varphi_P : H^4(X,\mathbb{Z}) \rightarrow H^2(\tilde{F}_P,\mathbb{Z})(-1)
$$

with finite cokernel. Furthermore, primitive classes $\alpha, \beta \in H^4(X,\mathbb{Z})_{pr}$ satisfy

$$
(\alpha,\beta) = -\frac{1}{2} \int_{\tilde{F}_P} \varphi_P(\alpha) \cdot \varphi_P(\beta) \cdot \varrho_P
$$

and, up to a global sign, the restriction to the sub-Hodge structure $K^\perp_8 \subset H^4(X,\mathbb{Z})$ defines an index two, isometric embedding of integral Hodge structures

$$
K^\perp_8 \subset H^2(S_P,\mathbb{Z})_{pr}(-1).
$$

**Proof** First observe that $\varphi_P$ can alternatively be described via the correspondence $
\tilde{F}_P \leftarrow_{F_P} L_{\tilde{F}_P} \rightarrow_{q_P} \tilde{X} \rightarrow X$ in (1.5). Arguments identical to the ones in the proof of Proposition 2.5.5 ensure (1.9). The denominator 6 there, which is the degree of
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the generic fibre of $q: L \rightarrow X$, is here replaced by the degree 2 of the morphism $q_P: L_P \rightarrow X$. This clearly already proves the injectivity of $\varphi_P$ on $H^4(X, \mathbb{Z})_{pr}$.

For the very general pair $P \subset X$, the space of Hodge classes $H^{2,2}(X, \mathbb{Z})$ is of rank two, see Remark 1.3, and coincides with $K_8^-$. As $K_8^- \subset H^4(X, \mathbb{Z})$ is an irreducible Hodge structure, $\varphi_P$ maps it into the transcendental part of $H^2(S_P, \mathbb{Z}) \subset H^2(\tilde{F}_P, \mathbb{Z})$, cf. (1.7), which for dimension reasons is $H^2(S_P, \mathbb{Z})_{pr}$. As the Fano correspondence is invariant under deformations, the assertion then holds true for all $P \subset X$ with smooth $D_P$.

Next, under the pull-back $H^2(S_P, \mathbb{Z}) \rightarrow H^2(\tilde{F}_P, \mathbb{Z})$ the intersection form on $S_P$ corresponds to the intersection pairing $(1/2) \int_{S_P} \gamma_1 \cdot \gamma_2 : g_P$, because $g_P$ has fibre degree two, see Remark 1.9. Therefore, $\varphi_P$ restricted to $K_8^-$ is up to a global sign an isometric Hodge embedding into $H^2(S_P, \mathbb{Z})_{pr}(-1)$. As $\text{disc}(K_8^-) = \text{disc}(K_8) = 8$ and $\text{disc}(H^2(S_P, \mathbb{Z})_{pr}) = 2$, its index has to be two, cf. [249, Sec. 14.0.2].

In Example 3.25 similar arguments will be used to describe the Néron–Severi group of the Fano variety $F(X)$.

**Remark 1.19.** If $\alpha_{P,X} = 1$, then a rational section of $\tilde{F}_P \rightarrow S_P$ exists by Lemma 1.14. The image of such a section in $F_P \subset F(X)$ defines a surface $\tilde{S}_P$ with the property that for all classes $\alpha \in H^2(F(X), \mathbb{Z})$ in the image of $K_8^- \subset H^4(X, \mathbb{Z})$, so in particular for all classes in the transcendental part of $H^2(F(X), \mathbb{Z})$, one has

$$q_F(\alpha) = \int_{F(X)} [\tilde{S}_P] \cdot \alpha^2 = \int_{S_P} (\alpha|_{S_P})^2,$$

where $q_F$ is the Beauville–Bogomolov–Fujiki pairing on $H^2(F(X), \mathbb{Z})$, see Section 3.1. Compare this result of Shen [428, Rem. 6.7] with (3.4) in Example 3.6.

**Exercise 1.20.** Show that $\varphi_P(K_8^-) \subset H^2(S_P, \mathbb{Z})_{pr}$ is the kernel of the linear map

$$(2B. \cdot): H^2(S_P, \mathbb{Z})_{pr} \rightarrow \mathbb{Z}/2\mathbb{Z},$$

where $2g_0 = 2B + g_P$ as in Remark 1.13.

If $S_P$ has Picard number one, then the kernel of (1.10) is the transcendental lattice $T(S_P, \alpha_{P,X})$ of the Hodge structure $H(S_P, \alpha_{P,X}, \mathbb{Z})$ of the twisted K3 surface $(S_P, \alpha_{P,X})$, cf. Remark 5.20 and see [249, Sec. 16.4.1] for the definition of the twisted Hodge structure. In particular, in this case $\alpha_{P,X} \neq 1$.

**Exercise 1.21.** Under the above assumptions, prove that the Fano correspondence $\varphi_P$ induces an isomorphism of rational Chow motives

$$b^4(X)_{pr} \simeq b^2(S_P)_{pr}(-1).$$

**Remark 1.22.** Let $\iota: S_P \rightarrow S_P$ denote the covering involution of the double cover
\[ \pi: S_P \longrightarrow \mathbb{P}^3. \]

Then there exists a fibre product diagram

\[
\begin{array}{ccc}
L & \xrightarrow{q_P} & \tilde{F}_P \\
\downarrow q_P & & \downarrow \pi \\
\tilde{F}_P & \xrightarrow{\tilde{\pi}} & S_P,
\end{array}
\]

where \( q_P \) sends a point \( x \in L, \ [L] \in \tilde{F}_P \), in the quadric \( Q_y \cong \mathbb{P}^1 \times \mathbb{P}^1, \ y = \phi(x) \), to the fibre through \( x \) of the other projection.

### 1.4 Nodal cubic fourfolds: Blow-up and lattice theory

Another special class of cubic fourfolds is provided by nodal cubic fourfolds. They share many features of nodal cubic threefolds, see Section 5.5.1, and were already discussed by Hassett [226]. Despite them being (mildly) singular, they show various features, in particular in their relation to K3 surfaces, that are similar to those observed for certain families of smooth cubic fourfolds. For some comments on the stability of nodal cubic fourfolds see Section 6.7.

Assume \( X \subset \mathbb{P}^5 \) is a cubic hypersurface with an ordinary double point \( x_0 \in X \) as its only singularity. As a consequence of the general discussion in Section 1.5.4, we have the following picture

\[
\begin{array}{ccc}
E & \xrightarrow{\tau} & \text{Bl}_{x_0}(X) \\
\downarrow & & \downarrow \phi \\
\{x_0\} & \xrightarrow{\tau^{-1}} & X \\
\downarrow & & \downarrow p \\
S & \xrightarrow{\phi} & \mathbb{P}^4
\end{array}
\]

Here, \( S \subset \mathbb{P}^4 \) is the smooth complete intersection of a quadric and a cubic, so a K3 surface of degree six. Its normal bundle is \( N_{S/\mathbb{P}^4} \cong O_S(2) \oplus O_S(3) \) and, therefore, the exceptional divisor of the blow-up \( \phi \) is \( E' \cong \tau(\mathbb{P}(O_S(2) \oplus O_S(3))) \). Furthermore, the surface \( S \) can be understood as the Fano variety of all lines in \( X \) passing through the ordinary double point \( x_0 \in X \)

\[ S = \{ \ell \mid x_0 \in \ell \} \subset F(X) \]

and \( p: E' \longrightarrow S \) is the universal family over it. The image of \( \tau: E' \longrightarrow X \) is the union of all lines in \( X \) that pass through \( x_0 \). It contracts the intersection \( E' \cap E \) to \( x_0 \) and is an embedding elsewhere.

Under the identification \( \mathbb{P}^4 \cong \mathbb{P}(T_{x_0}\mathbb{P}^5) \), the morphism \( \phi|_E: E \longrightarrow \mathbb{P}^4 \) is nothing but the natural embedding of the exceptional divisor \( E = \tau^{-1}(x_0) \) as the quadric in \( \mathbb{P}^4 \cong \mathbb{P}(T_{x_0}\mathbb{P}^5) \). In fact, in the presentation of \( S = V(t_1) \cap V(t_2) \) as the intersection of a cubic and a quadric, see Section 1.5.4, \( V(t_1) \) should be thought of as \( X \cap \mathbb{P}^4 \) and \( V(t_2) \) as \( E \subset \mathbb{P}^4 \cong \mathbb{P}(T_{x_0}\mathbb{P}^5) \). Hence, \( \phi: E \cap E' \longrightarrow S \).
Example 1.23. The procedure can be reversed. Assume \( S \subset \mathbb{P}^4 \) is a smooth complete intersection of type \((3,2)\). So we can write \( S \) as an intersection \( S = Y \cap Q \) of a cubic \( Y \) and a quadric \( Q \). However, the cubic \( Y \subset \mathbb{P}^4 \) is not unique. A computation reveals that \( h^0(\mathbb{P}^4, I_S(3)) = 6 \) which yields a five-dimensional space \( \mathbb{P}^5 = |I_S(3)| \) of cubics containing the sextic K3 surface \( S \). Note that once \( Y \) is chosen, the quadric \( Q \) is unique.

More explicitly, after choosing one representation \( S = V(F) \cap V(G) \) with \( \deg(F) = 3 \) and \( \deg(G) = 2 \), the equations for all other cubics containing \( S \) are of the form \( a \cdot F + \ell \cdot G \) with \( \ell \in H^0(\mathbb{P}^4, \mathcal{O}(1)) \).

In this situation a nodal cubic fourfold \( X \subset \mathbb{P}^5 \) occurs naturally, namely the one defined by the equation \( F(x_0, \ldots, x_4)+x_5 G(x_0, \ldots, x_4) \), see Exercise 1.5.15. It contains the various cubic threefolds \( Y \) containing \( S \) as the hyperplane sections \( x_5 = \ell(x_0, \ldots, x_4) \).

The morphism \( \phi \) is induced by the complete linear system \( |\tau^* \mathcal{O}_X(1) \otimes \mathcal{O}(-E)| \), while \( \tau \) is induced by the complete linear system \( |\phi^* \mathcal{O}_{\mathbb{P}^4}(3) \otimes \mathcal{O}(-E')| \). Hence,

\[
\phi^* \mathcal{O}_{\mathbb{P}^4}(1) \cong \tau^* \mathcal{O}_X(1) \otimes \mathcal{O}(-E) \quad \text{and} \quad \tau^* \mathcal{O}_X(1) \cong \phi^* \mathcal{O}_{\mathbb{P}^4}(3) \otimes \mathcal{O}(-E'),
\]

which in turns gives \( \mathcal{O}(E+E') \cong \phi^* \mathcal{O}_{\mathbb{P}^4}(2) \) and \( \mathcal{O}(3E+E') \cong \tau^* \mathcal{O}_Y(2) \).

The Hodge structure of the smooth blow-up \( \text{Bl}_{x_0}(X) \) can be described via the isomorphism \( \text{Bl}_{x_0}(X) \cong \text{Bl}_{\mathbb{P}^4}(\mathbb{P}^4) \) as

\[
H^4(\text{Bl}_{x_0}(X), \mathbb{Z}) \cong H^4(\mathbb{P}^4, \mathbb{Z}) \oplus H^2(S, \mathbb{Z})(-1),
\]

where the second summand is embedded via \( j_* \circ p^* : H^2(S, \mathbb{Z}) \hookrightarrow H^4(\text{Bl}_{\mathbb{P}^4}(\mathbb{P}^4), \mathbb{Z}) \), cf. [474, Ch. 7]. Alternatively, the projection onto the second summand

\[
\varphi_{x_0} : H^4(\text{Bl}_{x_0}(X), \mathbb{Z}) \twoheadrightarrow H^2(S, \mathbb{Z})(-1)
\]

can be viewed as being induced by the Fano correspondence \( \alpha \xleftarrow{p} E' \xrightarrow{\tau} X \) of all lines through \( x_0 \in X \).

A standard computation reveals that the square of a class \( \alpha \in H^4(\text{Bl}_{x_0}(X), \mathbb{Z}) \) written as \( \alpha = \alpha' + j_*(\beta|p) \) with \( \alpha' \in H^4(\mathbb{P}^4, \mathbb{Z}) \) and \( \beta \in H^2(S, \mathbb{Z}) \) can be computed as

\[
(\alpha, \alpha) = (\alpha', \alpha')_{p} - (\beta, \beta)_{S},
\]

where, of course, \( H^4(\mathbb{P}^4, \mathbb{Z}) \cong \mathbb{Z} \cdot h^2_{\mathbb{P}^4} \) with \( (h^2_{\mathbb{P}^4}, h^2_S) = 1 \). The second isomorphism in (1.11) together with the equality

\[
[E']^2 = -[S] + 5 \cdot h_S = -6 \cdot h^2_{\mathbb{P}^4} + 5 \cdot h_S \in H^4(\mathbb{P}^4, \mathbb{Z}) \oplus H^2(S, \mathbb{Z})(-1),
\]

which uses \( -p_*(c_1(O_{\mathbb{P}^4}(1))^2) = c_1(N_{\mathbb{P}^4/\mathbb{P}^5}) = 5 \cdot h_S \), give \( \tau^* h^2_S = 9 \cdot h^2_{\mathbb{P}^4} - 6 \cdot (h^2_{\mathbb{P}^4} \cdot [E']) + [E']^2 = 9 \cdot h^2_{\mathbb{P}^4} - 6 \cdot j_*(p^*(h_S)) - 6 \cdot h^2_{\mathbb{P}^4} + 5 \cdot j_*(\beta|p) = 3 \cdot h^2_{\mathbb{P}^4} - j_*(\beta|p), \) i.e.

\[
\tau^* h^2_S = 3 \cdot h^2_{\mathbb{P}^4} - h_S \in H^4(\mathbb{P}^4, \mathbb{Z}) \oplus H^2(S, \mathbb{Z})(-1).
\]

Note that the square of the class on the right-hand side is indeed \( 9 - (h_S \cdot h_S) = 3 = (h^2_S, h^2_S) \).
1 Geometry of some special cubic fourfolds

Remark 1.24. Analogously to Remark 5.5.1, the description of the cohomology of the blow-up leads directly to the following global Torelli theorem for nodal cubic fourfolds. Assume $X, X' \subset \mathbb{P}^5$ are two cubic fourfolds each with an ordinary double point $x \in X$ and $x' \in X'$ as the only singularity. Then the following conditions are equivalent

(i) $X \cong X'$ as (singular) complex varieties.

(ii) There exists a Hodge isometry $\zeta : H^4(\text{Bl}_x(X), \mathbb{Z}) \cong H^4(\text{Bl}_{x'}(X'), \mathbb{Z})$ with $\zeta(h^2_X) = h^2_{X'}$ and $\zeta(E^2_X) = E^2_{X'}$.

Indeed, any Hodge isometry as in (ii) defines a Hodge isometry $H^2(S, \mathbb{Z}) \cong H^2(S', \mathbb{Z})$, $h_S \mapsto h_{S'}$, which, by the global Torelli theorem for K3 surfaces, is then induced by a polarized isomorphism $(S, h_S) \cong (S', h_{S'})$, cf. Section 6.3 and [249, Ch. 7.2]. As for both K3 surfaces the inclusion $S, S' \subset \mathbb{P}^4$ is induced by the complete linear system defined by $h_S$ and $h_{S'}$, the isomorphism extends to an isomorphism of the ambient projective spaces, of their blow-ups and, eventually, to $X \cong X'$. See Theorem 3.17 for a global Torelli statement for smooth cubic fourfolds.

Note that in dimension four there is no analogue of (iii) in Remark 5.5.1, as there is no geometric object naturally associated with the Hodge structure of weight two that would replace the passage from $Y$ to $J(Y)$ for cubics of dimension three.

Consider the sublattice of rank two of $H^2(\text{Bl}_x(X), \mathbb{Z})$ spanned by the two Hodge classes $h^2_{P^4}$ and $h_S$. The intersection form with respect to the two bases $h^2_{P^4}, h_S$ respectively $\tau^* h^2_X = 3 \cdot h^2_{P^4} - h_S$, $2 \cdot h^2_{P^4} - h_S$, see (1.13), is described by the matrices

$$\begin{pmatrix} 1 & 0 \\ 0 & -6 \end{pmatrix} \quad \text{and} \quad \begin{pmatrix} 3 & 0 \\ 0 & -2 \end{pmatrix}. \quad (1.14)$$

We will denote this lattice by $K^*_6 := \langle h_{P^4}, h_S \rangle \subset H^4(\text{Bl}_x(X), \mathbb{Z})$.

in analogy to $K^*_8$ for smooth cubic fourfolds containing a plane. Note, however, that $K^*_8$ was positive definite while the matrices in (1.14) are indefinite. In fact, the real $K^*_6$, as in Section 5.2, would be positive definite with a diagonal intersection matrix $\text{diag}(3, 2)$.³

The analogue of Proposition 1.18 is then the following result [226].

Proposition 1.25 (Hassett). Let $X \subset \mathbb{P}^5$ be a cubic fourfold with an ordinary double point $x_0 \in X$ as its only singularity. Then, up to a global sign, the Fano correspondence of all lines through $x_0$ induces a Hodge isometry

$$\varphi_{x_0} : K^*_6 \xrightarrow{-1} H^2(S, \mathbb{Z})_{pr}(-1).$$

³ A similar sign issue occurs under the Fano correspondence $H^4(X, \mathbb{Z}) \xrightarrow{\varphi} H^2(F(X), \mathbb{Z})$ for smooth cubic fourfolds.
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Proof As explained before, \( \varphi_{x_0} : H^4(\text{Bl}_{x_0}(X), \mathbb{Z}) \rightarrow H^2(S, \mathbb{Z})(-1) \) is nothing but the projection onto the second summand in (1.12), which is enough to conclude. □

In Remark 3.27 we will see that general K3 surfaces of degree \( d = 6 \) can indeed only be associated with singular cubic fourfolds.

Continuing Example 1.23, we emphasize that for a generic polarized K3 surface \((S, L)\) of degree six, so a \((2, 3)\) complete intersection in \(\mathbb{P}^4\), the incomplete linear system \(|O_{\mathbb{P}^4}(3) \otimes I_S|\) defines a cubic fourfold with an ordinary double point \(x_0 \in X\) as its only singularity. For the very general such \((S, L)\) the primitive cohomology \(H^2(S, \mathbb{Z})_{\text{pr}}(-1)\) then describes the transcendental part of \(H^4(\text{Bl}_{x_0}(X), \mathbb{Z})\).

Exercise 1.26. Prove that taking a generic hyperplane section \(Y = H \cap X\) through the node \(x_0 \in X\) transforms \(\text{Bl}_{x_0}(X) \simeq \text{Bl}_S(\mathbb{P}^4)\) to \(\text{Bl}_{x_0}(Y) \simeq \text{Bl}_C(\mathbb{P}^3)\), where \(C \subset \mathbb{P}^3\) is a complete intersection of type \((2, 3)\), see Section 5.5.1.

Remark 1.27. In Section 5.2 we will discuss the relation between certain families of smooth cubic fourfolds \(X \subset \mathbb{P}^5\) and families of polarized K3 surfaces \((S, L)\) of particular degrees \(d\). We will see that for \(d \equiv 0 \pmod{6}\) there is an ambiguity in the choice of \((S, L)\) for a given \(X\). More precisely, generically there are two possibilities to associate a polarized K3 surface with a given \(X\). However, for \(d = 6\) the situation is different, for the purely lattice theoretic reason explained in Remark 6.10. There is indeed a distinguished K3 surface associated with a nodal cubic fourfolds.  

1.5 Nodal cubic fourfolds: Fano variety Assume that the nodal cubic \(X \subset \mathbb{P}^5\) and its associated sextic K3 surface \(S \subset \mathbb{P}^4\) are generic in the sense that \(X\) does not contain any planes \(\mathbb{P}^2 \subset \mathbb{P}^5\) and \(S\) does not contain any lines \(\mathbb{P}^1 \subset \mathbb{P}^4\). Then any subscheme of length two \(Z = \{s_1, s_2\} \in S^{[2]}\) defines a line \(\ell_Z \subset \mathbb{P}^4\) with \(Z \subset S \cap \ell_Z\) that is not contained in \(S\). See Example 3.3 for background on the Hilbert scheme \(S^{[2]}\). Note that a non-reduced \(Z\) consists of a point \(s \in S\) and a tangent direction \(v \in T_sS\), which still defines a line \(\ell_Z\).

First we observe that either:
(i) \(Z\) is the scheme-theoretic intersection \(S \cap \ell_Z\) or
(ii) \(\ell_Z \subset E\) and \(S \cap \ell_Z\) is a scheme of length three.

Indeed, if the length of the intersection is at least three, then \(\ell_Z\) is contained in the quadric \(E \subset \mathbb{P}(T_{x_0}\mathbb{P}^5) \simeq \mathbb{P}^4\) and \(S \in |O_E(3)|\) shows \((S, \ell_Z) = 3\), where we use again that \(S\) does not contain any lines.

We denote by
\[ T := \{ Z \in S^{[2]} \mid |S \cap \ell_Z| = 3 \} \]
the closed subset of subschemes \(Z\) of type (ii).

4 I wish to thank E. Brakkee for a discussion related to this point.
Then for $Z = \{s_1, s_2\} \in S^{[2]} \setminus T$, the proper transform $\phi^{-1}(\ell_Z)$ is of the form

$$\phi^{-1}(\ell_Z) = E'_{s_1} \cup E'_{s_2} \cup \ell_Z,$$

where $E'_{s_i} \coloneqq p^{-1}(s_i) \subset X$ are the lines through $x_0 \in X$ corresponding to $s_i \in S$, $i = 1, 2$, and, by abuse of notation, $\ell_Z \subset \text{Bl}_x(X) \cong \text{Bl}_x(\mathbb{P}^3)$ also denotes the strict transform of $\ell_Z \subset \mathbb{P}^3$. Using $\tau^*O_X(1) = \phi^*O_{\mathbb{P}^3}(3) \otimes O(-E')$ in (1.11), the fact that $(E'.\phi^{-1}(\ell_Z)) = 0$ (as the proper transform of the generic line in $\mathbb{P}^4$ does not intersect $E'$), and $(\tau^*O_X(1).E'_i) = 1$, one deduces $(\tau^*O_X(1).\ell_Z) = 1$. Hence,

$$L_Z := \tau(\ell_Z) \subset X$$

is a line in $X \subset \mathbb{P}^5$. Alternatively, one may think of $L_Z \subset X$ as the residual line of $E'_{s_1} \cup E'_{s_2} \subset P_Z \cap X$, where $P_Z \subset \mathbb{P}^3$ is the plane spanned by the two intersecting lines $\tau(E'_{s_i}) \subset X, i = 1, 2$. We leave it to the reader to verify that all this makes sense also when $Z$ consists of a point $s_1 = s_2$ together with a tangent direction. Also note that the strict transform of a line $\ell_Z$ contained in $E$ would not give a line in $X$, because it gets contracted to $x_0 \in X$. We have seen a similar construction for nodal cubic threefolds already in Remark 5.5.2.

 Altogether, this defines a morphism $S^{[2]} \setminus T \longrightarrow F(X), \quad Z \longmapsto L_Z$. Conversely, if $L \subset X$ is a line not containing $x_0$, then $L$ intersects $\tau(E') = \bigcup_{i \in L'} E'_i$ in two points (counted with multiplicities) contained in two lines $L_1$ and $L_2$. Indeed, if $L$ intersected three lines through $x_0$, then $L$ and the three lines would all be contained in one plane necessarily contained in $X$, which is excluded by our genericity assumption on $X$. Therefore, the proper transform of $L$ defines a line $\ell \subset \mathbb{P}^3$ intersecting $S$ in the two points $s_1, s_2 \in S$ with $E'_{s_i} = L_i$. As a consequence, one finds an isomorphism

$$S^{[2]} \setminus T \cong F(X) \setminus \{L \mid x_0 \in L\}.$$

To push this a bit further, one observes that the rational map $Z \longmapsto \ell_Z$ extends to a morphism which on the exceptional set $T \subset S^{[2]}$ is given by $Z = \{s_1, s_2\} \longmapsto E'_{s_1}$, where $S \cap \ell_Z = \{s_1, s_2, s_3\}$. The resulting morphism $T \hookrightarrow S \subset F(X)$ is a Zariski locally trivial $\mathbb{P}^1$-bundle over the image $S \subset F(X)$, because the lines through any fixed point of the quadric $E$ form a $\mathbb{P}^1$ and $\mathbb{P}^1$-bundles over $E$ are Zariski locally trivial.

The discussion essentially proves the following results, we refer to [226, Sec. 6.3] for the missing details. A less precise result but for cubic hypersurfaces with arbitrary isolated singularities has been proved by Lehn [318, Thm. 3.6].

**Proposition 1.28** (Hassett). Let $X \subset \mathbb{P}^3$ be a generic cubic fourfold with an ordinary double point $x_0 \in X$ as its only singularity. Then there exists an isomorphism

$$S^{[2]} \cong \text{Bl}_x(F(X)).$$
Here, $S \subset \mathbb{P}^4$ is the associated K3 surface of degree six which viewed as $S \subset F(X)$ parametrizes all lines passing through $x_0$.

**Remark 1.29.** (i) Consider a smooth hyperplane section $Y := X \cap \mathbb{P}^4$ and view $S$ as the complete intersection $S = Y \cap Q$ of the cubic $Y \subset \mathbb{P}^4$ and a uniquely defined quadric $Q \subset \mathbb{P}^4$, see Example 1.23. Then the natural inclusion $F(Y) \hookrightarrow F(X)$, which by Lemma 4.5 describes a Lagrangian subvariety, can be reinterpreted as the inclusion

$$F(Y) \hookrightarrow S^{[2]}$$

that maps a line $\ell \subset Y \subset \mathbb{P}^4$ to the intersection $[\ell \cap Q] \in S^{[2]}$, see [58, Prop. 3].

Note that $F(Y) \subset S^{[2]} \cong \text{Bl}_S(F(X))$ avoids the exceptional locus of the contraction $S^{[2]} \twoheadrightarrow F(X)$.

(ii) The moduli space $M(v)$ of semi-stable sheaves on $S$ with Mukai vector $v = (2, 0, -2)$ is singular of dimension ten. Beauville [52, Prop. 8.4] showed that every bundle $E$ in a dense open subset of $M(v)$ can be written as the cokernel of an alternating linear map $A: O_Y(-2)^{\oplus 6} \rightarrow O_Y(-1)^{\oplus 6}$, cf. Section 4.2.5. Associating with $E$ the cubic $Y \subset \mathbb{P}^4$ determined by the Pfaflian of $A$, leads to a rational map

$$M(v) \longrightarrow |\mathcal{I}_S(3)| \cong \mathbb{P}^5,$$

which in fact is a rational Lagrangian fibration. The generic fibre over $Y \in |\mathcal{I}_S(3)|$ is the moduli space of sheaves of rank two with $c_1 = 0$ and $c_2 = (2/3) \cdot h^2$ on $Y$ which is isomorphic to the blow-up $\tilde{J}(Y)$ of $J(Y)$ in $F(Y) \subset J(Y)$, see Remark 5.3.6. The question raised by Beauville whether (1.15) can be compactified to a Lagrangian fibration of a hyperkähler manifold was answered affirmatively by Saccà [411, Rem. 1.18].

Note that the boundary divisor $[Z \mid \text{supp}(Z) = 1] \subset S^{[2]}$, i.e. the exceptional divisor of the Hilbert–Chow morphism $S^{[2]} \twoheadrightarrow S^{(2)}$ (also a $\mathbb{P}^1$-bundle over $S$), is not the $\mathbb{P}^1$-bundle contracted under $S^{[2]} \twoheadrightarrow \text{Bl}_S(F(X)) \twoheadrightarrow F(X)$. Nevertheless, one has the following result which should be compared with the case of cubic threefolds, see Remark 5.5.2.

**Corollary 1.30.** Assume $X \subset \mathbb{P}^5$ is a cubic fourfold with an ordinary double point $x_0 \in X$ as its only singularity and let $S \subset \mathbb{P}^4$ be the associated K3 surface. Then the following equations hold in $K_0(\text{Var}_3)$:

$$[S^{[2]}] = [\text{Bl}_S(F(X))] \text{ and } [S^{(2)}] = [F(X)].$$

**Proof** For generic $X$, the first equality is a consequence of the proposition. For the second write

$$[S^{(2)}] - [S] = [S^{[2]}] - [S] \cdot [\mathbb{P}^1] = [\text{Bl}_S(F(X))] - [S] \cdot [\mathbb{P}^1]$$

$$= [F(X)] + \ell \cdot [S] - [S] \cdot [\mathbb{P}^1] = [F(X)] - [S].$$
At least morally, but not literally, the result for arbitrary nodal $X$ can be obtained by specialization from the isomorphism for generic $X$ and $S$ in the sense of [371, 285]. Rigorously, specialization leads to a birational correspondence between the two hyperkähler manifolds $\text{Bl}_S(F(X))$ and $S^{[2]}$ and those, in dimension four, are always described by Mukai flops which preserve the class in $K_0(\text{Var}_k)$. Another argument was given by Galkin and Shinder [189].

Remark 1.31. Hassett’s original paper [226] contains the discussion of another singular cubic fourfold, the secant variety $X_0 := \text{Sec}(\nu_2(P^2))$ of the Veronese surface $\nu_2(P^2) \subset P^5$, cf. [204, p. 178]. This is a singular cubic hypersurface, the equation $F_0$ of which is the determinant of

\[
\begin{pmatrix}
x_0 & x_1 & x_2 \\
x_1 & x_3 & x_4 \\
x_2 & x_4 & x_5
\end{pmatrix},
\]

and the singular locus of $X_0$ is $\nu_2(P^2)$. Note that in this case there is no K3 surface naturally attached to $X_0$.

However, K3 surfaces do play a role here as well, but only after the additional choice of a generic cubic equation $F$. The pre-image of the intersection $\nu_2(P^2) \cap V(F)$ under the Veronese embedding $\nu_2 : P^2 \hookrightarrow P^5$ is a smooth sextic curve $C_F \subset P^2$. The double cover $S_F \longrightarrow P^2$ branched over $C_F \subset P^2$ is a K3 surface of degree two. It turns out that there is a close relationship between $H^2(S_F, \mathbb{Z})_{\text{pr}}(-1)$ and the limiting mixed Hodge structure of the pencil of cubics fourfolds $V(F_0 + t \cdot F)$ at the fibre $X_0$, see [226, Thm. 4.4.1]. As an abstract lattice, $H^2(S_F, \mathbb{Z})_{\text{pr}}(-1)$ is isomorphic to a lattice $K_2^\perp$ to be discussed in Section 5.2. In Remark 3.28 we will see that the lattice can indeed not be realized by any smooth cubic fourfold.

1.6 Normal scrolls and Veronese surfaces

Without going into any details, we briefly mention smooth cubic fourfolds containing rational normal scrolls or the Veronese surface. Recall that a non-degenerate smooth projective surface of degree $e$ in $P^{e+1}$ is either a rational normal scroll or the image $\nu_2(P^2)$ of the Veronese embedding $\nu_2 : P^2 \hookrightarrow P^5$, see also the discussion around Lemma 2.20. Cubic fourfolds containing one of those surfaces have been studied early on, see e.g. [226].

- The case $e = 2$ of a smooth quadric $Q \subset P^3$ contained in a cubic fourfold corresponds to the special case of cubic fourfolds containing a plane $P = P^2 \subset P^3 \subset P^5$, which was treated in Section 1.1. Indeed, any quadric $Q \subset P^3$ contained in $X$ determines a residual plane $P^3 = P \subset X$, i.e. $P^3 \cap X = Q \cup P$, and vice versa. We have seen that the set of smooth cubic fourfolds $X \subset P^5$ containing a plane, or equivalently a quadric, is an irreducible divisor in $|O_{P^5}(3)|_{\text{int}}$ and, similarly, in the moduli space $M_4$ of smooth cubic fourfolds, see Remark 1.3. The lattice spanned by $h^2$ and $[P]$ in $H^{2,2}(X, \mathbb{Z})$ turned
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out to be the rank two lattice $K_8^-$ given by the intersection matrix, see Lemma 1.1:

$$
\begin{pmatrix}
3 & 1 \\
1 & 3
\end{pmatrix}
$$

- The case $e = 4$ will be described in Section 2, where we explain that a generic Pfaffian cubic fourfold $X_V$ contains a quartic rational normal scroll $\Sigma_P$; in fact, a family of such surfaces $\Sigma_P$ depending on a point $P \in S_V$ in the associated K3 surface $S_V$. From a different angle, one could start with a quartic rational normal scroll $\Sigma \subset \mathbb{P}^5$ and consider all smooth cubic fourfolds $X \subset \mathbb{P}^5$ containing it. Once again, the condition describes an irreducible divisor in $|\mathcal{O}_P(3)|_{\text{sm}}$ and $M_4$. According to Corollary 2.21, $h^2$ and $[\Sigma_P]$ span a primitive sublattice $K_{14}^-$ of $H^{2,2}(X,\mathbb{Z})$ given by the intersection matrix

$$
\begin{pmatrix}
3 & 4 \\
4 & 10
\end{pmatrix}
$$

Remark 1.32. For rational normal scrolls with $e = 2$ or $e = 4$ there are in each case two distinguished types of surfaces. For $e = 2$ one can either look at planes $\mathbb{P}^2 = P \subset X$ or at quadrics $Q \subset X$. They are residual in the sense that

$$\mathbb{P}^3 \cap X = Q \cup P.$$

The residual quadrics for a given plane $P \subset X$ are parametrized by $|\mathcal{I}_P(1)| \cong \mathbb{P}^2$, while the residual planes for a given quadric $Q \subset X$ are parametrized by $|\mathcal{I}_Q(1)| \cong \mathbb{P}^1$.

Similarly, for $e = 4$ there are quartic rational normal scrolls $\Sigma_P \subset X$ and quintic del Pezzo surfaces $S \subset X$. They should be considered as residual, cf. Remark 2.22:

$$(\mathbb{P}^1 \times \mathbb{P}^2) \cap X = \Sigma_P \cup S,$$

The Veronese surface $\nu_2(\mathbb{P}^2) \subset \mathbb{P}^5$ also has degree $e = 4$ and, as shown by Hassett [226], the requirement on a cubic fourfold to contain the Veronese surface $\nu_2(\mathbb{P}^2)$ describes an irreducible divisor in the moduli space of smooth cubic fourfolds $M_4$. The intersection matrix of the lattice spanned by $h^2$ and $[\nu_2(\mathbb{P}^2)]$, denoted by $K_{20}^-$, is computed, similarly to the proof of Lemma 2.20, as

$$
\begin{pmatrix}
3 & 4 \\
4 & 12
\end{pmatrix}
$$

The case $e = 3$, also treated in [226], is the case of cubic fourfolds containing a cubic rational normal scroll. Once again, the condition describes irreducible divisors in $|\mathcal{O}_P(3)|_{\text{sm}}$ and $M_4$. The corresponding lattice in $H^{2,2}(X,\mathbb{Z})$ is denoted by $K_{12}^-$ and described by the matrix

$$
\begin{pmatrix}
3 & 3 \\
3 & 7
\end{pmatrix}
$$
2 Pfaffian cubic fourfolds

Ever since the early work of Beauville and Donagi [59], Pfaffian cubic fourfolds have occupied a special place in the theory of cubic hypersurfaces. Pfaffian cubics are parametrized by a divisor in the moduli space of all cubic fourfolds and for them the link to K3 surfaces is particularly close and well understood.

2.1 Universal Pfaffian

We start with a vector space $W$ of dimension six and consider $\mathbb{P}(\bigwedge^2 W) \cong \mathbb{P}^{14}$, which via the Plücker embedding contains the eight-dimensional Grassmann variety of planes in $W$:

$$\mathfrak{G} := \mathfrak{G}(1, \mathbb{P}(W)) \cong G(2, W) \subset \mathbb{P}(\bigwedge^2 W).$$

We can also think of $\mathfrak{G}$ as the subvariety of two-forms $\omega \in \bigwedge^2 W$, up to scaling, of rank two, i.e. such that the associated alternating linear map $\omega : W^* \to W$ has an image of dimension two. Recall that $\dim(\mathfrak{G}(1, \mathbb{P}(W))) = 8$.

But $\mathbb{P}(\bigwedge^2 W)$ contains another natural and bigger subvariety, the Pfaffian hypersurface $\text{Pf}(W) \subset \mathbb{P}(\bigwedge^2 W)$ of all non-trivial two-forms $\omega$ that are degenerate, i.e. for which the associated linear map $\omega : W^* \to W$ is not bijective or, equivalently, for which $\text{Ker}(\omega)$ is either of dimension two or four. This hypersurface is of degree three, which can be seen either by describing it as the cubic

$$\text{Pf}(W) = \{ \omega \in \mathbb{P}(\bigwedge^2 W) \mid \omega \wedge \omega \wedge \omega = 0 \text{ in } \bigwedge^6 W \} \subset \mathbb{P}(\bigwedge^2 W)$$

or, alternatively, by recalling that the determinant $\text{det}(\omega)$ of an alternating matrix, a homogenous polynomial of degree six, has a canonical square root, the Pfaffian $\text{Pf}(\omega)$, which then is a homogeneous polynomial of degree three. The two subvarieties are contained in each other:

$$\mathfrak{G} = \mathfrak{G}(1, \mathbb{P}(W)) \subset \text{Pf}(W) \subset \mathbb{P}(\bigwedge^2 W).$$

In fact, $\mathfrak{G}$ is the singular locus of $\text{Pf}(W)$ which can be proved by using the theory of degeneracy loci, see e.g. [24]. The smoothness of $\text{Pf}(W) \setminus \mathfrak{G}$, which is all we need, simply follows from the observation that it is homogenous under the action of $\text{PGL}(W)$. Of course, the same picture exists for the dual space $W^*$:

$$\mathfrak{G}^* := \mathfrak{G}(1, \mathbb{P}(W^*)) \subset \text{Pf}(W^*) \subset \mathbb{P}(\bigwedge^2 W^*).$$

Remark 2.1. The varieties $\mathfrak{G}$ and $\text{Pf}(W^*)$ are dual to each other in the classical sense:

$$\mathfrak{G}^* \cong \text{Pf}(W^*)$$

To make this more precise, pick $\omega \in \mathbb{P}(\bigwedge^2 W^*)$ with kernel $\text{Ker}(\omega) \subset W$ and the induced hyperplane $\omega^\perp \subset \mathbb{P}(\bigwedge^2 W)$. Now, consider a point in the hyperplane section $\mathfrak{G} \cap \omega^\perp$.
corresponding to a plane \( P \subset W \). Then \( \omega^\perp \) is tangent to \( G \) at \( P \in G \), i.e. \( T_P G \subset \omega^\perp \), if and only if \( P \subset \ker(\omega) \). Hence, \( G \cap \omega^\perp \) is singular if and only if \( \omega \in \text{Pf}(W^*) \), i.e. \( \text{Pf}(W^*) \) is the dual variety of \( G \), see [89, Prop. 1.5] for the details of the elementary proof.\(^5\)

Related to this, there is the natural correspondence \( B \subset \mathbb{P}(W) \times \text{Pf}(W^*) \):

\[
B := \{ (W_0, \omega) \mid W_0 \subset \ker(\omega) \} \quad \xrightarrow{\text{q}} \quad \text{Pf}(W^*) \quad (2.1)
\]

\[
p \downarrow
\]
\[
\mathbb{P}(W).
\]

The projection \( p \) is a fibre bundle with fibre \( \mathbb{P}(\Lambda^2(W/W_0)^*) \) over the point in \( \mathbb{P}(W) \) corresponding to a line \( W_0 \subset W \). The projection \( q \) is a \( \mathbb{P}^1 \)-bundle over the smooth locus \( \text{Pf}(W^*) \setminus \mathcal{G}^* \) of \( \text{Pf}(W^*) \) with fibre \( \mathbb{P}(\ker(\omega)) = \mathbb{P}^1 \) over \( \omega \in \text{Pf}(W^*) \setminus \mathcal{G}^* \).

Another natural correspondence is given by \( \Sigma \subset \mathcal{G}(1, \mathbb{P}(W)) \times \text{Pf}(W^*) \):

\[
\Sigma := \{ (P, \omega) \mid P \cap \ker(\omega) \neq 0 \} \quad \xrightarrow{\text{q}} \quad \text{Pf}(W^*) \quad (2.2)
\]

\[
\downarrow
\]
\[
\mathcal{G}(1, \mathbb{P}(W)).
\]

Here and in the following, we denote by \( \omega|_P \) the restriction of a two-form \( \omega \in \Lambda^2 W^* \) on \( W \) to \( P \), i.e. its image under the natural map \( \Lambda^2 W^* \rightarrow \Lambda^2 P^* \). Then for a plane \( P \subset W \) the following two strict implications hold:

\[
P \subset \ker(\omega) \Rightarrow P \cap \ker(\omega) \neq 0 \Rightarrow \omega|_P = 0.
\]

Also note that the map \( \omega \mapsto \ker(\omega) \) defines a section of the projection \( \Sigma \rightarrow \text{Pf}(W^*) \) over the smooth locus \( \text{Pf}(W^*) \setminus \mathcal{G}^* \).

**Remark 2.2.** We collect some easy facts that will be used frequently below.

(i) Assume \( P \neq Q \subset W \) are two distinct planes. Then the projective line

\[
\overline{PQ} \subset \mathbb{P}(\Lambda^2 W)
\]

through the two points \( P, Q \in \mathcal{G} = \mathcal{G}(1, \mathbb{P}(W)) \subset \mathbb{P}(\Lambda^2 W) \) is contained in \( \mathcal{G} \) if and only if \( \dim(P + Q) = 3 \), which in turn is equivalent to \( \dim(P \cap Q) = 1 \) and, still equivalent, to \( P \cap Q \neq 0 \).

(ii) The Grassmann variety \( F(\mathcal{G}) \) of lines in \( \mathbb{P}(\Lambda^2 W) \) that are contained in \( \mathcal{G} \) is related to the Grassmann variety \( \mathcal{G}(2, \mathbb{P}(W)) \) by the locally closed subset \( \{(P, Q) \mid \dim(P + Q) = 3\} \) of \( \mathcal{G} \times \mathcal{G} \) and the two projections \( (P, Q) \mapsto \overline{PQ} \in F(\mathcal{G}) \) and \( (P, Q) \mapsto (P + Q) \in \mathcal{G}(2, \mathbb{P}(W)) \). As the fibres of the two projections are of dimension two and three, one finds \( \dim(F(\mathcal{G})) = 10 \).

\(^5\) Thanks to P. Belmans for the reference.
2.2 Generic linear sections of the universal Pfaffian

In order to make contact to cubic fourfolds, the Pfaffian $\text{Pr}(W^*)$ has to be intersected with a five-dimensional linear projective space. At the same time, the Grassmann variety $\mathcal{G}$ intersected with a related linear space defines a K3 surface. The starting point is the following observation of Beauville and Donagi [59].

Lemma 2.3. Consider generic linear subspaces

$$\mathbb{P}^5 \cong \mathbb{P}(V) \subset \mathbb{P}(\bigwedge^2 W^*)$$

and let

$$X_V := \text{Pr}(W^*) \cap \mathbb{P}(V)$$

and let

and recall that $\dim(\mathbb{P}(\bigwedge^2 W^*)) = 10$.

For the proof of the remaining assertion, consider similarly the correspondence

$$T_2 := \{ (\mathbb{P}^2, \mathbb{P}(V)) \mid \mathbb{P}^2 \subset \mathbb{P}(V) \} \subset \text{Pr}(\mathbb{P}(W^*)_{\text{sm}}) \times \mathbb{P}(5, \mathbb{P}(\bigwedge^2 W^*))$$

Here, $F := \text{Pr}(\mathbb{P}(W^*)_{\text{sm}})$ is the Fano variety of planes $\mathbb{P}^2 \subset \mathbb{P}(\bigwedge^2 W^*)$ contained in...
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the smooth locus $\text{Pf}(W^*)_{\text{sm}} = \text{Pf}(W^*) \setminus \mathcal{G}(1, \mathcal{F}(W^*))$ of the cubic hypersurface $\text{Pf}(W^*) \subset \mathcal{P}(\Lambda^2 W^*) \approx \mathbb{P}^{14}$. According to Corollary 2.1.5, the Fano variety of planes $\mathbb{P}^3 \subset \mathbb{P}^{14}$ contained in the generic cubic hypersurface in $\mathbb{P}^{14}$ is of dimension 26, but a priori there is no reason that the Pfaffian cubic has this property. However, it was shown by Manivel and Mezzetti [336, Cor. 5] that $F(\text{Pf}(W^*)_{\text{sm}}, 2)$ is indeed smooth of dimension 26 (with four irreducible components). The fibre of the projection $T_2 \to F$ over the point corresponding to a plane $\mathbb{P}^2 = \mathbb{P}(N) \subset \text{Pf}(W^*)$ is the Grassmann variety $\mathcal{G}(2, \mathbb{P}(\Lambda^2 W^*)/N)$, which has dimension 27. Hence, $\dim(T_2) = 53$ and, as $\dim(\mathcal{G}(5, \mathbb{P}(\Lambda^2 W^*))) = 54$, one can again conclude that the second projection $T_2 \to \mathcal{G}(5, \mathbb{P}(\Lambda^2 W^*))$ is not surjective.

In Remark 2.24 we will give another argument for the last part relying on Hodge theory instead of the explicit description of $F(\text{Pf}(W^*)_{\text{sm}}, 2)$ provided by [336].

**Definition 2.4.** A smooth cubic fourfold $X \subset \mathbb{P}^5$ is a Pfaffian cubic fourfold if it is isomorphic to a cubic fourfold of the form $X_V$.

**Remark 2.5.** The universal map $\mathcal{O}(-1) \to \Lambda^2 W^* \otimes \mathcal{O}$ on $\mathbb{P}(\Lambda^2 W^*)$ gives rise to an injective sheaf homomorphism $W \otimes \mathcal{O}(-1) \to \Lambda^2 W^* \otimes \mathcal{O}$. Restricted to a generic $\mathbb{P} := \mathbb{P}(V) \subset \mathbb{P}(\Lambda^2 W^*)$ as in the above lemma, it leads to a short exact sequence on $\mathbb{P}$:

$$0 \to W \otimes \mathcal{O}_{\mathbb{P}}(-1) \to \Lambda^2 W^* \otimes \mathcal{O}_{\mathbb{P}} \to i_* \mathcal{F} \to 0. \quad (2.3)$$

Here, $\mathcal{F}$ is a locally free sheaf of rank two on the Pfaffian cubic $X := X_V$ and $i : X \subset \mathbb{P}$ is the inclusion. By construction, $\mathcal{F}$ is globally generated. Hence, the zero set of a generic section $s \in H^0(X, \mathcal{F})$ is a smooth surface $S \subset X$. As shown by Beauville [51], $S$ is a quintic del Pezzo surface.

To prove the last statement, one first computes the canonical bundle of the surface $S \subset X$ as $\omega_S = (\omega_X \otimes \det(\mathcal{F}))|_S = \mathcal{O}_S(-3 + 2) = \mathcal{O}_S(-1)$, where the determinant $\det(\mathcal{F})$ on $X$ is determined by dualizing (2.3) to give an alternating isomorphism $i_* \mathcal{F} \cong \mathcal{O}_S(3 - 1) \otimes \mathcal{O}_S(3 - 1)$ (by Grothendieck–Verdier duality, cf. [246, Thm. 3.34]), i.e. $\Lambda^2 \mathcal{F} \cong \det(\mathcal{F}) = \mathcal{O}_S(2)$. To compute the degree of $S$, intersect it with a generic $\mathbb{P}^3 \subset \mathbb{P}$ and use the two short exact sequences

$$\mathcal{O}_{\mathbb{P}^3 \cap X_V} \to \mathcal{F}|_{\mathbb{P}^3 \cap X_V} \to \mathcal{I}_{\mathbb{P}^3 \cap S}(2) \quad \text{and} \quad \mathcal{I}_{\mathbb{P}^3 \cap S}(2) \to \mathcal{O}_{\mathbb{P}^3 \cap S}$$

to deduce

$$\deg(S) = \chi(\mathcal{O}_{\mathbb{P}^3 \cap S}) = \chi(\mathcal{O}_{\mathbb{P}^3}(2)) - \chi(\mathcal{F}|_{\mathbb{P}^3 \cap X_V}) + \chi(\mathcal{O}_{\mathbb{P}^3 \cap X_V})$$

$$= \chi(\mathcal{O}_{\mathbb{P}^3}(2)) - \chi(W^* \otimes \mathcal{O}_{\mathbb{P}^3}) + \chi(\mathcal{O}_{\mathbb{P}^3 \cap X_V}) = 10 - 6 + 1 = 5.$$ 

In fact, as shown by Beauville [51, Prop. 9.2], a smooth cubic fourfold $X \subset \mathbb{P}^5$ is Pfaffian if and only if it contains a quintic del Pezzo surface, see also [454].

**Remark 2.6.** Unlike the case of cubics of dimension two and three, see Sections 4.2.5
and 5.5.4, not every cubic fourfold is Pfaffian. In fact, a naive dimension count reveals that the space of Pfaffian cubics up to isomorphisms is of dimension
\[ \dim(\mathbb{G}(5, \mathbb{P}(\wedge^2 W^*))) - \dim(\text{Aut}(\mathbb{P}(W^*))) = 54 - 35 = 19, \]
while the moduli space of all smooth cubic fourfolds is of dimension 20, see Section 1.2.1.

A similar argument proves that the space of K3 surfaces constructed as $S_U$ up to isomorphisms is of the maximal dimension
\[ \dim(\mathbb{G}(8, \mathbb{P}(\wedge^2 W))) - \dim(\text{Aut}(\mathbb{P}(W))) = 54 - 35 = 19. \]
In both dimension counts one uses that automorphisms of $\mathbb{P}(W^*)$ and $\mathbb{G}(1, \mathbb{P}(W))$ extend uniquely to automorphisms of their ambient projective spaces $\mathbb{P}(\wedge^2 W^*)$ resp. $\mathbb{P}(\wedge^2 W)$ that are ultimately induced by automorphisms of $W$ and $W^*$, cf. [219, Thm. 10.19].

2.3 Grassmannian embeddings of $X, F(X), \text{and } S^{[2]}$ In the following, we will consider $X_V$ and $S_U$ for $U := V^\perp := \ker(\wedge^2 W \rightarrow V^*)$. In this case, we shall also write $S_V$ for the latter, which is then explicitly described as
\[ S_V = \{ P \in \mathbb{G} | \omega P = 0 \text{ for all } \omega \in V \}. \]

The next result provides closed embeddings into appropriate Grassmann varieties for all three four-dimensional varieties in the picture: The Pfaffian cubic $X_V$, the Hilbert scheme $S^{[2]}_V$ of subschemes of length two of the K3 surface $S_V$, and the Fano variety $F(X_V)$ of lines in $X_V$.

**Corollary 2.7.** Let $V^5 = \mathbb{P}(V) \subset \mathbb{P}(\wedge^2 W^*)$ be a generic linear subspace. Then the maps
\[ i_{S^{[2]}_V}: S^{[2]}_V \hookrightarrow \mathbb{G}(3, \mathbb{P}(W)), \{ P, Q \} \mapsto P + Q, \]
\[ i_X: X_V \hookrightarrow \mathbb{G}(1, \mathbb{P}(W)), \omega \mapsto P_\omega := \ker(\omega), \text{ and} \]
\[ i_F: F(X_V) \hookrightarrow \mathbb{G}(3, \mathbb{P}(W)), L \mapsto W_L := \sum_{\omega \in L} P_\omega \]
define closed embeddings.\(^6\)

**Proof** We shall explain that the natural maps are well defined and prove that they are injective. We will leave to the reader the verification that the maps are regular, and in fact closed immersions.

By virtue of Remark 2.2 and Lemma 2.3, we know that for any two $P \neq Q \in S_V$ the sum $P + Q$ is of dimension four. Hence, $i_{S^{[2]}_V}$ is certainly well defined on the open subset in $S^{[2]}_V$ parametrizing reduced length-two subschemes of $S_V$. A non-reduced sub scheme

\(^6\) Thanks to Jia-Choon Lee for pointing out a mistake in the definition of $W_L$ in an earlier version and his help with fixing the proof.
of length two in $S_V$ is given by a point $P \in S_V$ and a tangent direction $v \in T_P S_V \subset T_P \mathbb{G}(1, \mathbb{P}(W)) \cong \text{Hom}(P, W/P)$. Sharpening the argument in Remark 2.2, one proves that the pre-image $\pi^{-1}(v(P))$ of $v(P) \subset W/P$ under the projection $\pi: W \longrightarrow W/P$ is again a four-dimensional space. Setting $i_{X^2(V, v)} := \pi^{-1}(v(P)) \subset \mathbb{G}(3, \mathbb{P}(W))$ extends $[P, Q] \longrightarrow P + Q$ to a morphism $i_{X^2(V, v)}: S_V[2] \longrightarrow \mathbb{G}(3, \mathbb{P}(W))$. For the injectivity of $i_{X^2}$ use the arguments of Exercise 2.11 below.

As every $\omega \in X_V$ has rank four, $P_\omega \subset W$ is indeed a plane and, therefore, $i_X$ is well defined. The fibre of $i_X$ through $\omega$ is the linear space $\mathbb{P}(V) \cap \mathbb{P}(\Lambda^3(W/P_\omega))$. Hence, as $\text{Pic}(X_V) \cong \mathbb{Z}$, the map is either injective or constant. The latter can be excluded for generic $V$.

Since $L \subset X_V$, we have $\omega_1^2 \wedge \omega_2 = 0$ for all (linearly independent) $\omega_1, \omega_2 \in L$. As $\omega_1$ is of rank four, we may pick a basis such that $\omega_1 = x^3 \wedge x^4 + x^5 \wedge x^6$. Then $P_{\omega_1} = \langle x_1, x_2 \rangle$ and $\omega_2 = \sum a_{ij} x^i \wedge x^j$ with $a_{12} = 0$. Therefore, $\omega_2|_{P_{\omega_1}} = 0$ and then in fact $\omega_2|_{P_{\omega_1} + P_{\omega_2}} = 0$. Interchanging the role of $\omega_1$ and $\omega_2$, we find that the restriction of any $\omega \in L$, a linear combination of $\omega_1, \omega_2$, to the subspace $P_{\omega_1} + P_{\omega_2}$ is trivial. From the latter one concludes that $\omega|_{W_\omega} = 0$ for all $\omega \in L$, i.e. $W_\omega$ is isotropic for all $\omega \in L$. As forms in $L$ are of rank four, we have $\dim(W_L) \leq 4$. Also, $\dim(W_L) > 2$ and in fact $\dim(P_{\omega_1} + P_{\omega_2}) > 2$, for otherwise $P_{\omega_1} = P_{\omega_2}$, and then $\omega_1 = \omega_2$, by the injectivity of $i_X$. Later it will become clear that $W_L = P_{\omega_1} + P_{\omega_2}$ for the generic line $L$, see Section 2.5.

The case $\dim(W_L) = 3$ can be excluded as follows. Assume $L$ is generated by $\omega_1$ and $\omega_2$ and suppose $\dim(W_L) = 3$. Then $W_L = P_{\omega_1} + P_{\omega_2}$ and $P_{\omega_1} \subset P_{\omega_1} + P_{\omega_2}$ for all $\omega \in L$. We may choose a basis such that $\omega_1 = x^3 \wedge x^4 + x^5 \wedge x^6$, hence $P_{\omega_1} = \langle x_1, x_2 \rangle$, and $P_{\omega_2} = \langle x_2, x_3 \rangle$. Then clearly $x_2 \in P_{\omega_2}$ for all $\omega \in L$ and there exists a further non-trivial linear combination $x = \lambda_1 x_1 + \lambda_3 x_3 \in P_{\omega_2}$. Writing $\omega = \mu_1 \omega_1 + \mu_2 \omega_2$ and applying it to $x$ then gives $\lambda_3 \mu_1 x_1 + \lambda_1 \mu_2 \omega_2(x_1)$. Hence, up to scaling $\omega_2 = x^1 \wedge x^3 + \omega_2'$ with $\omega_2' \in \Lambda^3(x^4, x^5, x^6)$. Then, by subtracting an appropriate multiple of $\omega_1$, we can modify $\omega$ such that it does not involve $x^5 \wedge x^6$ and, therefore, up to scaling $\omega = x^1 \wedge x_4 + x^4 \wedge f(x^3, x_5, x_6)$. But this implies that $P_{\omega}$ contains $x_2$ and the hyperplane defined by $f$ in $\langle x_3, x_5, x_6 \rangle$. This contradicts the assumption that all $\omega \in L \subset X_V$ are of rank four.

Hence, $i_F$ is well defined. To prove the injectivity, observe that

$$V_L := V_{W_L} := \{ \omega \in V \mid \omega|_{W_L} = 0 \}. \tag{2.4}$$

defines a linear subspace $\mathbb{P}(V_L) \subset X_V$ containing $L$. Hence, as $V$ was generic such that $X_V$ does not contain any plane, in fact $L = \mathbb{P}(V_{W_L})$. Hence, the line $L$ is uniquely determined by its image $W_L = i_F(L) \subset \mathbb{G}(3, \mathbb{P}(W))$, i.e. $i_F$ is injective.

**Remark 2.8.** Here is a slightly less ad hoc way of introducing $i_X$. Restricting (2.3) to $X_V$ and tensoring with $\mathcal{O}_{X_V}(1)$ leads to an exact sequence

$$0 \longrightarrow \mathcal{F}^* \longrightarrow W \otimes \mathcal{O}_{X_V} \longrightarrow W^* \otimes \mathcal{O}_{X_V}(1) \longrightarrow \mathcal{F} \otimes \mathcal{O}_{X_V}(1) \longrightarrow 0.$$
The fibre of this sequence at the point \( \omega \in X_V \) is nothing but the short exact sequence

\[
\text{Ker}(\omega) \xrightarrow{\iota} W \xrightarrow{\omega} W^* \xrightarrow{\text{Ker}(\omega)^*} \nolimits
\]

and the morphism \( \iota \) is the classifying morphism for the inclusion \( \mathcal{F} \hookrightarrow W \otimes \mathcal{O}_{X_V} \).

**Exercise 2.9.** Use Remark 2.5 to show that under \( \iota_X : X_V \hookrightarrow \mathbb{G}(1, \mathbb{P}(W)) \) the Plücker polarization pulls-back to \( \mathcal{O}(2) \), i.e.

\[
\iota_X^* \mathcal{O}_{\mathbb{P}(\Lambda^2 W)}(1) = \mathcal{O}_{\mathbb{P}(V^*)}(2)|_{X_V}.
\]

In particular, a line in \( X_V \subset \mathbb{P}(V) \subset \mathbb{P}(\Lambda^2 W^*) \) is of degree two in \( X_V \subset \mathbb{G}(1, \mathbb{P}(W)) \subset \mathbb{P}(\Lambda^2 W) \).

**2.4 Fano variety versus Hilbert scheme**

Although, \( S_V \) and \( X_V \cong \iota_X(X_V) \) are both closed subvarieties of \( \mathbb{G}(3, \mathbb{P}(W)) \), the link between the two as such becomes clear only after passing to the associated four-dimensional varieties \( S_V^{[2]} \) and \( F(X_V) \).

**Corollary 2.10** (Beauville–Donagi). Let \( \mathbb{P}^5 \cong \mathbb{P}(V) \subset \mathbb{P}(\Lambda^2 W^*) \) be a generic linear subspace. Then the images of \( \iota_V \) and \( \iota_{S^{[2]}} \) in \( \mathbb{G}(3, \mathbb{P}(W)) \) coincide and, therefore,

\[
F(X_V) \cong S_V^{[2]}.
\]

**Proof** As \( S_V^{[2]} \) and \( F(X_V) \) are both smooth subvarieties of \( \mathbb{G}(3, \mathbb{P}(W)) \) of dimension four, it suffices to show that for any (a generic one suffices) point \( \{ P \neq Q \} \in S_V^{[2]} \) the four-space \( P + Q \) is of the form \( W_L \) for some line \( L \subset X_V \). To this end, consider the linear subspace \( \{ \omega \in V \mid \omega|_{P+Q} = 0 \} \subset V \) as in (2.4). By virtue of Lemma 2.3, it is of dimension at most two, as its projectivization defines a linear subspace of \( \mathbb{P}(V) \) contained in \( X_V \). To see that it is of dimension two and thus defines a line \( L \subset X_V \), pick a basis such that \( P = (x_1, x_2) \) and \( Q = (x_3, x_4) \). As \( P, Q \in S_V \), we know that \( \omega|_P = \omega|_Q = 0 \) for all \( \omega \in V \). Hence, for \( \omega = \sum a_{ij} x^i \wedge x^j \) the condition \( \omega|_{P+Q} = 0 \) translates into the four equations \( a_{13} = a_{14} = a_{23} = a_{24} = 0 \). They define a subspace of codimension at most four.

In order to show that \( P + Q = W_L \), it suffices to prove that \( P_\omega \subset P + Q \) for all \( \omega \in L \). Since \( \omega|_{P+Q} = 0 \), the image of \( P + Q \subset W \) under \( \omega : W \longrightarrow W^* \) is contained in the two-dimensional kernel of \( W^* \longrightarrow (P + Q)^* \). For dimension reasons, \( P + Q \) then contains the kernel \( P_\omega \).\footnote{Thanks to Jia-Choon Lee for the last argument.}

**Exercise 2.11.** Show that an inverse map \( F(X_V) \longrightarrow S_V^{[2]} \) can be described as follows. For \( L \in F(X_V) \) the intersection of the two linear spaces

\[
\mathbb{P}^5 \cong \mathbb{P}(\Lambda^2 W_L) \quad \text{and} \quad \mathbb{P}^8 \cong \mathbb{P}(V^*) \subset \mathbb{P}(\Lambda^2 W) \cong \mathbb{P}^{14}
\]

is a line \( L \subset \mathbb{P}(\Lambda^2 W_L) \subset \mathbb{P}(\Lambda^2 W) \). To see this use that the plane in \( V \) corresponding to
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the line \( L \subset X_V \subset \mathbb{P}(V) \) is the kernel \( V_L \) of the projection \( V \subset \bigwedge^2 W^* \rightarrow \bigwedge^2 W^*_L \), see the proof of Corollary 2.7.

The line \( L \) intersects the quadric \( \mathbb{G}(1, \mathbb{P}(W_L)) \subset \mathbb{P}(\bigwedge^2 W_L) \) in two points corresponding to planes \( P, Q \subset W_L \). They are both automatically contained in \( S_V \) and, therefore, define a point \([P, Q] \in S^{[2]}_V\). In other words, the line \( L = \mathbb{P}(\langle \omega_1, \omega_2 \rangle) \subset F_V \) corresponds to the point \([P_1, P_2] \in S^{[2]}_V \) if and only if

\[
P_{\omega_1} + P_{\omega_2} = P_1 + P_2. \tag{2.6}
\]

See [59] for more details.

The next lemma taken from [59] is a technical fact that will come in handy later. To state it, we use that \( H^2(S^{[2]}, \mathbb{Z}) \) of any K3 surface naturally decomposes as

\[
H^2(S^{[2]}, \mathbb{Z}) \simeq H^2(S, \mathbb{Z}) \oplus \mathbb{Z} \cdot \delta,
\]

where \( 2 \cdot \delta \) is the class of the exceptional divisor of the usual Hilbert–Chow morphism \( S^{[2]} \rightarrow S^{(2)} \), cf. Example 3.6. For \( S = S_V \) and its Plücker polarization \( g_S \in H^2(S, \mathbb{Z}) \subset H^2(S^{[2]}, \mathbb{Z}) \) one proves:

\[
\int_{S^{[2]}} g_S^4 = 3 \cdot 14^2, \quad \int_{S^{[2]}} g_S^3 \cdot \delta = \int_{S^{[2]}} g_S \cdot \delta^3 = 0, \quad \int_{S^{[2]}} g_S^2 \cdot \delta^2 = -28, \quad \text{and} \quad \int_{S^{[2]}} \delta^4 = 3 \cdot 4.
\]

To perform the computation, one views \( S^{[2]} \) as the quotient of \( \text{Bl}_\Delta(S \times S) \) by the natural \( \mathbb{Z}/2\mathbb{Z} \)-action and uses that the pull-back of \( \delta \) under \( \text{Bl}_\Delta(S \times S) \rightarrow S^{[2]} \) is the class of the exceptional divisor \( E = \mathbb{P}(T_\Delta) \sim \Delta \) and that the restriction \(-\delta|_E\) is the tautological class \( u \) which in this case satisfies \( u^2 = -\pi^* c_2(S) \). The above intersection numbers can equivalently be viewed and computed in terms of the Beauville–Bogomolov–Fujiki quadratic form, see Example 3.6.

**Lemma 2.12.** The natural isomorphism of integral Hodge structures induced by (2.5) maps the Plücker polarization \( g \) on \( F_V := F(X_V) \) to \( 2 \cdot g_S - 5 \cdot \delta \):

\[
H^2(F(X_V), \mathbb{Z}) \simeq H^2(S^{[2]}_V, \mathbb{Z}), \quad g \mapsto 2 \cdot g_S - 5 \cdot \delta.
\]

Here, \( g_S \) denotes the Plücker polarization on \( S_V \subset \mathbb{G}(1, \mathbb{P}(W)) \).

**Proof** It suffices to prove the claim for the very general Pfaffian cubic fourfold. Then, by Remark 2.24 below, \( H^2(X, \mathbb{Z}) \) is of rank two and so is \( H^{1,1}(F_V, \mathbb{Z}) \simeq H^{1,1}(S^{[2]}_V, \mathbb{Z}) \). Hence, the Plücker polarization \( g \) on \( F_V \) corresponds to some linear combination \( a \cdot g_S + b \cdot \delta \) on \( S^{[2]}_V \). Then from \( \int_{S^{[2]}} (a \cdot g_S + b \cdot \delta)^3 = \int_{S^{[2]}} g_S^3 = 108 \) one derives the quadratic equation \( 7 \cdot a^2 - b^2 = \pm 3 \), which has infinitely many integral solutions. As the ampleness of \( g \) implies \( a > 0 > b \), it suffices to determine one of the two coefficients \( a \) or \( b \).

One possibility to go about this could be to show that the restriction of \( g \) to \( \mathbb{P}^1 \Rightarrow \)
\[ \mathbb{P}(T_P S_V) \subset S_V^{[2]} \cong F_V \text{ is of degree five}, \]
which then would show \( b = -5 \). Instead, we consider the natural embedding \( S_V \setminus \{P\} \subset S_V^{[2]} \cong F_V \), cf. Example 3.6, and describe an isomorphism of the pull-back of the Plücker polarization \( \mathcal{O}_{F_V}(1) \) on \( F_V \) and the square of the Plücker polarization \( \mathcal{O}_{S_V}(2) \) on \( S_V \setminus \{P\} \), which then shows \( a = 2 \).

Here are the details for this approach. For \( Q \in S_V \subset G(2, W) \) and \( L = \mathbb{P}(K) \in F_V \subset \mathbb{P}(\wedge^2 W^*) \), the fibres of the Plücker polarizations \( \mathcal{O}_{S_V}(1) \) and \( \mathcal{O}_{F_V}(1) \) at these points are naturally isomorphic to
\[ \mathcal{O}_{S_V}(1)(Q) \cong \det Q \text{ and } \mathcal{O}_{F_V}(1)(L) \cong \det K. \]

According to (2.6) in Exercise 2.11, the image \( L = \mathbb{P}(K) \) of \( Q \in S_V \setminus \{P\} \) in \( F_V \) is characterized by the property that \( P + Q = P_{\omega_1} + P_{\omega_2} \subset W \), where \( K = \langle \omega_1, \omega_2 \rangle \). Also we know that \( K = V_L = \text{Ker} \left( V \subset \wedge^2 W \longrightarrow \wedge^2 (P + Q^*) \right) \), see the arguments in the proof of Corollary 2.10. Furthermore, by definition of \( S_V \), the natural maps
\[ V \subset \wedge^2 W^* \longrightarrow \wedge^2 P^* \text{ and } V \subset \wedge^2 W^* \longrightarrow \wedge^2 Q^* \]
are trivial. From the natural isomorphism \( \wedge^2 (P + Q) \cong (P \oplus Q) \oplus \wedge^2 P \oplus \wedge^2 Q \) one obtains a natural short exact sequence \( 0 \longrightarrow K \longrightarrow V \longrightarrow P^* \oplus Q^* \longrightarrow 0 \). Thus, for fixed \( P \) there indeed exists a natural isomorphism
\[ \mathcal{O}_{F_V}(-1)(L) \cong \det K \cong (\det P)^2 \oplus (\det Q)^2 \cong \mathcal{O}_S(-2)(Q). \]

We leave it to the reader to put these natural isomorphisms into a family to obtain an isomorphism \( \mathcal{O}_{F_V}(1)|_{S_V \setminus \{P\}} \cong \mathcal{O}_S(2)|_{S_V \setminus \{P\}} \), which then proves the assertion. \( \Box \)

**Remark 2.13.** If \( V \) is not chosen generically in the sense of Lemma 2.3, but \( X_V \) and \( S_V \) are nevertheless smooth, there is still a birational isomorphism
\[ F(X_V) \sim S_V^{[2]}. \tag{2.7} \]

Indeed, the isomorphism in Corollary 2.10 specializes to a correspondence between \( F(X_V) \) and \( S_V^{[2]} \) and, using that both varieties have trivial canonical bundle, this proves that there is a unique irreducible component of the correspondence that gives (2.7).

An example, where the above birational correspondence between the two hyperkähler manifolds, \( F(X_V) \) and \( S_V^{[2]} \), does not extend to an isomorphism was described by Hassett [224, Sec. 6.1]. More concretely, one can take the Pfaffian cubic fourfold in Example 1.5.12, which is the closure of a rational parametrization \( \mathbb{P}^2 \times \mathbb{P}^2 \rightarrow \mathbb{P}^2 \). The K3 surface of degree 14 is a complete intersection of type \((2, 1, 2)\) in \( \mathbb{P}^2 \times \mathbb{P}^2 \).

**2.5 Correspondence: Pfaffian cubics versus K3 surface** Let us now study the restriction of (2.2)
\[ \Sigma_V \coloneqq \Sigma \cap (S_V \times X_V) \subset S_V \times X_V, \]

I have not actually done the computation.
which eventually links the cubic $X_V$ and its associated K3 surface $S_V$ more directly.

**Lemma 2.14.** Let $\mathbb{P}^5 = \mathbb{P}(V) \subset \mathbb{P}(\Lambda^2 W^*)$ be a generic linear subspace.

(i) For $P \in S_V$ and a line $W_0 \subset P$, the set $\{\omega \in \mathbb{P}(V) \mid W_0 \subset \Ker(\omega)\}$ is a line in $X_V$.

(ii) If $(P, \omega) \in \Sigma_V$, then $P \cap \Ker(\omega) \subset P$ is a line.

It is worth pointing out that the set defined in (i) only depends on $W_0$, only the proof uses that there exists a $P \in S_V$ in the background. See (2.8) for a more geometric interpretation.

**Proof.** The quickest way to prove (i) is by introducing a basis: $x_1, \ldots, x_6 \in W$ with $W_0 = \langle x_1 \rangle \subset P = \langle x_1, x_2 \rangle$. For $\omega = \sum_{i<j} a_{ij} x^i \wedge x^j \in \Lambda^2 W^*$ the condition $W_0 \subset \Ker(\omega)$ is equivalent to imposing the five conditions $a_{12} = \cdots = a_{16} = 0$. As $P \in S_V$, the vanishing $a_{12} = 0$ is automatic for all $\omega \in V \subset \Lambda^2 W^*$. Therefore, the remaining four equations $a_{13} = \cdots = a_{16} = 0$ define a subspace of dimension at least two and in fact of dimension exactly two, as by Lemma 2.3 we may assume that for generic $V$ the cubic $X_V$ does not contain any projective plane.

For (ii) it suffices to exclude that $P = \Ker(\omega)$ for any $(P, \omega) \in S_V \times X_V$ for generic choice of $V$. To this end, consider the correspondence

$$T \subset \mathbb{O}(1, \mathbb{P}(W)) \times \Pf(W^*) \times \mathbb{O}(5, \mathbb{P}(\Lambda^2 W^*))$$

of all $(P, \omega, V)$ with $P \subset \Ker(\omega)$, $\omega \in X_V$, and $P \in S_V$. Once $P$ is fixed, $\omega$ varies in the six-dimensional subspace $V_P$ of all forms with $P$ contained in the kernel. If $P$ and $\omega \in V_P$ are fixed, then $V$ varies in a 40-dimensional Grassmann variety. Indeed, after picking appropriate coordinates, we may write $P = \langle x_1, x_2 \rangle$ and $\omega = x^3 \wedge x^4 + x^5 \wedge x^6$. Then $V/\langle \omega \rangle$ varies in the Grassmann variety of all five-dimensional subspaces of the space $\langle x^i \wedge x^j \mid (i, j) \neq (1, 2) \rangle/\langle \omega \rangle$. Counting dimensions shows $\dim(T) = 8 + 5 + 40 = 53 < 54 = \dim(\mathbb{O}(5, \mathbb{P}(\Lambda^2 W^*)$. Therefore, the projection $T \longrightarrow \mathbb{O}(5, \mathbb{P}(\Lambda^2 W^*))$ is not surjective.

With a fixed generic $\mathbb{P}(V) \subset \mathbb{P}(\Lambda^2 W^*)$ as above, we associate the restriction of the correspondence (2.1), where we keep the notation for the projections:

$$B_V := q^{-1}(X_V) \longrightarrow q \quad X_V$$

Note that $q: B_V \longrightarrow X_V$ is a $\mathbb{P}^1$-bundle, so that $B_V$ is smooth and of dimension five. The fibre of $p$ over the point in $\mathbb{P}(W)$ corresponding to a line $W_0 \subset W$ is the linear subspace of all $\omega \in \mathbb{P}(V)$ with $W_0 \subset \Ker(\omega)$. The situation is more precisely described as follows.
Lemma 2.15. For a generic linear subspace \( \mathbb{P}^5 \cong \mathbb{P}(V) \subset \mathbb{P}(\Lambda^2 W^*) \) the first projection \( p: B_V \longrightarrow \mathbb{P}(W) \cong \mathbb{P}^5 \) is the blow-up in the smooth and irreducible subvariety

\[
Z_V := \{ [W_0] \mid \dim(p^{-1}[W_0]) > 0 \} \subset \mathbb{P}(W)
\]

which satisfies \( \dim(Z_V) = 3 \) and \( \deg(Z_V) = 9 \).

Proof. The morphism \( p: B_V \longrightarrow \mathbb{P}(W) \) is surjective and its fibres are linear subspaces of \( X_V \) of dimension zero or one. More precisely, over the point in \( \mathbb{P}(W) \) corresponding to a line \( W_0 \subset W \) the fibre is \( \mathbb{P}(({\Lambda}^2(W/W_0)^*) \cap V) \). In any case, together with the fact that \( B_V \) is smooth, irreducible, and of dimension five, this proves \( \dim Z_V \leq 3 \).

The degree of \( Z_V \) can be computed using Porteous formula, see [174, Ch. 12] or [187, Ch. 14]. Taking the second exterior power of the dual of the Euler sequence on \( \mathbb{P} = \mathbb{P}(W) \) leads to the short exact sequence \( 0 \longrightarrow \Omega^2_{\mathbb{P}} \longrightarrow \Lambda^2 W^* \otimes \mathcal{O}(-2) \longrightarrow \Omega_{\mathbb{P}} \longrightarrow 0 \). Then the surjection composed with the inclusion \( V \subset \Lambda^2 W^* \) defines a generically surjective morphism \( \eta: V \otimes \mathcal{O}(-2) \longrightarrow \Omega_{\mathbb{P}} \).

The fibre of \( \eta \) at the point \([W_0]\) has kernel \((\Lambda^2(W/W_0)^*) \cap V \). Hence, \( Z \) is the degeneracy locus \( M_4(\eta) = \{ [W_0] \mid \rk \eta|_{[W_0]} \leq 4 \} \subset \mathbb{P}(W) \). Hence, \( Z_V = M_4(\eta) \) has the expected codimension two and its class is given by \((c_1^2 - c_2)(\Omega_{\mathbb{P}}(2)) = 9 \cdot h^2\) and, therefore, \( \deg(Z) = 9 \). Note that the fact that the fibres of \( p: B_V \longrightarrow \mathbb{P}(W) \) are of dimension at most one, translates into the fact that the rank of \( \eta \) is at least four at each point and, therefore, \( M_4(\eta) \) is smooth.

Below we will describe \( Z_V \) explicitly as a \( \mathbb{P}^1 \)-bundle over the K3 surface \( S_V \), which in particular proves its irreducibility. Alternatively, one can use that \( \Omega_{\mathbb{P}}(2) \) is ample and invoke the general connectivity criterion for degeneracy loci [188].

Lemma 2.14 can be rephrased by saying that the natural projection from \( \Sigma_V \) onto \( S_V \) can be written as the composition of two \( \mathbb{P}^1 \)-bundles

\[
\Sigma_V \longrightarrow \mathbb{P}(S_{S_V}) \longrightarrow S_V, \quad (P, \omega) \longrightarrow (P, P \cap \text{Ker}(\omega)) \longrightarrow P.
\]

Here, \( S_{S_V} \) is the restriction of the universal subbundle to \( S_V \subset \mathcal{O}(1, \mathbb{P}(W)) \). Furthermore, from the natural inclusion \( \mathbb{P}(S_{S_V}) \subset S_V \times \mathbb{P}(W) \) we obtain a projection

\[
\iota_V: \mathbb{P}(S_{S_V}) \longrightarrow \mathbb{P}(W).
\]

Restricted to the fibre of \( \mathbb{P}(S_{S_V}) \longrightarrow S_V \) over the point in \( S_V \) corresponding to a plane \( P \subset W \) it is the embedding of the line \( \mathbb{P}^1 = \mathbb{P}(P) \subset \mathbb{P}(W) \).

Corollary 2.16. For a generic linear subspace \( \mathbb{P}^5 \cong \mathbb{P}(V) \subset \mathbb{P}(\Lambda^2 W^*) \) the morphism (2.9) is a closed embedding with image \( Z_V \):

\[
\iota_V: \mathbb{P}(S_{S_V}) \longrightarrow Z_V \subset \mathbb{P}(W).
\]
Remark 2.18. of which is excluded for generic \( V \). Otherwise, according to Remark 2.2, there would be a line contained in \( S \) and they do not commute, cf. Corollary 2.7. In particular, to any (\( \omega \), \( \omega \)) \( \in E \subset B_V \) one naturally associates two planes \( P_{W_0} \), \( P_\omega \in \mathcal{G}(1, \mathbb{P}(W)) \), cf. Corollary 2.7. Here, \( P_{W_0} \) is the unique plane defining a point in \( S_V \) with \( W_0 \subset P_{W_0} \). Equivalently, there are two morphisms \( E \to \mathcal{G}(1, \mathbb{P}(W)) \) corresponding to the compositions

\[
E \subset B_V \to X_V \subset \mathcal{G}(1, \mathbb{P}(W)) \quad \text{and} \quad E \to Z_V \to \mathcal{G}(1, \mathbb{P}(W))
\]

and they do not commute, cf. Corollary 2.7.

Note that if \( P_{W_0} \neq P_\omega \) for \( (W_0, \omega) \in E \), then \( P_\omega \in X_V \setminus S_V \subset \mathcal{G}(1, \mathbb{P}(W)) \). Indeed, otherwise, according to Remark 2.2, there would be a line contained in \( S_V \), the existence of which is excluded for generic \( V \) by Lemma 2.3.

Remark 2.18. The \( \mathbb{P}^1 \)-bundle \( E \to Z_V \) together with the projection \( E \subset B_V \to X_V \) can be viewed as a family of lines in \( X_V \) parametrized by \( Z_V \). The classifying morphism \( Z_V \to F(X_V) \) is a closed immersion and describes a uniruled divisor in the fourfold \( F(X_V) \). For the injectivity of \( Z_V \to F(X_V) \) use the explicit description in the proof of Lemma 2.14, which shows that the linear subspace \( \{ \omega \in \mathbb{P}(V) \mid W_0 \subset \text{ker}(\omega) \} \) determines \( W_0 \). The base of the ruling is the K3 surface \( S_V \).

As \( Z_V \to F(X_V) \) is injective, the family of lines is dominant, i.e. \( \Sigma_V \cong E \to X_V \) is surjective and, for dimension reasons, generically finite. The degree of the projection is four, see Lemma 2.20 below.

The commutative diagram (2.10) produces motivic relations between the cubic fourfold \( X_V \) and the K3 surface \( S_V \), see Section 2.4 for the notation.
Proposition 2.19. Let $\mathbb{P}^5 \cong \mathbb{P}(V) \subset \mathbb{P}(\Lambda^2 W^*)$ be a generic linear subspace. Then

$$[\mathbb{P}^1] \cdot [X_V] = [\mathbb{P}^5] + [S_V] \cdot \ell \cdot (\ell + 1) \quad (2.11)$$

in the Grothendieck ring of varieties $K_0(\text{Var}_k)$ and

$$b(\mathbb{P}^1) \cdot b(X_V) \oplus b(Z_V)(-2) \cong b(\mathbb{P}^5) + b(S_V)(-1) \cdot b(\mathbb{P}^1) \oplus b(Z_V)(-2) \quad (2.12)$$

in the category of rational Chow motives $\text{Mot}(k)$.

Presumably, the direct summand $b(Z_V)$ on both sides in (2.11) cancels out.

2.6 Family of quartic normal scrolls

The part $S_V \rightarrow \Sigma_V \rightarrow X_V$ of the above correspondence is of particular importance, for the geometry of the situation as well as for its derived aspects, see Section 7.3.2. For each $P \in S_V$ one obtains a surface $\Sigma_P$ which is described by the next result proved by Hassett [226].

Lemma 2.20. Assume $\mathbb{P}^5 \cong \mathbb{P}(V) \subset \mathbb{P}(\Lambda^2 W^*)$ is a generic linear subspace.

(i) Then the fibre $\Sigma_P$ of $\Sigma_V \rightarrow S_V$ over a point $P \in S_V$, which is

$$\Sigma_P = \{ \omega \in X_V \subset \mathbb{P}(\Lambda^2 W^*) \mid P \cap \text{Ker}(\omega) \neq 0 \},$$

describes a quartic rational normal scroll contained in $X_V$.

(ii) The self-intersection number of the surface $\Sigma_P \subset X_V$ is

$$([\Sigma_P] \cdot [\Sigma_P]) = 10.$$

(iii) The projection $\Sigma_V \rightarrow X_V$ is a generically finite morphism of degree four.

Before proving the lemma, let us recall some basic facts concerning rational scrolls. Scrolls are classical objects in algebraic geometry. A scroll of dimension two is by definition a ruled surface $\pi: T \cong \mathbb{P}(E) \rightarrow C$ over some curve $C$ together with an embedding $T \subset \mathbb{P}^N$ such that all fibres of $\pi$ are lines in $\mathbb{P}^N$:

$$\mathbb{P}(E) \cong T \subset \mathbb{P}^N \rightarrow C.$$

The scroll is a rational scroll if the surface $T$ is rational, i.e. birational to $\mathbb{P}^2$, or, equivalently, $C \cong \mathbb{P}^1$. It is a rational normal scroll, if in addition the embedding is projectively normal, i.e. if the maps $H^0(\mathbb{P}^N, \mathcal{O}(n)) \rightarrow H^0(T, \mathcal{O}_T(n))$ are surjective.

Alternatively, a two-dimensional rational normal scroll can be described as the union

$$T = \bigcup_{n \geq 1} \nu_{a_1}(t) \nu_{a_2}(t)$$
of all lines \(v_n(t)v_n(t)\). Here, \(v_n: \mathbb{P}^1 \rightarrow \mathbb{P}^n, i = 1, 2\), are the Veronese embeddings into disjoint linear subspaces \(\mathbb{P}^n \subset \mathbb{P}^N\) with \(a_1 + a_2 = N - 1\), see \([158, \text{Ch. 8}]\). In this description, \(E \simeq \mathcal{O}(a_1) \oplus \mathcal{O}(a_2)\) and the restriction of \(\mathcal{O}(1)\) to \(T\) is the relative \(\mathcal{O}_x(1)\). In the context of cubic fourfolds, only the cases \(\deg\) were given by Addington and Lehn \([8, \text{Lem. 4}]\). As observed earlier, \(\iota: \Sigma \simeq \mathbb{P}^2\) holds automatically for \(x \in X\). See \([222, \text{Ch. V.2}]\) for more information and references.

**Proof** To compute the degree of \(\Sigma_P\) we intersect it with a generic \(\mathbb{P}^1 \approx \mathbb{P}(V_0) \subset \mathbb{P}(V)\). The quickest way to compute \(\Sigma_P \cap \mathbb{P}(V_0)\) is by choosing coordinates. So, let us assume \(P = (x_1, x_2) \subset W = (x_1, \ldots, x_6)\). For \(\omega = \sum a_{ij} x^i \wedge x^j \in V_0\) we consider the composition \(\omega': P \subset W \rightarrow W^*\). Then \(\Sigma_P \cap \mathbb{P}(V_0)\) is described by the additional linear condition \(a_{12} = 0\), which holds automatically for \(P \in S_{V}\), and \(0 = \bigwedge^2 \omega': \bigwedge^2 P \rightarrow \bigwedge^2 W^*\), which amounts to the quadratic equations \(a_{1k} a_{2k} = a_{12} a_{2k}\). For dimension reasons, two of the quadratic equations are enough which readily proves \(\deg(\Sigma_P) = \deg(\Sigma_P \cap \mathbb{P}(V_0)) = 4\). This concludes the proof of (i).

To compute the self-intersection number, we assume for simplicity that \(\Sigma_P \simeq \mathbb{P}^1 \times \mathbb{P}^1\), the case of the Hirzebruch surface \(\mathbb{F}_2\) is similar. Here, the first factor corresponds to \(\mathbb{P}(P)\) and \(h_{\Sigma_P} = 2 h_1 + h_2\), where \(h_1\) and \(h_2\) are the hyperplane classes on the two factors. Therefore, \(\Sigma_P \Sigma_P = c_2(\mathcal{N}_{\Sigma_P/X_P}) \simeq c_2\) and \(c_1 : c_1(\mathcal{N}_{\Sigma_P/X_P})\) can be computed by using the Euler sequence and the normal bundle sequences for \(\Sigma_P \subset X_P\) and \(X_P \subset \mathbb{P}\) by

\[
(1 + 2h_1 + h_2)^6 = c(\mathcal{O}_{\Sigma_P}(1))^6 = c(T_{\Sigma_P})
\]

\[
= c(T_{X_P}) \cdot c(\mathcal{O}_{\Sigma_P}(3)) = c(\mathcal{N}_{\Sigma_P/X_P}) \cdot c(\mathcal{O}_{\Sigma_P}(3))
\]

\[
= (1 + 2h_1) \cdot (1 + 2h_2) \cdot (1 + c_1 + c_2) \cdot (1 + 3 (2h_1 + h_2)).
\]

Hence,

\[
c_1(\mathcal{N}_{\Sigma_P/X_P}) = 4 h_1 + h_2 + c_2(\mathcal{N}_{\Sigma_P/X_P}) = 10.
\]

It remains to compute the degree of \(\Sigma_P \rightarrow X_P\). The following argument for the computation of the degree was given by Addington and Lehn \([8, \text{Lem. 4}]\). As observed earlier, the projection \(\Sigma_P = E \rightarrow X_P\) is surjective and hence generically finite. The fibre over \(\omega \in X_P\) is the intersection of the Schubert cycle \(\{P \mid P \cap \text{Ker}(\omega) \neq 0\} \subset \mathcal{O}(1, \mathbb{P}(W))\) with
In other words, the fibre is this Schubert cycle intersected with the linear subspace \( P(V^\perp) \cong \mathbb{P}^5 \) of codimension five. As the degree of the Schubert cycle is indeed four, this proves the last assertion.

**Corollary 2.21.** The two cycles \( h^2 \) and \( \Sigma_P \) on \( X_V \), both of codimension two, span a rank two lattice with

\[
\begin{pmatrix}
3 & 4 \\
4 & 10
\end{pmatrix}
\]

as its intersection form.

**Remark 2.22.** In Remark 2.5, we explained that a Pfaffian cubic \( X \subset \mathbb{P}^5 \) always contains a quintic del Pezzo surface \( Y \subset X \). A straightforward numerical computation reveals that its class is \( [Y] = 3 \cdot h^2 - [\Sigma_P] \), see [227]. A geometric interpretation of the relation between \( Y \) and \( \Sigma_P \) has been given by Tregub [454]. One should think of the two surfaces as residual to each other with respect to the intersection with the image of the Segre embedding \( \mathbb{P}^1 \times \mathbb{P}^2 \hookrightarrow \mathbb{P}^5 \), i.e.

\[
(\mathbb{P}^1 \times \mathbb{P}^2) \cap X = Y \cup \Sigma_P.
\]

Note that indeed \( [\mathbb{P}^1 \times \mathbb{P}^2] = 3 \cdot h^2 \). For another interpretation of \( Y \) see Exercise 2.28.

**Exercise 2.23.** When working over \( \mathbb{C} \), the lattice in Corollary 2.21 will be viewed as the sublattice

\[
K_{14}^{-} := \mathbb{Z} \cdot h^2 \oplus \mathbb{Z} \cdot [\Sigma_P] \subset H^{2,2}(X, \mathbb{Z}) \subset H^4(X, \mathbb{Z}).
\]

Imitate the arguments in the proof of Lemma 1.1 and show that \( K_{14}^{-} \subset H^4(X, \mathbb{Z}) \) is saturated.

**Remark 2.24.** For a very general Pfaffian cubic fourfold \( X \) one has \( K_{14}^{-} \cong H^{2,2}(X, \mathbb{Z}) \), cf. the arguments in Remark 1.3. Furthermore, as for purely numerical reasons \( K_{14}^{-} \) does not contain a class \( \alpha \) with the properties \( (h^2, \alpha) = 1 \) and \( (\alpha, \alpha) = 3 \), the very general Pfaffian cubic fourfold \( X \) does not contain any plane \( \mathbb{P}^2 \subset \mathbb{P}^5 \), cf. Lemma 1.1.

**Exercise 2.25.** The morphism \( \Sigma_V \longrightarrow X_V \) induces a rational map \( X_V \longrightarrow S^{[4]} \). Study this map and show that it defines a Lagrangian subvariety of the hyperkähler manifold \( S^{[4]} \), cf. Section 3.1.

**Exercise 2.26.** Show that \( \Sigma_P \subset X_V \) can also be described as the degeneracy locus \( M_1(\eta) := \{ \omega \in X_V \mid \text{rk} \eta_\omega \leq 1 \} \) of the composition

\[
\eta: P \otimes \mathcal{O}_X \longrightarrow W \otimes \mathcal{O}_X \longrightarrow W^* \otimes \mathcal{O}_X(1),
\]

see Remark 2.8. Here, the last map is the universal alternating form restricted to \( X_V \).
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2.7 Pfaffian cubic fourfolds are rational

The next step consists of cutting with a hyperplane. So let \( H := \mathbb{P}(W') \subset \mathbb{P}(W) \) be a generic hyperplane section, \( Z_{V,H} := Z_V \cap H \), and \( B_{V,H} := B_V \cap (H \times X_V) \). Then, as the fibres of \( q \) are lines \( \mathbb{P}(W) \), the diagram

\[
\begin{array}{ccc}
B_{V,H} & \xrightarrow{q} & X_V \\
\downarrow{\rho_V} & & \downarrow{\pi} \\
H & & 
\end{array}
\] (2.13)

describes a birational correspondence between \( H \approx \mathbb{P}^4 \) and \( X_V \). More concretely, a rational parametrization of \( X_V \) is realized by the map

\[
X_V \longrightarrow \mathbb{P}^4 \approx \mathbb{P}(\omega), \quad \omega \longrightarrow \text{Ker}(\omega) \cap W'.
\] (2.14)

The result goes back to Beauville and Donagi [59] and in fact to Fano [177]. An independent and more direct argument was given by Bolognesi, Russo, and Staglianò [80]. The situation is described more precisely as follows.

**Corollary 2.27.** Any Pfaffian cubic fourfold \( X_V \) is rational.

(i) The indeterminacy loci of the birational map \( \mathbb{P}^4 \longrightarrow X_V \) described above is a surface in \( \mathbb{P}^4 \) that is isomorphic to a blow-up of \( S_V \) in five points.

(ii) The indeterminacy locus of the inverse rational map \( X_V \longrightarrow \mathbb{P}^4 \) is the surface \( Y_H := X_V \cap \mathbb{G}(1, H) \), where \( X_V \subset \mathbb{G}(1, \mathbb{P}(W)) \) is as in Remark 2.17.

**Proof** In the above arguments we have often chosen \( \mathbb{P}(V) \) to be generic not only to ensure smoothness of \( X_V \) but also to exclude \( X_V \) from containing any planes. For the rational map (2.14) constructed above to be generically injective, planes in \( X_V \) or lines in \( S_V \) do not alter the argument.

The birational correspondence between \( X_V \) and \( \mathbb{P}^4 \) is provided by (2.13). Clearly, the map \( B_{V,H} \longrightarrow H \) is the blow-up of \( H \) in the surface \( Z_{V,H} \subset H \), which via \( Z_{V,H} \subset Z_V \approx \mathbb{P}(S_V) \longrightarrow S_V \) projects onto \( S_V \). More precisely, \( Z_{V,H} \longrightarrow S_V \) is the blow-up of \( S_V \) in exactly those points that correspond to lines \( \mathbb{P}(P) \subset \mathbb{P}(W) \) contained in \( H \), i.e. in the intersection \( S_V \cap \mathbb{G}(1, H) \). As \( \deg(\mathbb{G}(1, H)) = 5 \), this proves (i). Alternatively, the number of points that are blown up can be deduced from \( \deg(S_V) - \deg(Z_{V,H}) = 5 \).

To verify (ii), simply observe that the fibre of \( B_{V,H} \longrightarrow X_V \) over \( \omega \) is either a reduced point or the line \( \mathbb{P}^1 \approx \mathbb{P}(\text{Ker}(\omega)) \). The latter occurs exactly when \( \mathbb{P}(\text{Ker}(\omega)) \subset H \), i.e. when \( \omega \in Y_H \).

**Exercise 2.28.** (i) The hyperplane \( H \subset \mathbb{P}(W) \) viewed as a linear form on \( W \) projects to a global section \( s_H \) of the rank two locally free sheaf \( \mathcal{F} \) on \( X_V \) in Remark 2.5. Show
that the zero set of this section is $Y_H$, i.e. $Z(s_H) = Y_H$. Thus, $Y_H$ is a quintic del Pezzo surface and by Remark 2.22:

$$[Y_H] = 3 \cdot h^2 - [\Sigma_P].$$

(ii) Recall that the normal bundle of $\mathcal{G}(1, \mathcal{P}(W)) \subset \mathcal{P}(\wedge^2 W)$ is $\wedge^2 Q \otimes \mathcal{O}(1)$. Then use Exercise 2.9 to show that the normal bundle of $Y_H \subset X_V$ has determinant $\mathcal{O}_{\mathcal{P}(V)}(2)|_{Y_H}$ and, therefore, $\omega_{Y_H} = \mathcal{O}_{\mathcal{P}(V)}(-1)|_{Y_H}$ (confirming that $Y_H$ is a del Pezzo surface).

For more on the surface $Y_H$ see [224, Sec. 1.2].

**Remark 2.29.** According to a result of Kontsevich and Tschinkel [285], which in turn was triggered by a result of Nicaise and Shinder [371], rationality is preserved under specialization. Thus, in the above proof one could have chosen $\mathcal{P}(V)$ as generic as needed and would still get rationality of all Pfaffian cubic fourfolds.

**Remark 2.30.** Recall that a Pfaffian cubic fourfold $X \subset \mathbb{P}^5$ contains quintic del Pezzo surfaces and quartic rational normal scrolls, see Remark 2.5 and Lemma 2.20. Thus, rationality of Pfaffian cubic fourfolds can also be seen as a consequence of either of the following two facts:

(i) Any cubic fourfold $X \subset \mathbb{P}^5$ containing a rational normal scroll of degree four is rational, see [453, §4] or [227, Prop. 4].

(ii) Similarly, any cubic fourfold $X \subset \mathbb{P}^5$ containing a quintic del Pezzo surface is rational, see [453, §3], [158, Thm. 8.5.5] or [227, Prop. 6].

Note that a smooth cubic fourfold containing a quintic del Pezzo surface is automatically Pfaffian, see Remark 2.5 and [51, Prop. 9.2]. Also, a smooth cubic fourfold containing a rational normal scroll is at least contained in the closure of the locus of all Pfaffian cubic fourfolds, see Proposition 5.6. For the cohomological relation between quartic rational normal scrolls and quintic del Pezzo surfaces see Remark 2.22.

**Exercise 2.31.** Show that the above construction defines a rational and generically injective map $\mathbb{P}^5 \cong \mathcal{P}(W) \hookrightarrow S_V^{[5]}$. Its closure is a rational and hence Lagrangian subvariety of the ten-dimensional hyperkähler manifold $S_V^{[5]}$, cf. Section 3.1.

**Corollary 2.32.** Using the above notation one finds the following equations

$$[X_V] = [\mathbb{P}^5] + [S_V] \cdot \ell + 5 \cdot \ell^2 - [Y_H] \cdot \ell \quad (2.15)$$

in the Grothendieck ring of varieties $K_0(\text{Var}_k)$. □

Note that (2.15) describes the class of $[X_V]$, while (2.11) only encodes $[\mathbb{P}^1] \cdot [X_V]$.

**Exercise 2.33.** Assume we are in the situation described by Corollary 2.27.
(i) Apply the blow-up formula in Mot(k) to relate $h(X_V)$ and $b(S_V)$ similarly to (2.12).

(ii) Combine (2.15) and (2.11) to show that $[Y_H] \cdot \ell \cdot (1 + \ell) = (1 + 5 \cdot \ell + \ell^2) \cdot \ell \cdot (1 + \ell)$ in the Grothendieck ring of varieties $K_0(\text{Var}_{k})$. Since we know already that $Y_H$ is a quintic del Pezzo surface, the factor $\ell \cdot (1 + \ell)$ on both sides cancels out.

2.8 Cohomology  Let us from now on assume that the ground field is $\mathbb{C}$. Then the above constructions can be exploited to relate $H^4(X_V, \mathbb{Z})$ to $H^2(S_V, \mathbb{Z})$.

Let us start with (2.13), where $p_H: B := B_{\nu H} \longrightarrow H$ is the blow-up of $H \cong \mathbb{P}^4$ in the surface $\tilde{S} := Z_{\nu H}$, which itself is the blow-up of the K3 surface $S_V$ in five points, and $q_H: B \longrightarrow X_V$ is the blow-up in the surface $Y_H \subset X_V$. This leads to isomorphisms of Hodge structures

$$H^4(B, \mathbb{Z}) \cong H^4(X_V, \mathbb{Z}) \oplus H^2(Y_H, \mathbb{Z})(-1)$$

(2.16)

$$H^4(B, \mathbb{Z}) \cong H^4(H, \mathbb{Z}) \oplus H^2(\tilde{S}, \mathbb{Z})(-1)$$

$$\cong H^4(H, \mathbb{Z}) \oplus H^2(S_V, \mathbb{Z})(-1) \oplus \mathbb{Z}(-2)^{\delta_5}. \quad (2.17)$$

The equations show that $b_2(Y_H) = 5$, which confirms the description of $[Y_H]$ in Exercises 2.28 and 2.33. The inclusion $H^4(X_V, \mathbb{Z}) \longrightarrow H^4(B, \mathbb{Z})$ in (2.16), which respects the intersection pairing, followed by the projection $H^4(B, \mathbb{Z}) \longrightarrow H^2(S_V, \mathbb{Z})(-1)$ in (2.17) gives

$$\xi: H^4(X_V, \mathbb{Z}) \longrightarrow H^2(S_V, \mathbb{Z})(-1),$$

which coincides with the composition of $H^4(X_V, \mathbb{Z}) \longrightarrow H^4(B, \mathbb{Z}) \longrightarrow H^4(S_V, \mathbb{Z})$ followed by the push-forward $H^4(S_V, \mathbb{Z}) \longrightarrow H^2(Z_V, \mathbb{Z})(-1)$ and the map induced by restriction $H^2(Z_V, \mathbb{Z}) \longrightarrow H^2(\tilde{S}, \mathbb{Z})$.

Alternatively, we can look directly at the correspondence, cf. (2.10):

![Diagram](image)

and describe $\xi$ as the induced map (possibly up to sign)

$$H^4(X_V, \mathbb{Z}) \overset{q'}{\longrightarrow} H^4(S_V, \mathbb{Z}) \overset{\pi_V}{\longrightarrow} H^2(Z_V, \mathbb{Z})(-1) \overset{u}{\longrightarrow} H^4(Z_V, \mathbb{Z}) \overset{z_V}{\longrightarrow} H^2(S_V, \mathbb{Z})(-1),$$

where $u := c_1(O_{\nu V}(1))$.

**Proposition 2.34** (Hassett). The map $\xi$ is a map of Hodge structures of weight four which restricts to a Hodge isometry

$$(h^2, [\Sigma_P])^1_{-1} \longrightarrow H^2(S_V, \mathbb{Z})_{p_e}(-1) \subset H^2(S_V, \mathbb{Z})(-1).$$
On the right-hand side, the primitive cohomology is with respect to the Plücker polarization of degree 14, see Lemma 2.3, and the intersection pairing is altered by a sign.

Proof  By construction, \( \xi \) is a morphism of Hodge structures. To prove the second assertion, we may pick \( V \) generic and even general, because all the correspondences constructed before come in families. As alluded to in Remark 2.24, for the general Pfaffian cubic fourfold \( \text{rk}(H^2(X_V, \mathbb{Z})) = 2 \). Hence, \( (h^2, [\Sigma_p])^\perp \subset H^4(X_V, \mathbb{Z}) \) is an irreducible Hodge structure containing \( H^{3,1}(X_V) \). In fact, using (2.16) it can be thought of as the smallest saturated sub-Hodge structure of \( H^4(B, \mathbb{Z}) \) containing \( H^{3,1}(B) \). Using (2.17) it can also be seen as the Tate twist of the transcendental lattice of \( H^2(S_V, \mathbb{Z}) \). Hence, for the very general Pfaffian cubic fourfold \( X_V \) the K3 surface \( S_V \) has Picard rank one and \( \xi \) induces an isomorphism of Hodge structures \( (h^2, [\Sigma_p])^\perp \cong H^3(S_V, \mathbb{Z})(-1) \).

To see that it is also an isometry (with the sign changed on the right-hand side), recall that \( H^2(S_V, \mathbb{Z})(-1) \hookrightarrow H^4(B, \mathbb{Z}) \) is induced by \( \alpha \mapsto i_* \pi^* \alpha \), where we denote by \( \pi : D := \Sigma_{V,H} \longrightarrow \tilde{S} = Z_{V,H} \) the projection from the exceptional divisor and \( i : D \hookrightarrow B \) is the inclusion, cf. the discussion in Section 2.4.5. Then for \( \alpha, \beta \in H^2(S_V, \mathbb{Z}) \):

\[
\int_D i_* \pi^* \alpha \cdot i_* \pi^* \beta = \int_D i^* \pi_* \pi^* \alpha \cdot \pi_* \pi^* \beta = \int_D [D]_D \cdot \pi^* (\alpha \cdot \beta) = \int_{\tilde{S}} \pi_*([D]_D) \cdot \alpha \cdot \beta = -(\alpha, \beta)_{\tilde{S}},
\]

as \( \pi_*([D]_D) = -[\tilde{S}] \). \( \square \)

In Example 3.25 the picture will be complemented by a description of the Néron–Severi lattice of the Fano variety \( F(X_V) \) of the very general Pfaffian cubic. The ideal sheaf of \( \Sigma \) can be used to establish an equivalence between the derived category \( D^b(S_V) \) of the K3 surface \( S_V \) and the Kuznetsov component \( A_{X_V} \), a distinguished full triangulated subcategory of the derived category \( D^b(X_V) \) of the Pfaffian cubic fourfold, see Section 7.3.2.

Remark 2.35. Let us summarize the discussion. We have seen that for each Pfaffian cubic fourfold \( X_V \) there is naturally associated a K3 surface \( S_V \). The geometry of \( X_V \) and \( S_V \) are related in various ways:

(i) The blow-up of \( S_V \) in five points is the locus of indeterminacies for a birational correspondence \( \mathbb{P}^4 \dashrightarrow X_V \), see Corollary 2.27. Purely numerically, one could think of the five points as the difference between \( e(X_V) = 27 \) and \( b_2(S_V) = 22 \).

(ii) The K3 surface \( S_V \) is the base of a family of quartic rational normal scrolls \( \Sigma_p \subset X_V \), see Lemma 2.20.

(iii) There exists a birational correspondence \( F(X_V) \sim S_V^{[2]} \), see Corollary 2.10 and Remark 2.13.
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Remark 2.36. In the course of the preceding discussion the linear subspace $\mathbb{P}(V) \subset \mathbb{P}(\Lambda^2 W^*)$ had to be chosen generically. More precisely, this was necessary to ensure the following properties:

(i) $X_V$ is a smooth cubic of dimension four not containing any plane, see Lemma 2.3.
(ii) $S_V$ is a smooth surface not containing a line, see Lemma 2.3.
(iii) $P \cap \text{Ker}(\omega) \neq P$ for all $(P, \omega) \in \Sigma_P$, see Lemma 2.14, (ii).
(iv) $Z_V$ is a smooth threefold or, more technically, $V \otimes O \subset \Lambda^2 W^* \otimes O \rightarrow \Omega_{\mathbb{P}(W)} \otimes O(2)$ is generically surjective, see the proof of Lemma 2.15.

Each of these conditions describes a Zariski dense open subset inside $G(5, \mathbb{P}(\Lambda^2 W^*))$. Therefore, they hold simultaneously for $V$ in a dense open subset. Note that for example the Zariski open subset for which $X_V$ is smooth is strictly larger than the set for which in addition there are no planes contained in $X_V$.

3 The Fano variety as a hyperkähler fourfold

In this section we will briefly recall the main notions concerning hyperkähler manifolds and prove that the Fano variety of lines contained in a smooth cubic fourfold is a hyperkähler fourfold deformation equivalent to the Hilbert square of a K3 surface. Furthermore, following Charles [115], we will show how to use Verbitsky’s global Torelli theorem for hyperkähler manifolds to deduce Voisin’s global Torelli theorem for cubic fourfolds [472]. This section also contains a discussion of various special subvarieties of the Fano variety from the hyperkähler as well as from the Fano perspective.

3.1 Hyperkähler fourfolds

The Fano variety $F(X)$ of lines contained in a smooth cubic fourfold $X \subset \mathbb{P}^5$ is, as $X$ itself, smooth, projective, and of dimension four. However, unlike $X$, its canonical bundle is trivial $\omega_{F(X)} = O_{F(X)}$ and as such $F(X)$ belongs to a distinguished class of varieties.

There are three types of smooth, projective varieties with trivial canonical bundle. They serve as the building blocks for all of them: abelian varieties, hyperkähler (or irreducible holomorphic symplectic) manifolds, and Calabi–Yau manifolds. For the precise meaning of this statement we refer to [46]. As it turns out, the Fano variety $F(X)$ belongs to the class of hyperkähler manifolds and we will focus on those exclusively.

Definition 3.1. A smooth, complex projective variety $Z$ is called hyperkähler or irreducible holomorphic symplectic if $Z$ is simply connected and $H^0(Z, \Omega^2_Z)$ is spanned by an everywhere non-degenerate form.

Note that a hyperkähler manifold is always of even dimension $\dim(Z) = 2m$. 
Remark 3.2. (i) If \( 0 \neq \sigma \in H^0(Z, \Omega^2_Z) \) for a hyperkähler manifold \( Z \), then the naturally induced map \( T_Z \longrightarrow \Omega_Z \) is an alternating isomorphism and its Pfaffian Pf(\( \omega \)) defines a trivialization of \( \omega_Z \) and so \( \omega_Z \cong O_Z \).

(ii) For a hyperkähler manifold \( Z \) of dimension \( 2m \) the space \( H^0(Z, \Omega^k_Z) \) is zero for \( k \) odd and of dimension one for \( 0 \leq k \leq 2m \) even, i.e. \( H^*(Z, \mathcal{O}_Z) \cong \mathbb{C}^{2m+1} \). Conversely, if a smooth, projective variety \( Z \) has this property and the generator of \( H^0(Z, \Omega^2_Z) \) is symplectic, then \( Z \) is also simply connected and hence hyperkähler, see [254, Prop. A.1].

Example 3.3. By definition, two-dimensional hyperkähler manifolds are nothing but K3 surfaces. In higher dimensions, examples are provided by Hilbert schemes of K3 surfaces. More precisely, if \( S \) is a projective K3 surface, then the Hilbert scheme \( S^{[m]} \) of all subschemes of length \( m \) is a hyperkähler manifold of dimension \( 2m \). This result was first proved by Fujiki for \( m = 2 \) and then generalized by Beauville [46, Sec. 6], cf. [253, Thm. 6.2.4].

The four-dimensional Hilbert scheme \( S^{[2]} \) can be described geometrically as the quotient of the blow-up \( \text{Bl}_\Delta (S \times S) \longrightarrow S \times S \) in the diagonal \( \Delta \subset S \times S \) by the natural action of \( S^2 \). The rational cohomology can then easily be computed as

\[
H^*(S^{[2]}, \mathbb{Q}) \cong H^*(\text{Bl}_\Delta (S \times S), \mathbb{Q})^\mathbb{Z}
\]

\[
\cong (H^*(S \times S, \mathbb{Q}) \oplus H^*(\Delta, \mathbb{Q})(-1))^\mathbb{Z}
\]

\[
\cong S^2 H^*(S, \mathbb{Q}) \oplus H^*(S, \mathbb{Q})(-1).
\]

This describes the even part of the Hodge diamond of \( S^{[2]} \) up to the middle as

\[
\begin{array}{ccccc}
1 & & & & \\
1 & 2 & 1 & & \\
1 & 2 & 3 & 2 & 1
\end{array}
\]

Note that it coincides with the one of \( F(X) \), see Section 0.2, (iii), and thus confirms Corollary 2.10. The explicit description of the cohomology of \( S^{[2]} \) also allows one to deduce that cup product defines an isomorphism

\[
S^2 H^2(S^{[2]}, \mathbb{Q}) \longrightarrow H^4(S^{[2]}, \mathbb{Q}).
\]

The integral version is more complicated: The injection

\[
S^2 H^2(S^{[2]}, \mathbb{Z}) \hookrightarrow H^4(S^{[2]}, \mathbb{Z})
\]

has index \( 2^{23} \cdot 5 \) and, more precisely, its quotient is \( (\mathbb{Z}/2\mathbb{Z})^{23} \oplus (\mathbb{Z}/5\mathbb{Z}) \), see the original

---

9 The first step in the proof of [254, Prop. A.1], which excludes the abelian factor in any finite étale cover \( \pi: \tilde{Z} \longrightarrow Z \), is incorrect. Instead, use that, on the one hand, \( \chi(O_{\tilde{Z}}) = \deg(\pi) \cdot \chi(O_Z) = \deg(\pi) \cdot (1 + \dim(Z)/2) \neq 0 \) and, on the other hand, \( \chi(O_Z) = 0 \) if \( Z = Y \times \mathbb{C}^* / \Gamma \).
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[78, Prop. 5.6] or [428, Lem. 2.12]. The cohomology $H^*(S^{[2]}, \mathbb{Z})$ is known to be torsion free, see [428, Cor. 2.9] or [452, Thm. 1.1].

**Definition 3.4.** Let $Z$ be a hyperkähler manifold of complex dimension $2m$. Then the Beauville–Bogomolov–Fujiki form $q_Z$ is an integral quadratic form on $H^2(Z, \mathbb{Z})$ for which there exists a positive constant $c$, the Fujiki constant, such that for all $\alpha \in H^2(Z, \mathbb{Z})$

$$c \cdot q_Z(\alpha)^m = \int_Z \alpha^{2m}.$$  

The main properties of $q$ are the following, see the original [46, 186] or [206]:

(i) The signature of $q_Z$ is $(3, b_2 - 3)$.

(ii) If $b_2 \neq 6$, then there exists a unique primitive such $q_Z$.

(iii) Up to scaling,

$$q_Z(\alpha) = \lambda \tilde{\lambda} + (n/2) \int_Z \beta^2 (\sigma \tilde{\sigma})^{m-1},$$  \hspace{1cm} (3.1)

for $\beta = \alpha - \lambda \cdot \sigma - \lambda \cdot \tilde{\sigma} \in H^{1,1}(Z)$ and assuming $\int_Z (\sigma \tilde{\sigma})^m = 1$.

(iv) If $\gamma \in H^2(Z, \mathbb{Z})$ is primitive with respect to an ample class $\alpha \in H^2(Z, \mathbb{Z})$, then

$$\int_Z \alpha^{2m} \cdot q_Z(\gamma) = (2m - 1) \cdot q_Z(\alpha) \cdot \int_Z \gamma^2 \cdot \alpha^{2m-2}.$$  \hspace{1cm} (3.2)

**Remark 3.5.** If $\alpha \in H^2(Z, \mathbb{Z})$ is an ample class, then $H^2(Z, \mathbb{Z})_{pr}$ is a priori defined as the orthogonal complement of $\alpha$ with respect to the Hodge–Riemann pairing or, equivalently, as the kernel of $\alpha^{2m-1} : H^2(Z, \mathbb{Z}) \rightarrow H^{4m}(Z, \mathbb{Z})$. However, $H^2(Z, \mathbb{Z})_{pr}$ can also be described as the kernel of the Beauville–Bogomolov–Fujiki pairing viewed as a linear map $q_Z(\alpha, \cdot) : H^2(Z, \mathbb{Z}) \rightarrow \mathbb{Z}$, i.e.

$$H^2(Z, \mathbb{Z})_{pr} = \alpha^{pr} \subset H^2(Z, \mathbb{Z}).$$

Indeed, both kernels define saturated sub-Hodge structures containing $H^{2,0}(Z)$. To conclude, use that the two maps $\alpha^{2m-1}$ and $q_Z(\alpha, \cdot)$ are unchanged under deformations preserving $\alpha$ as a $(1, 1)$-class and that for a general such deformation both kernels are irreducible Hodge structures containing $H^{2,0}$ and, therefore, coincide. The formula in (iv) then shows that on $H^2(Z, \mathbb{Z})_{pr}$ the Hodge–Riemann pairing and $q_Z$ differ by a scalar factor only.

**Example 3.6.** The Beauville–Bogomolov–Fujiki form on the Hilbert scheme $S^{[2]}$ of a K3 surface $S$ defines a lattice that is isometrically described as follows, cf. [46, Sec. 6]:

$$(H^2(S^{[2]}, \mathbb{Z}), q) \cong H^2(S, \mathbb{Z}) \oplus \mathbb{Z} \cdot \delta.$$  \hspace{1cm} (3.3)

Here, $H^2(S, \mathbb{Z})$ is endowed with the intersection form of the K3 surface $S$ and the class
Remark 3.7. Shen [428] defines a hyperkähler fourfold $Z$ as

We have seen one other example already in Remark 1.19. Theorem 3.8 (Verbitsky, Markman) [248]. The polarized version was established by Markman [337].

Moreover, the Fujiki constant in this case is $c = 3$, i.e.

$3 \cdot q(\alpha)^2 = \int_{S^{[2]}} \alpha^4$

for all $\alpha \in H^2(S^{[2]}, \mathbb{Z})$. Indeed, if $L$ is a line bundle on $S$ and $L^{[2]}$ is the corresponding line bundle on $S^{[2]}$, then (3.3) says $q(c_1(L^{[2]})) = (c_1(L), c_1(L))$. On the other hand, $L^{[2]}$ is the pull-back of the line bundle $L^{(2)}$ on $S^{(2)}$, which by definition is the descent of $L \boxtimes L$ on $S \times S$ to $S^{(2)}$, and, therefore,

$$
\int_{S^{[2]}} c_1(L^{[2]})^4 = \int_{S^{[2]}} c_1(L^{(2)})^4 = (1/2) \cdot \int_{S \times S} c_1(L \boxtimes L)^4 = (1/2) \cdot \left( \int_S c_1(L) \cdot c_1(L) \right)^4 = 3 \cdot (c_1(L), c_1(L))^2 = 3 \cdot q(c_1(L^{[2]}))^2.
$$

The blow-up $\tilde{S} := Bl_x(S)$ of the surface $S$ in an arbitrary point $x \in S$ is naturally contained in the Hilbert scheme $\tilde{S} \hookrightarrow S^{[2]}$ as the subvariety parametrizing all subschemes of length two containing $x$. The above computation shows that its cohomology class $[\tilde{S}]$ describes the Beauville–Bogomolov–Fujiki form $q$ on $\tilde{S}$. More precisely, for all $\alpha \in H^2(S, \mathbb{Z}) = \delta^+ \subset H^2(S^{[2]}, \mathbb{Z})$ one has

$$
q(\alpha) = \int_{\tilde{S}} [\tilde{S}] \cdot \alpha \cdot \alpha = \int_{S^{[2]}} [S] \cdot \alpha \cdot \alpha.
$$

For the class $\delta$ one finds $q(\delta) = 2 \int_{S^{[2]}} [S] \cdot \delta \cdot \delta$, because the restriction $\delta|_{\tilde{S}}$ is the class of the exceptional divisor of the blow-up map $\tilde{S} \hookrightarrow S$ and, hence, $\int_{\tilde{S}} \delta|_{\tilde{S}} \cdot \delta|_{\tilde{S}} = -1$.

Remark 3.7. Shen [428] defines a hyperkähler fourfold $Z$ to be of Jacobian type if the form $q_Z$ on transcendental classes is represented by an effective surface class as in (3.4). We have seen one other example already in Remark 1.19.

The Hodge structure of weight two provided by $H^2(Z, \mathbb{Z})$ together with the form $q_Z$ determines much of the geometry of the hyperkähler manifold $Z$. The classical global Torelli theorem for K3 surfaces, a result by Pjatecki-Šapiro and Šafarevič in the algebraic context and by Burns and Rapoport in the non-algebraic setting, is the most striking example, see Section 6.3 or [249] for the statement and references. A variant of the global Torelli theorem, proved by Verbitsky [467, 468], holds in higher dimensions as well, see also the more recent work of Looijenga [328] and the Bourbaki survey [248]. The polarized version was established by Markman [337].

Theorem 3.8 (Verbitsky, Markman). Assume $\eta: (H^2(Z, \mathbb{Z}), q_Z) \sim (H^2(Z', \mathbb{Z}), q_{Z'})$ is a Hodge isometry between two hyperkähler manifolds $Z$ and $Z'$ that can be realized as
parallel transport along a proper, smooth, connected family \( Z \rightarrow C \) with fibres \( Z = Z_1 \) and \( Z' = Z_2 \). Then, \( Z \) and \( Z' \) are birational.

Moreover, if \( \eta(\omega) = \omega' \) for some Kähler classes \( \omega \) on \( Z \) and \( \omega' \) on \( Z' \), then there exists an isomorphism \( f : Z \sim Z' \) such that \( \eta = f_* \).

**Remark 3.9.** In general, the morphism \( f \) is not uniquely determined by its action \( f_* = \eta \). However, according to a result of Beauville [45], it is or, equivalently, the representation \( \text{Aut}(Z) \rightarrow \text{Aut}(H^2(Z, \mathbb{Z})) \) is, faithful, if \( Z \) is deformation equivalent to the Hilbert scheme \( S[1] \) of a K3 surface \( S \).

### 3.2 Beauville–Donagi: Fano variety versus Hilbert scheme

In Section 2 we have observed links between Pfaffian cubic fourfolds and K3 surfaces. A general link between cubic fourfolds and the hyperkähler world is established by the following result, which was originally proved by Beauville and Donagi [59] by means of the isomorphism \( S[2] \cong F(X) \) for generic Pfaffian cubic fourfolds, see Corollary 2.10. The proof below is ‘Pfaffian free’.

**Theorem 3.10 (Beauville–Donagi).** The Fano variety \( F = F(X) \) of lines contained in a smooth cubic fourfold \( X \subset \mathbb{P}^5 \) is a hyperkähler manifold of dimension four.

**Proof** We know that \( H^{2,0}(F) \) is one-dimensional, see Section 2.4.6. Pick any \( 0 \neq \sigma \in H^{2,0}(F) \). We claim that \( \sigma \wedge \sigma \in H^4(F, \Omega^2_F) \) is non-zero. Indeed, this follows immediately from Corollary 2.5.15, see also the analogous statement for threefolds stated as Corollary 5.2.5. Then, as \( \Omega^2_F \cong \mathcal{O}_F \), the form \( \sigma \wedge \sigma \) defines a trivializing section of \( \mathcal{O}_F \). Therefore, the induced map \( \sigma : T_F \rightarrow \Omega_F \) is an isomorphism, i.e. \( \sigma \) is a holomorphic symplectic form.

In order to conclude that \( F \) is a hyperkähler manifold, it suffices to show that it is simply connected.\(^{10}\) As we know the Hodge numbers of \( F \), see Section 2.4.6, this follows from Remark 3.2, (ii). \(\square\)

The result combined with the description of \( F(X_V) \) for the generic Pfaffian cubic fourfold, see Corollary 2.10, immediately leads to the following.

**Corollary 3.11.** The Fano variety \( F(X) \) of lines contained in a smooth cubic fourfold \( X \) is a hyperkähler manifold of dimension four. It is deformation equivalent (hence,\(^{10}\) It is tempting to try to prove that \( F(X) \) is simply connected by using the realization of \( L \subset \mathbb{P}(T_X) \) as the zero set of a section of the bundle \( E \) given as the extension \( \pi^*\mathcal{O}(3) \oplus \mathcal{O}_X(3) \rightarrow E \rightarrow \pi^*\mathcal{O}(3) \oplus \mathcal{O}_X(2) \), see Proposition 2.3.10. However, neither one of the two involved invertible sheaves is ample. See also Remark 2.4.19. However, arguments of Ottem in [244] may also work here.)
diffeomorphic and homeomorphic) to the Hilbert scheme $S^{[2]}$ of a K3 surface and its Fujiki constant is $c = 3$. In particular, $F(X)$ is simply connected. □

**Corollary 3.12.** For a smooth cubic fourfold the natural map

$$\mathbb{C}^{20} \simeq H^1(X, \mathcal{T}_X) \subset H^1(F(X), \mathcal{T}_{F(X)}) \simeq \mathbb{C}^{21}$$

is injective of corank one.

**Proof** The injectivity is Corollary 2.5.10. For the dimensions use $h^1(X, \mathcal{T}_X) = 20$ by Example 1.4.15 and $h^1(F(X), \mathcal{T}_{F(X)}) = h^1(F(X), \Omega_{F(X)}) = h^1(F(X)) = 21$. □

In particular, contrary to the case of cubic threefolds, see Proposition 5.2.14, there exists one additional direction of deformation in which $F(X)$ ceases to be the Fano variety of lines of a cubic fourfold.

**Remark 3.13.** For an arbitrary hyperkähler manifold $Z$ of dimension $2m$ the subalgebra of $H^*(Z, \mathbb{C})$ generated by $H^2(Z, \mathbb{C})$, i.e. the image of the map $S^*H^2(Z, \mathbb{C}) \longrightarrow H^2(Z, \mathbb{C})$, is isomorphic to the quotient $S^*H^2(Z, \mathbb{C})/(H_{m+1})$, cf. [75]. Here, $H_{m+1} \subset S^{m+1}H^2(Z, \mathbb{C})$ is the space of harmonic polynomials which is in fact spanned by all classes of the form $\alpha^{m+1}$ with $q(\alpha) = 0$ (at least over $\mathbb{C}$). For a hyperkähler manifold that is deformation equivalent to $S^{[2]}$, so for example $F(X)$, this becomes an isomorphism

$$S^*H^2(F(X), \mathbb{C})/(H_3) \simeq H^2(F(X), \mathbb{C}).$$

Compare this to the situation for cubic threefolds explained in Remark 5.3.13 and Appendix 5.6. The space of harmonic forms $H_3 \subset S^3H^2(F(X), \mathbb{C})$ here corresponds there to the primitive forms $P_1 \subset \bigwedge^3 H^1(F(Y), \mathbb{C}) \simeq \bigwedge^3 H^1(J(Y), \mathbb{C}) \simeq H^3(J(Y), \mathbb{C})$.

**Remark 3.14.** (i) The Fano variety $F(X)$ comes with the natural polarization $g$ provided by the Plücker embedding. As the purely topological quantity $q_F(g)$ stays constant under deformations, it can be computed on the Fano variety of an arbitrary smooth cubic fourfold $X$. Combining Lemma 2.12 and Example 3.6, we obtain an isometry

$$\left(H^2(F(X), \mathbb{Z}), q_F\right) \simeq \left(H^2(S^{[2]}, \mathbb{Z}), q\right) \simeq H^2(S, \mathbb{Z}) \oplus \mathbb{Z}(-2)$$

that maps $g$ to $2 \cdot g_5 - 5 \cdot \delta$ with $g_5 \in H^2(S, \mathbb{Z})$ satisfying $(g_5, g_5) = 14$. This proves

$$q_F(g) = 6$$

and $2 \mid (g, \alpha)$ for all $\alpha \in H^2(F(X), \mathbb{Z})$, i.e. the divisibility of the Plücker polarization $g$ is two.

According to a criterion of Eichler, any primitive class of the same square, the same divisibility, and the same class in the discriminant group is contained in the same orbit of the action of the orthogonal group of $H^2(S^{[2]}, \mathbb{Z})$.  
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(ii) Let us use the above to show that
\[ H^2(F(X), \mathbb{Z})_{pr} \oplus \mathbb{Z} \cdot g \subset H^2(F(X), \mathbb{Z}) \] (3.5)
is of index three. Since the orthogonal group \( \text{O}(\Lambda) \) acts transitively on the set of all primitive elements of a fixed square in the unimodular lattice \( \Lambda : = H^2(S, \mathbb{Z}) \cong U^{03} \oplus \text{E}_8(-1)^{02} \), see [249, Cor. 14.1.10], we may assume that \( g = 2 \cdot g_S - 5 \cdot \delta \) corresponds to \( 2 \cdot (e + 7 \cdot f) - 5 \cdot \delta \in \Lambda \oplus \mathbb{Z} \cdot \delta \), where \( e, f \) is the standard basis of the first copy of \( U \). Then
\[ H^2(F(X), \mathbb{Z})_{pr} \cong \langle e - 7 \cdot f, 5 \cdot f - \delta \rangle \oplus U^{02} \oplus E_8(-1)^{02} \]
The intersection matrix of the plane \( \langle e - 7 \cdot f, 5 \cdot f - \delta \rangle \) is
\[
\begin{pmatrix}
-14 & 5 \\
5 & -2
\end{pmatrix}
\]
Hence, \( \text{disc}(H^2(F(X), \mathbb{Z})_{pr}) = 3 \) and, therefore, \( \text{disc}(H^2(F(X), \mathbb{Z})_{pr} \oplus \mathbb{Z} \cdot g) = 18 \). Since \( \text{disc}(H^2(F(X), \mathbb{Z})) = \text{disc}(\Lambda \oplus \mathbb{Z} \cdot \delta) = -2 \), we conclude that the index of the inclusion (3.5) is indeed three, cf. [249, Sec. 14.0.2].

Note that the above arguments in particular show that \( g \in H^2(F(X), \mathbb{Z}) \) is primitive. Otherwise the index in (ii) would be bigger or, more directly, because if \( g = n \cdot g' \) for some integer \( n \neq \pm 1 \), then \( n^2 \) would divide \( q_F(g) = 6 \), which is absurd.

We will come back to the quadratic form \( q_F \) at the end of Section 3.4. For now we summarize the situation by the diagram
\[
\begin{array}{ccccccccc}
0 & \longrightarrow & H^2(F(X), \mathbb{Z})_{pr} & \longrightarrow & H^2(F(X), \mathbb{Z}) & \longrightarrow & \mathbb{Z} & \longrightarrow & 0 \\
\cup & & \cup & & \cup & & \cup & & \cup \\
\mathbb{Z} \cdot g & \longrightarrow & \mathbb{Z} & \longrightarrow & 3 \mathbb{Z}.
\end{array}
\] (3.6)

**Remark 3.15.** A smooth hyperplane section \( Y : = X \cap H \) of a smooth cubic fourfold \( X \subset \mathbb{P}^5 \) is a smooth cubic threefold \( Y \subset H \cong \mathbb{P}^4 \) and its intermediate Jacobian \( J(Y) \) is a principally polarized abelian variety of dimension five, see Section 5.2. Varying \( H \), also \( J(Y) \) varies which gives a smooth family \( \pi : J(Y)/U \longrightarrow U : = |\mathcal{O}_X(1)|_{sm} \).

This construction was first studied by Donagi and Markman [163] who in particular showed that \( J(Y)/U \) has a natural holomorphic symplectic structure for which \( \pi \) is a Lagrangian fibration. The natural reflex then was to try to compactify \( J(Y)/U \) to a hyperkähler manifold. This was eventually achieved by Laza, Saccà, and Voisin [314] for general \( X \) and for all smooth \( X \) by Saccà [411]. It turns out that the compactification is of OG10 type, i.e. deformation equivalent to the sporadic example of a hyperkähler manifold in dimension ten constructed by O’Grady [374]. A twisted version was studied by Voisin [484].
Remark 3.16. Let us explain the modular description of a non-degenerate two form \( \sigma \in H^0(F(X), \Omega^2_{F(X)}) \) given by de Jong and Starr [136, Sec. 5]. A more explicit approach goes back to Iliev and Manivel [257, Sec. 2.1].

For a line \( L \subset X \) the normal bundles of the nested inclusions \( L \subset X \subset \mathbb{P} = \mathbb{P}^5 \) sit in the natural short exact sequence

\[
0 \rightarrow N_{L/X} \rightarrow N_{L/P} \rightarrow N_{X/P \mid L} \rightarrow 0 \quad (3.7)
\]

with \( N_{X/P} \cong O_X(3) \). Taking exterior products and twisting with \( O_L(-3) \) produces the short exact sequence

\[
0 \rightarrow \Lambda^3 N_{L/X} \otimes O_L(-3) \rightarrow \Lambda^3 N_{L/P} \otimes O_L(-3) \rightarrow \Lambda^2 N_{L/X} \rightarrow 0,
\]

the boundary map \( \delta \) of which is used to construct a map

\[
\Lambda^2 H^0(L, N_{L/X}) \rightarrow H^0(L, \Lambda^2 N_{L/X}) \rightarrow \delta \rightarrow H^1(L, \Lambda^3 N_{L/X} \otimes O_L(-3)) = k. \quad (3.8)
\]

For the last isomorphism use that the normal bundle is \( N_{L/X} \cong O_L(1) \otimes O_L(1) \) or \( N_{L/X} \cong O_L(1) \otimes O_L(-1) \), see Lemma 2.1.13 or (0.1), and that in both cases \( \Lambda^3 N_{L/X} \otimes O(-3) \cong O_L(-2) \). Note that the boundary map \( \delta \) is always surjective and that for \( L \) of the first type the natural map \( \Lambda^2 H^0(N_{L/X}) \rightarrow H^0(\Lambda^3 N_{L/X}) \) is surjective as well. Composing (3.8) with the canonical isomorphism \( T_{[L]} F(X) \cong H^0(L, N_{L/X}) \), see Proposition 2.1.10, we obtain a two-form at the point \([L] \in F = F(X)\):

\[
\sigma_{[L]} : \Lambda^2 T_{[L]} F \rightarrow k.
\]

Note that for lines of the first type \( \sigma_{[L]} \) is by construction non-zero.

The construction globalizes as follows: First, replace (3.7) by

\[
0 \rightarrow N_{L/F \times X} \rightarrow N_{L/F \times X} \rightarrow q^* O_X(3) \rightarrow 0. \quad (3.9)
\]

Then use the global description of the tangent bundle \( T_F \cong p_* N_{L/F \times X} \), cf. Exercise 2.1.18, and apply Remark 2.3.8 and Exercise 2.3.9 to deduce

\[
\Lambda^3 N_{L/F \times X} \otimes q^* O_X(-3) \cong \Lambda^3 \pi^*(T_F \otimes O_X(-1)) \otimes q^* O_X(-3) \\
\cong \pi^*(\pi^* O_X(1)) \otimes q^* O_X(-3) \cong \pi^* O_X(1) \\
\cong O_F(-2) \otimes p^* O_F(1).
\]

Finally, applying Grothendieck–Verdier duality to \( p : \mathbb{P} \rightarrow F = F(X) \), we obtain a two-form \( \sigma \in H^0(F(X), \Omega^2_{F(X)}) \) as the composition with the boundary map

\[
\Lambda^2 T_F \cong \Lambda^2 p_* N_{L/F \times X} \rightarrow p_* \Lambda^2 N_{L/F \times X} \rightarrow R^1 p_* \otimes O_F(1) \cong O_F
\]

of \( \Lambda^3 \) of (3.9). At each point \([L] \in F(X)\) the construction gives back \( \sigma_{[L]} \) and, because
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σ(ξ) ≠ 0 for every line L of the first type and those do exist by Lemma 2.2.12, σ is certainly not trivial.

As \( F(X) \) is holomorphic symplectic and \( H^0(F(X), \Omega^2_{F(X)}) \) is one-dimensional, σ defines a holomorphic symplectic structure on \( F(X) \). Alternatively, one can use that \( \omega_F \) is trivial and that σ is non-degenerate at the generic point. This in particular proves that \( \sigma(\xi) \) is non-degenerate also for lines \( \xi \) of the second type which is not quite so obvious in the direct description above.

Beware that the above construction does not define a canonical symplectic form \( \sigma \in H^0(F(X), \Omega^2_{F(X)}) \) on \( F(X) \). Indeed, implicitly in the above construction we have used an isomorphism \( \det(T_X) \otimes \mathcal{N}_{X/P}^* \cong \mathcal{O}_X \) or, equivalently, \( \mathcal{N}_{X/P}^\text{reg} \cong \mathcal{O}_X(6) \), which does depend on the choice of an equation in \( H^0(C, \mathcal{O}_3) \) that defines \( X \). Recall that from the Fano correspondence one obtains a canonical isomorphism \( H^{3,1}(X) \cong H^{2,0}(F(X)) \), but that the isomorphism \( H^{3,1}(X) \cong R \cong \mathbb{C} \) in Theorem 3.17 also depends on the choice of a defining equation for \( X \) which is only unique up to scaling.

Later we will describe a more categorical approach to the construction of the symplectic form on \( F(X) \), see Section 7.3.6.

3.3 Global Torelli theorem for cubic fourfolds The global Torelli theorem is a cornerstone result in the theory of smooth cubic fourfolds. It was originally proved by Voisin in [472, 477], see also [255, 327, 499]. The proof we present here was given by Charles [115]. It makes use of the global Torelli theorem for hyperkähler manifolds, Theorem 3.8, and the geometric global Torelli theorem for cubic hypersurfaces, Proposition 2.3.12.

**Theorem 3.17 (Voisin).** Assume \( \zeta : H^4(X, \mathbb{Z}) \longrightarrow H^4(X', \mathbb{Z}) \) is a Hodge isometry between two smooth cubic fourfolds with \( \zeta(h^2_X) = h^2_{X'} \). Then there exists a unique isomorphism \( \phi : X \longrightarrow X' \) with \( \phi_* = \zeta \).

**Proof** From Section 1.2.4 we know that any isometry \( H^4(X, \mathbb{Z}) \cong H^4(X', \mathbb{Z}) \) mapping \( h^2_X \) to \( h^2_{X'} \) can be realized by parallel transport. In other words, there exists a smooth and projective family \( X \longrightarrow C \) of cubic fourfolds over a connected base \( C \) with fibres \( X = \mathcal{X}_1 \) and \( X' = \mathcal{X}_2 \) such that parallel transport from \( \mathcal{X}_1 \) to \( \mathcal{X}_2 \) describes \( \zeta \).

Parallel transport along the induced relative family of Fano varieties \( F(\mathcal{X}/C) \longrightarrow C \) with special fibres \( F(X) = F(\mathcal{X}/C)_1 \) and \( F(X') = F(\mathcal{X}/C)_2 \) defines a bijective map \( \eta : H^2(F(X), \mathbb{Z}) \longrightarrow H^2(F(X'), \mathbb{Z}) \), which is automatically an isometry with respect to the Beauville–Bogomolov–Fujiki pairings \( q_{F(X)} \) and \( q_{F(X')} \).

As the Fano correspondence is purely topological and exists in families, one has a
Moreover, since \( \varphi_X \) and \( \varphi_{X'} \) by construction and \( \zeta \) by assumption are isomorphisms of Hodge structures, also \( \eta \): \( H^2(F(X), \mathbb{Z}) \rightarrow H^2(F(X'), \mathbb{Z}) \) is a Hodge isometry. Furthermore, the Plücker polarizations \( g_X \) and \( g_{X'} \) on \( F(X) \) and \( F(X') \) satisfy \( \varphi_X(h^2_X) = g_X \) and \( \varphi_{X'}(h^2_{X'}) = g_{X'} \), see Lemma 2.5.1.

\[ \begin{array}{ccc}
X & \xrightarrow{\varphi_X} & X' \\
\downarrow \zeta & & \downarrow \varphi_{X'} \\
\frac{F(X)}{C} & \xrightarrow{f} & \frac{F(X')}{C}
\end{array} \]

By assumption \( \zeta(h^2_X) = h^2_{X'} \), and hence \( \eta(g_X) = g_{X'} \). Hence, by Theorem 3.8, \( \eta \) is induced by an isomorphism \( f: F(X) \rightarrow F(X') \) with \( f_* = \eta \). The existence of a unique isomorphism \( \phi: X \rightarrow X' \) inducing \( f, \eta \), and the original \( \zeta \) then follows from the geometric global Torelli theorem, Proposition 2.3.12, see also the comments after its proof and Remark 3.9.

\[ \begin{array}{ccc}
\text{Remark 3.18.} & \text{Note that Voisin’s global Torelli theorem can be rephrased by saying} \\
\text{that two smooth cubic fourfolds} & \text{and only if there exists a Hodge isometry} \\
X \text{ and } X' \text{ are isomorphic if and only if} & H^4(X, \mathbb{Z}) \cong H^4(X', \mathbb{Z}) \text{. Indeed, any such Hodge isometry, possibly} \\
\text{if and only if there exists a} & \text{after changing it by a sign, extends to a Hodge isometry} \\
\text{Hodge isometry} & H^4(X, \mathbb{Z}) \cong H^4(X', \mathbb{Z}) \text{ as above.} \\
\text{Indeed, any such Hodge isometry, possibly} & \text{We will rephrase the result more in the spirit of Theorem 5.4.3 and Remark 5.4.5 in} \\
\text{after changing it by a sign,} & \text{Proposition 4.15 and as the injectivity of the period map in Theorem 6.12.} \\
\text{extends to a Hodge isometry} & \text{Remark 3.9.} \end{array} \]

3.4 Beauville–Donagi: Fano correspondence The following result of Beauville–Donagi [59] can be proved via the isomorphism in Corollary 2.10 for generic Pfaffian cubic fourfolds. However, here we will keep the discussion closer to the one in Section

\[ \begin{array}{ccc}
3.4 & \text{Beauville–Donagi: Fano correspondence} & \text{The following result of Beauville–Donagi [59]} \\
\text{can be proved via the isomorphism in Corollary 2.10 for generic Pfaffian cubic fourfolds. However, here we will keep the discussion closer to the one in Section} & \text{Remark 3.19 below. The parallel transport} \eta \text{ is automatically an isometry.} \\
\text{It is worth pointing out that we are not using that} \varphi \text{ is an (integral Hodge) isometry, which it is only on the primitive part, see Proposition 3.19 below.} & \text{Remark 3.19 below. The parallel transport} \eta \text{ is automatically an isometry.} \\
\end{array} \]
Proposition 3.19 (Beauville–Donagi). The Fano correspondence, cf. Section 2.5, induces an isomorphism of integral Hodge structures

\[ \varphi : H^4(X, \mathbb{Z}) \overset{\sim}{\longrightarrow} H^2(F(X), \mathbb{Z})(-1), \]

which induces a Hodge isometry(!) between their primitive parts:

\[ \varphi : H^4(X, \mathbb{Z})_{pr} \overset{\sim}{\longrightarrow} H^2(F(X), \mathbb{Z})_{pr}(1). \]

Here, \( H^2(F(X), \mathbb{Z})_{pr} \) is endowed with the quadratic form \((\gamma, \gamma')_F := (-1/6) \int_{F} \gamma \cdot \gamma' \cdot g_2^2\).

Proof. We know already that \( \varphi \) induces an injective homomorphism of integral Hodge structures \( H^4(X, \mathbb{Z}) \hookrightarrow H^2(F(X), \mathbb{Z})(-1) \) of finite index, see (0.2). Moreover, the class \( h^2 \in H^4(X, \mathbb{Z}) \) is mapped to the Plücker polarization \( g \in H^2(F(X), \mathbb{Z}) \) and \( \varphi \) sends \( H^4(X, \mathbb{Z})_{pr} \) to \( H^2(F(X), \mathbb{Z})_{pr}(1) \), see Remark 2.5.7. As by Proposition 2.5.5 we have \( (\alpha, \beta) = (\varphi(\alpha), \varphi(\beta))_F \) for primitive classes \( \alpha \) and \( \beta \), it suffices to prove that \((\cdot, \cdot)_F\) is integral on \( H^2(F(X), \mathbb{Z})_{pr} \).

Indeed, the embedding of lattices \( \varphi : H^4(X, \mathbb{Z})_{pr} \hookrightarrow (H^2(F(X), \mathbb{Z})_{pr}, (\cdot, \cdot)_F) \) would then have to be an isomorphism, using that \( \text{disc}(H^4(X, \mathbb{Z})_{pr}) = 3 \) and [249, Sec. 14.0.2]. This proves already (3.11). The reader may want to compare the argument to the discussion in Section 5.3.1.

To prove the integrality of \((\cdot, \cdot)_F\) on \( H^2(F(X), \mathbb{Z})_{pr} \), we may assume that \( X \) is a generic Pfaffian cubic \( X_V \). Then, by virtue of (2.5) in Corollary 2.10 and the induced isomorphism of integral Hodge structures \( H^2(F(X_V), \mathbb{Z}) \cong H^2(S_V^{[2]}, \mathbb{Z}) \), which according to Lemma 2.12 maps \( g \) to \( 2 \cdot g_5 - 5 \cdot \delta \), it suffices to show that for all \( \gamma, \gamma' \in (2 \cdot g_5 - 5 \cdot \delta)^{\text{prim}} \subset H^2(S_V^{[2]}, \mathbb{Z}) \) the integral \( \int_{S_V^{[2]}} \gamma \cdot \gamma' \cdot (2 \cdot g_5 - 5 \cdot \delta)^2 \) is divisible by six. This follows from (3.2), see also the proof of Corollary 3.21 below. As an alternative to the argument used in the above proof, one can use (3.12) below and the explicit description of the lattice provided by the primitive cohomology \( (H^2(F(X), \mathbb{Z})_{pr}, q_F) \), see Remark 3.14.

To prove (3.10), consider the commutative diagram

\[
\begin{array}{ccc}
H^4(X, \mathbb{Z})_{pr} \oplus \mathbb{Z} \cdot h^2 & \overset{\sim}{\longrightarrow} & H^2(F(X), \mathbb{Z})_{pr}(-1) \oplus \mathbb{Z} \cdot g \\
\cap & \cap & \cap \\
H^4(X, \mathbb{Z}) & \overset{\sim}{\longrightarrow} & H^2(F(X), \mathbb{Z})(-1).
\end{array}
\]

The upper horizontal map is an isomorphism of Hodge structures, which is an isometry only on the first summand. We know that the left vertical map is an inclusion of index three and the same is true for the right vertical map by Remark 3.14. Hence, also the lower horizontal map is an isomorphism of Hodge structures (but not an isometry). \( \Box \)
Remark 3.20. The use of Pfaffian cubic fourfolds and their relation to K3 surfaces seems unavoidable. Unlike the case of cubic threefolds, it seems difficult to prove integrality of \((\ldots)\) on \(H^2(F(X), \mathbb{Z})_{\text{pr}}\) just by using the Fano description of \(F(X)\). One could try to follow the idea of Corollary 5.1.20, but \(g^2\) is actually not even divisible by three. Indeed, as according to [78, Prop. 5.6] the quotient of the inclusion \(S^2H^2(F(X), \mathbb{Z}) \subset H^4(F(X), \mathbb{Z})\) is of the form \((\mathbb{Z}/2\mathbb{Z})^{102} \oplus \mathbb{Z}/5\mathbb{Z}\), one would otherwise have that \(g^2 \in S^2H^2(F(X), \mathbb{Z})\) is divisible by three, which it clearly is not.

The difference between cubic threefolds and cubic fourfolds with respect to the divisibility will come up again in Lemma 4.5.

To emphasize the fact that \(F(X)\) is a hyperkähler manifold, let us rephrase the above result in terms of the Beauville–Bogomolov–Fujiki form.

Corollary 3.21. For any smooth cubic fourfold \(X \subset \mathbb{P}^5\), the Fano correspondence induces a Hodge isometry

\[
(H^4(X, \mathbb{Z})_{\text{pr}}, (\ldots)) \simeq (H^2(F(X), \mathbb{Z})_{\text{pr}}(-1), -\varphi_F).
\]

In particular, it defines an isometry of lattices

\[
(H^2(X, \mathbb{Z})_{\text{pr}}, (\ldots)) \simeq (H^{1,1}(F(X), \mathbb{Z})_{\text{pr}}, -\varphi_F) \simeq \text{NS}(F(X))_{\text{pr}}, -\varphi_F.
\]

Furthermore, the inclusion

\[
H^2(F(X), \mathbb{Z})_{\text{pr}} \oplus \mathbb{Z} \cdot g \subset H^2(F(X), \mathbb{Z})
\]

has index three and the two inclusions

\[
H^{2,2}(X, \mathbb{Z})_{\text{pr}} \oplus \mathbb{Z} \cdot h^2 \subset H^{2,2}(X, \mathbb{Z}) \text{ and } H^{1,1}(F(X), \mathbb{Z})_{\text{pr}} \oplus \mathbb{Z} \cdot g \subset H^{1,1}(F(X), \mathbb{Z})
\]

are of the same index.

Recall from Remark 3.14 that there exists an isomorphism of lattices

\[
(H^2(F(X), \mathbb{Z})_{\text{pr}}, \varphi_F) \simeq \left(\begin{array}{cc} -14 & 5 \\ 5 & -2 \end{array}\right) \oplus U^{102} \oplus E_8(-1)^{102}.
\]

Proof. It suffices to show that

\[
\varphi_F(\gamma) = \frac{1}{6} \int_F \gamma^2 \cdot g^2
\]

for all \(\gamma \in H^2(F(X), \mathbb{Z})_{\text{pr}}\).

There are various ways of confirming this. For example, one can use the general fact that \(q_Z\) and the Hodge–Riemann pairing on \(H^2(Z, \mathbb{Z})_{\text{pr}}\) of a hyperkähler manifold \(Z\) differ by a scalar, see Remark 3.5, and then compute this scalar by means of (3.2) combined with \(\int g^4 = 108\) and \(\varphi_F(g) = 6\). Alternatively, the scalar can be determined on a specific example. For instance, below in Example 3.25, (ii), the image \(\gamma := \varphi(\beta)\) of the class...
\( \beta := 4 \cdot h^2 - 3 \cdot \{ \Sigma_r \} \) is the primitive generator \( \pm (5 \cdot g_5 - 14 \cdot \delta) \) of \( (2 \cdot g_5 - 5 \cdot \delta)^+ \subset \mathbb{Z} \cdot g_5 \otimes \mathbb{Z} \cdot \delta \) and hence \( q_F(\gamma) = -42 \) which equals \( (1/6) \int \gamma^2 \cdot g^2 = -(\beta, \beta) = -42 \).

The last assertion follows from \( H^4(X, \mathbb{Z})_{pr} \oplus \mathbb{Z} \cdot h^2 \subset H^4(X, \mathbb{Z}) \) being of index three and (3.10).

Warning: There is no Hodge isometry between \( H^2(F(X), \mathbb{Z}) \) and \( H^4(X, \mathbb{Z})(1) \), but in Corollary 5.21 we will see that \( H^2(F(X), \mathbb{Z}) \) is Hodge isometric to a certain sub-Hodge structure of \( \bar{H}(X, \mathbb{Z}) \) that extends \( H^4(X, \mathbb{Z})_{pr}(1) \).

Remark 3.22. The transcendental lattice \( T(X) \) of a smooth cubic fourfold is defined as the smallest saturated sub-Hodge structure \( T(X) \subset H^4(X, \mathbb{Z}) \) with \( H^1(X) \subset T(X) \otimes \mathbb{C} \). Similarly, the transcendental lattice of the hyperkähler fourfold \( F(X) \) is defined as the smallest saturated sub-Hodge structure \( T(F(X)) \subset H^4(F(X), \mathbb{Z}) \) with \( H^2(F(X)) \subset T(F(X)) \otimes \mathbb{C} \).

Clearly, both transcendental lattices are contained in their respective primitve cohomologies and the Hodge isometry between them restricts to a Hodge isometry

\[
(T(X), (\cdot , \cdot )) = (T(F(X))(-1), -q_F).
\]

3.5 Plücker polarization  We complement the above discussion by the following result which follows more or less directly from what has been explained earlier.

Proposition 3.23. Let \( X \subset \mathbb{P}^5 \) be a smooth cubic fourfold. We view its Fano variety of lines \( F = F(X) \) with the Plücker polarization as a polarized hyperkähler manifold with the Beauville–Bogomolov–Fujiki form \( q_F \).

(i) Then \( (g^3)^{+1} = H^6(F, \mathbb{Z})_{pr} \subset H^6(F, \mathbb{Z}) \) is generated by \( G := (1/36) g^3 \in H^6(F, \mathbb{Z}) \).

(ii) The class \( g^2 \in H^4(F, \mathbb{Z}) \) is indivisible.

(iii) Mapping \( \gamma \in H^2(F, \mathbb{Z}) \) to \( q_F(\gamma) \in H^2(F, \mathbb{Z})^* \cong H^6(F, \mathbb{Z}) \) leads to a short exact sequence

\[
0 \longrightarrow H^2(F, \mathbb{Z}) \xrightarrow{q_F} H^6(F, \mathbb{Z}) \longrightarrow \mathbb{Z}/2\mathbb{Z} \longrightarrow 0.
\]

(iv) The map \( \tilde{q}_F \) satisfies

\[
\tilde{q}_F(g) = (1/18) g^3 = 2 G \quad \text{and} \quad \tilde{q}_F(\gamma) = (1/6) g^2 \cdot \gamma
\]

for all \( \gamma \in H^2(F, \mathbb{Z})_{pr} \).

(v) The map \( \tilde{q}_F \) or, equivalently, multiplication with \( (1/6) g^2 \) induces an isomorphism

\[
\tilde{q}_F = (1/6) g^2 \cdot : H^2(F, \mathbb{Z})_{pr}(-1) \xrightarrow{\sim} H^6(F, \mathbb{Z})_{pr}(1).
\]

The map \( \tilde{q}_F \) corresponds to multiplication with a class in \( H^2(F(X), \mathbb{Z}) \), also called \( \tilde{q}_F \), that will be described in Remark 4.2. A slightly different proof of (i) is given at the
end of Section 4.1 and concerning (ii) we here only prove that $g^2$ is at most divisible by two and use a result only proved later in Proposition 4.1 to exclude two as well.

**Proof**. As $\int_F g^4 = 108$, the class $G$ satisfies $\int_F G \cdot g = 3$ and clearly $\int_F G \cdot \gamma = 0$ for all $\gamma \in H^2(F, \mathbb{Z})_{pr}$. The description (3.6) then shows that $G$ is integral and that there exists a class $\gamma \in H^2(F, \mathbb{Z})$ with $\int_F G \cdot \gamma = 1$. Hence, $G$ is integral and indivisible. This proves (i).

To prove (ii), observe first that $\int_F g^4 = 108$ immediately shows that the only primes that could possibly divide $g^2$ are two and three. In Proposition 4.1 we will show that $\int_{F(Y)} g^2 = 45$, which excludes $g^2$ from being divisible by two. To conclude, we repeat the argument in Remark 3.20: The inclusion $S^2 H^2(F(X), \mathbb{Z}) \subset H^4(F(X), \mathbb{Z})$ has index $2^{3 \cdot 5}$, which follows from combining Example 3.3 with Corollary 2.10. Since $g^2$ is clearly indivisible as a class in $S^2 H^2(F(X), \mathbb{Z})$, it cannot be divisible as a class in $H^4(F(X), \mathbb{Z})$ by any number $\neq 2, 5$. Hence, $g^2 \in H^4(F(X), \mathbb{Z})$ is indivisible.

The description of the abstract lattice $(H^2(F, \mathbb{Z}), q_F)$ as a direct sum of a unimodular lattice and $\mathbb{Z}(-2)$ as in Remark 3.14 immediately shows (iii).

Since $g$ is orthogonal to all $\gamma \in H^2(F, \mathbb{Z})_{pr}$ with respect to both quadratic forms, the Beauville–Bogomolov–Fujiki form $q_F$ and the Hodge–Riemann pairing, we know that $\tilde{q}_F(g) \in \mathbb{Z} \cdot G$, i.e. $\tilde{q}_F(g) = \lambda \cdot g^3$ for some scalar $\lambda$. Then, $\int_F g^4 = 108$ and $q_F(g) = 6$ allow one to compute $\lambda = 1/18$. Now, combining $\int_F \tilde{q}_F(\gamma) \cdot \gamma = q_F(\gamma)$ and (3.2) together with $\int_F g^4 = 108$ and $q_F(g) = 6$, one finds $\tilde{q}_F(\gamma) = (1/6) g^2 \cdot \gamma$ which concludes the proof of (iv).

To prove the last assertion, we consider the commutative diagram

\[
\begin{array}{ccccccccc}
\mathbb{Z} \cdot g & \oplus & H^2(F, \mathbb{Z})_{pr} & \subset & H^2(F, \mathbb{Z}) & \longrightarrow & \mathbb{Z}/3\mathbb{Z} \\
\downarrow \quad (1/18) g^2 & & \downarrow \quad (1/6) g^2 & & \downarrow \\
\mathbb{Z} \cdot G & \oplus & H^4(F, \mathbb{Z})_{pr} & \subset & H^4(F, \mathbb{Z}) & \longrightarrow & B \\
\downarrow & & \downarrow & & \downarrow & & \\
\mathbb{Z}/2\mathbb{Z} & \oplus & A & \longrightarrow & \mathbb{Z}/2\mathbb{Z} & \longrightarrow & 0.
\end{array}
\]

The first three columns and the first two rows are short exact sequences. Hence, $A = 0$ if and only if $B \simeq \mathbb{Z}/3\mathbb{Z}$. Otherwise, $A \simeq \mathbb{Z}/3\mathbb{Z}$ and $B = 0$. Thus, the assertion is equivalent to $B \neq 0$, and, since $\int_F g \cdot G = 3$, it therefore suffices to prove the existence of a class $\beta \in H^6(F, \mathbb{Z})$ with $\int_F g \cdot \beta = 1$. One example of such a class is provided by $\beta = [\mathbb{P}^1]$ for any line $\mathbb{P}^1 \subset \mathbb{P}^n \subset F$ contained in the dual of a plane $\mathbb{P}^2 \simeq \mathbb{P} \subset X$, see Remark 1.6, (ii). Since the assertion is topological, we may reduce to this case.

\[\square\]

**Remark 3.24.** We refrain from entering here the topic of Chow groups and Chow mo-
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tives of cubic fourfolds and their Fano varieties of lines. Here are just a few facts and pointers to the literature, see Section 7.4 for more comments.

(i) As explained in Section 2.5.5, the Fano correspondence also works on the level of Chow groups and even for motives. Bolognesi and Pedrini [79] showed that this leads to isomorphisms

$$\text{CH}^3(X)_{\text{alg}} \otimes \mathbb{Q} \cong \text{CH}^3(X)_{\text{hom}} \otimes \mathbb{Q} \cong \text{CH}^2(F(X))_{\text{hom}} \otimes \mathbb{Q},$$

which is the analogue of Corollary 5.3.16. On the level of rational Chow motives this corresponds to

$$h(X)^{\text{tr}} \cong h^2(F(X))^{\text{tr}}(1).$$

Here, $h(X)^{\text{tr}}$ is the transcendental motive of $X$ with $h(X)^{\text{tr}} = h(X)^{\text{tr}} \oplus \mathbb{Q}(-2)^{\rho_{-1}}$, where $\rho := \text{rk}(H^{2,2}(X, \mathbb{Z}))$. Note that the isomorphism between the Chow motives in particular shows that $h(X)$ is finite-dimensional if and only if $h(F(X))$ is finite-dimensional. This is true in arbitrary dimension, see Section 2.4.2.

(ii) The Chow ring and the Chow motive of the hyperkähler fourfold $F(X)$ have been studied intensively. Since the Fano varieties $F(X)$ are more accessible than general hyperkähler varieties, they have served as a good testing ground for general conjectures on the structure of the Chow ring. We refer to the work of Fu, Laterveer, Shen, and Vial [183, 429] for results in this direction and further references. The motive $h(F(X))$ for special cubic fourfolds has been studied Bülls [100] and by Laterveer [307, 308].

3.6 Néron–Severi for Picard rank two  
The reformulation of Proposition 3.19 as Corollary 3.21 allows one to compute the Néron–Severi lattice of the Fano variety of lines of the very general cubic fourfold containing a plane and of the very general Pfaffian cubic fourfold.

Example 3.25. (i) According to Lemma 1.1, the lattice $H^{2,2}(X, \mathbb{Z})$ of the very general cubic containing a plane $\mathbb{P}^2 \subset X \subset \mathbb{P}^5$ is $K_8$. The matrix (1.1) describes the intersection product with respect to the basis $h^2, [P] \in H^{2,2}(X, \mathbb{Z})$.

The primitive part $H^{2,2}(X, \mathbb{Z})_{\text{pr}}$ is spanned by the class $\beta := h^2 - 3 \cdot [P]$, which satisfies $(\beta \beta) = 24$. For $\gamma := \varphi(\beta)$, which spans $H^{1,1}(F(X), \mathbb{Z})_{\text{pr}}$, one then has $q_F(\gamma) = -24$. The inclusion $\mathbb{Z} \cdot g \oplus \mathbb{Z} \cdot \gamma \subset H^{1,1}(F(X), \mathbb{Z})$ is of index three.

Moreover, the intersection matrix of $(H^{1,1}(F(X), \mathbb{Z}), q_F)$ with respect to the basis $g$ and $[F_P] = \varphi([P]) = (1/3)(g - \gamma)$ is

$$\left(\begin{array}{cc}
6 & 2 \\
2 & -2
\end{array}\right)$$

and hence $\text{disc} = -16$. Note that $q_F([F_P]) = -2$ implies that $[F_P]$ is not ample. As a
consequence of the above, certain intersection numbers can be determined. For example, \((|F_P|^2)=\int_{|}\text{[F}_{P}]^4=3\cdot q_{F}(|F_{P}|)^2=12\). Also, \((|F_P|^2,[P])=9\), using \(\mathcal{O}(F_F)(\mathcal{O})\), see Exercise 1.8.

(ii) The computation for the very general Pfaffian cubic fourfold is similar: By Corollary 2.21 and Remark 2.24, \(H^{2,2}(X,\mathbb{Z})\) is in this case spanned by \(h^2\) and \([\Sigma]\) with intersection form \(K_{\Sigma}^2\). The primitive part \(H^{2,2}(X,\mathbb{Z})_{\text{pr}}\) is generated by \(\beta:=4\cdot h^2-3\cdot [\Sigma]\) for which \((\beta,\beta)=42\). Its image \(\gamma:=\varphi(\beta)\) then satisfies \(q_{F}(\gamma)=-42\). Again, the inclusion \(\mathbb{Z}\cdot g \oplus \mathbb{Z}\cdot \gamma \subset H^{1,1}(F(X),\mathbb{Z})\) is of index three and the intersection matrix of \((H^{1,1}(F(X),\mathbb{Z}),q_{F})\) with respect to \(g\) and \(\varphi([\Sigma])\) is \((1/3)(4\cdot g-\gamma)\) is

\[
\begin{pmatrix}
6 & 8 \\
8 & 6
\end{pmatrix}
\] (3.14)

with \(\text{disc}=-28\). In this case, one could alternatively use \(F(X)\approx S^{[2]}\) for a K3 surface of degree 14 and Picard rank one and compute the pairing with respect to \(g_{\Sigma}\) and \(\delta\), cf. Example 3.6, as

\[
\begin{pmatrix}
14 & 0 \\
0 & -2
\end{pmatrix}
\]

which of course also has \(\text{disc}=-28\). To see that these two descriptions are equivalent recall that \(g=2\cdot g_{\Sigma}-5\cdot \delta\), see Lemma 2.12.

Similarly to (i), it should be interesting to compare the square of the class \(\varphi([\Sigma])\) in \(H^{2,2}(F(X),\mathbb{Z})\) with the class of a natural surface in \(F(X)\) associated with the situation.

The previous two examples are generalized by the following result the proof of which is more natural in the context of Section 5.2, cf. Remark 5.4.

**Proposition 3.26.** Assume that the Fano variety \(F(X)\) of a smooth cubic fourfold \(X\) has Picard rank two and let \(\gamma\in H^{1,1}(F(X),\mathbb{Z})_{\text{pr}}\) be a generator of its primitive part. Then the discriminant \(\text{disc}=-2d\) of \(\text{NS}(F(X))\) with respect to \(q_{F}\) is even and one of the two conditions holds true:

(i) \(\mathbb{Z}\cdot g \oplus \mathbb{Z}\cdot \gamma = H^{1,1}(F(X),\mathbb{Z}), d \equiv 0 (6), \) and \(q_{F}(\gamma)=-d/3\) or

(ii) \(\mathbb{Z}\cdot g \oplus \mathbb{Z}\cdot \gamma \subset H^{1,1}(F(X),\mathbb{Z})\) is of index three, \(d \equiv 2 (6), \) and \(q_{F}(\gamma)=-3d\).

Furthermore, the isomorphism type of the lattice \(\text{NS}(F(X))\) only depends on \(d\).

The two cases in Example 3.25 correspond to \(d=8\) and \(d=14\), both covered by (ii).

**3.7 Excluding** \(d=2\) **and** \(d=6\) In the following two remarks we will indicate how the general theory of hyperkähler manifolds of \(K3^{[2]}\)-type allows one to exclude the cases \(d=6\) and \(d=2\) in Proposition 3.26.

The case \(d=6\) is rather easy to exclude, while the case \(d=2\) is surprisingly difficult to rule out. It was originally dealt with independently by Laza [312] and Looijenga...
Remark 3.27. The main input to exclude \( d = 6 \) occurring in Proposition 3.26 is the following fact, see [338, Thm. 1.11]: If \( Z \) is a hyperkähler fourfold that is deformation equivalent to the Hilbert square \( S^{[2]} \) of a K3 surface and \( \alpha \in H^{1,1}(Z, \mathbb{Z}) \) satisfies \( q(\alpha) = -2 \), then \( \alpha \) or \(-\alpha\) is effective.\(^{12}\)

Taking this result for granted, the case \( d = 6 \), which would fall into (i) in Proposition 3.26, is excluded by observing that in this case \( \gamma \) would be such a \((-2)\)-class and, therefore, \( \gamma \) or \(-\gamma\) would be effective. However, the ample class \( g \) is orthogonal to \( \gamma \), which leads to a contradiction. In other words, the primitive algebraic cohomology \( H^{1,1}(F(X), \mathbb{Z})_{pr} \) does not contain any \((-2)\)-class, see also the proof of Corollary 4.16.

The reader may want to compare the situation to the discussion in Section 1.4, where it was explained how the case \( d = 6 \) is related to cubic fourfolds \( X \) with a single ordinary double point. In this case, the Fano variety \( F(X) \) is singular along a K3 surface \( S \subset F(X) \). For generic \( X \), the blow-up \( \text{Bl}_S(F(X)) \) is a hyperkähler fourfold, isomorphic to \( S^{[2]} \) by Proposition 1.28, and the class \( \pm \gamma \) above corresponds to the exceptional divisor of the blow-up \( \text{Bl}_S(F(X)) \longrightarrow F(X) \), which is indeed orthogonal to the pull-back of the Plücker polarization with respect to the pairing \( q \) on the blow-up.

Remark 3.28. Let us now show that there are no smooth cubic fourfolds \( X \subset \mathbb{P}^5 \) realizing \( d = 2 \) in Proposition 3.26.

Suppose \( X \subset \mathbb{P}^5 \) is a smooth cubic fourfold for which there exists a primitive class \( \gamma \in H^{1,1}(F(X), \mathbb{Z})_{pr} \) with \( q_F(\gamma) = -6 \). After passing to a generic deformation of \( X \) that leaves \( \gamma \) of type \((1,1)\), we may assume that there are no further primitive integral \((1,1)\)-classes, i.e. \( \langle g, \gamma \rangle^+ \subset H^2(F(X), \mathbb{Z}) \) is the transcendental lattice of \( F(X) \), which up to Tate twist is Hodge isometric to the transcendental lattice of \( X \).

From the lattice theory to be discussed in Section 5.2, see Proposition 5.10, one deduces that there exists a polarized K3 surface \((S, L)\) of degree two and a Hodge isometry \( H^2(S, \mathbb{Z})_{pr} = \langle g, \gamma \rangle^+ \subset H^2(F(X), \mathbb{Z}) \). Identifying \( H^2(S, \mathbb{Z})_{pr} \) with the transcendental lattice of the Hilbert scheme \( S^{[2]} \) and using the existence of the hyperbolic plane \((H^0 \oplus H^4)(S, \mathbb{Z}) \subset \check{H}(S, \mathbb{Z})\), the Hodge isometry for the primitive cohomology can be extended to a Hodge isometry \( \check{H}(S, \mathbb{Z}) \cong \check{H}(X, \mathbb{Z}) \), cf. Corollary 5.18. Furthermore, as shown by Addington, see Corollary 5.18, it can be chosen to map \((1, 0, -1) \) to \( \nu(\lambda_1) \) and,

\(^{12}\) Note that the Riemann–Roch formula \((4.4)\) for the line bundle \( L \) with \( c_1(L) = 0 \) shows \( \chi(F(X), L) = 1 \), which suggests that \( \ell^4(L) \neq 0 \) or \( \ell^4(L^\vee) = \ell^4(L) = 0 \) if only \( \ell^2(L) \) could be shown to be zero. The actual proof first verifies the result for Hilbert schemes of K3 surfaces or, more generally, moduli spaces of sheaves on K3 surfaces and then uses the density of those in the space of deformations of the pair \((\mathcal{Z}, \mathcal{L})\).
therefore, induces a Hodge isometry
\[ H^2(S^{[2]}, \mathbb{Z}) \cong (1, 0, -1)^t \cong \nu(A_1)^t \cong H^2(F(X), \mathbb{Z}). \]

By Markman’s polarized global Torelli theorem [337, Thm. 9.8] this then is induced (up to a sign) by a birational map \( F(X) \sim S^{[2]} \).

Recall that \( NS(S^{[2]}) \cong \mathbb{Z} \cdot L \oplus \mathbb{Z} \cdot \delta \), where \( L \) denotes the polarization \( L \) on \( S \) as well as its symmetric square on \( S^{[2]} \) and \( 2 \cdot \delta \) is the class of the exceptional divisor of the Hilbert–Chow morphism \( S^{[2]} \rightarrow S^{(2)} \), see Example 3.6. Viewing \( g, \gamma \in NS(F(X)) \) as elements in \( NS(S^{[2]}) \) and using \( q(g, \delta) > 0 \) and \( q(g, L) > 0 \), as \( L \) and \( \delta \) are effective and \( g \) is ample on \( F(X) \), a computation reveals that \( g = 2 \cdot L - \delta \) and, up to changing \( \gamma \) by a sign, \( \gamma = L - 2 \cdot \delta \). Note that this in particular confirms the assertion in Proposition 3.26 that \( \mathbb{Z} \cdot g \oplus \mathbb{Z} \cdot \gamma \subset NS(F(X)) \) is of index three.

The closure of the ample cone of \( S^{[2]} \) has been completely described by Rieß [402]: It is spanned by \( L \), which is the pull-back of an ample line bundle on \( S^{(2)} \), and the class \( 3 \cdot L - 2 \cdot \delta \). In particular, \( g \) is contained in the ample cone of \( S^{[2]} \), from which one deduces that the birational map is actually an isomorphism \( F(X) \cong S^{[2]} \). As an aside, the only other smooth birational model of \( S^{[2]} \) is constructed by Mukai flopping the \( \mathbb{P}^2 \hookrightarrow S^{[2]} \), obtained from the double cover \( S \rightarrow \mathbb{P}^2 \). Furthermore, the class \( 3 \cdot L - 2 \cdot \delta \) spans the wall between their ample cones, i.e. \( 3 \cdot L - 2 \cdot \delta \) is of degree zero on the lines in \( \mathbb{P}^2 \). Moreover, according to [402, Thm. 6.1], the line bundle \( g = 2 \cdot L - \delta \) (which corresponds to \( H + L \) in the notation there) contains \( \mathbb{P}^2 \) in its base locus. This contradicts the very ampleness of the Plücker polarization.

### 3.8 Integral cohomology of a cubic and its Fano variety

Let us comment further on the (integral) Hodge conjecture for \( X \) and \( F(X) \), cf. Section 0.1. According to [476, Thm. 18] or [480, Thm. 1.4], the integral Hodge conjecture holds for \( H^4(X, \mathbb{Z}) \). Voisin’s proof is a refinement of [501]. Macrì and Stellari [333, Prop. 5.17] provide a proof relying on derived categories and Mongardi and Ottem [354] use hyperkähler geometry, see Remark 3.30. The following immediate consequence of Proposition 3.19 is a weaker version.

**Corollary 3.29.** If \( \alpha \in H^{2,2}(X, \mathbb{Z})_{hp} \), then \( 6 \cdot \alpha \) is algebraic, i.e. \( 6 \cdot \alpha \) is an integral linear combination \( \sum n_i[Z_i] \) of algebraic cycles \( Z_i \subset X \). Furthermore, for any not necessarily primitive class \( \alpha \in H^{2,2}(X, \mathbb{Z}) \), the class \( 18 \cdot \alpha \) is algebraic. In particular, the rational Hodge conjecture holds for any smooth cubic fourfold \( X \).

**Proof** Compare the following to the arguments in Section 0.2, (v).\(^13\)

Let \( \psi \colon H^6(F(X), \mathbb{Z})_{hp}(1) \rightarrow H^6(X, \mathbb{Z})_{hp} \) be the isomorphism of integral Hodge structures induced by the dual Fano correspondence. We want to compose \( \psi \) with the cor-

\(^{13}\) Thanks to A. Auel for discussions concerning these arguments.
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response \( \tilde{q}_F = (1/6)g^2 : H^2(F(X), \mathbb{Z})_{pr}(-1) \xrightarrow{\sim} H^6(F(X), \mathbb{Z})_{pr}(1) \), see Proposition 3.23. Note that the class class (1/6)\( g^2 \) itself is not integral, in fact, as we have seen before, \( g^2 \) is not divisible at all. We obtain an isomorphism of Hodge structures

\[
H^2(F(X), \mathbb{Z})_{pr}(-1) \xrightarrow{(1/6)g^2} H^6(F(X), \mathbb{Z})_{pr}(1) \xrightarrow{\sim} H^4(X, \mathbb{Z})_{pr}.
\]

According to the Lefschetz (1, 1)-theorem, any class \( \beta \in H^{1,1}(F(X), \mathbb{Z}) \) is algebraic. As \( g^2 \) and the dual Fano correspondence \( \phi \) are both algebraic, this shows that \( 6 \cdot \alpha \) is indeed algebraic for any \( \alpha \in H^{2,2}(X, \mathbb{Z})_{pr} \).

To extend the result to non-primitive classes, observe that any \( \alpha \in H^4(X, \mathbb{Z}) \) can be written as \( \alpha = \lambda \cdot \alpha' + \mu \cdot h^2 \) with \( 3 \lambda, 3 \mu \in \mathbb{Z} \) and \( \alpha' \in H^4(X, \mathbb{Z})_{pr} \). \( \square \)

**Remark 3.30.** Mongardi and Ottem [354] show that the integral Hodge conjecture holds for curve classes on hyperkähler manifolds of K3\( ^{[n]} \)-type. Thus, it holds, in particular, for \( H^6(F(X), \mathbb{Z}) \), i.e. all classes in \( H^{3,3}(F(X), \mathbb{Z}) \) are integral linear combination of curve classes.

The isomorphism of Hodge structures provided by the dual Fano correspondence \( H^6(F(X), \mathbb{Z}) \xrightarrow{\sim} H^4(X, \mathbb{Z}) \) then implies the integral Hodge conjecture for the middle cohomology \( H^4(X, \mathbb{Z}) \) of the cubic fourfold as in the above proof.

4 Geometry of the very general Fano variety

The Fano variety of lines \( F(X) \) has a rich and interesting geometry. It has been studied widely, not only because its geometry sheds light on the cubic \( X \) but also because the family of all \( F(X) \) of smooth cubic fourfolds \( X \) is one of the very few families of polarized hyperkähler manifolds of maximal dimension that can be described and studied explicitly.

We will study divisors, surfaces and curves in the Fano variety \( F(X) \) of lines on the very general cubic \( X \). More specific cases, e.g. for \( X \) containing a plane or for \( X \) being Pfaffian, have been discussed already in Sections 1 and 2 and in Exercise 3.25. Cubics on the other end of the spectrum, namely those for which \( H^{2,2}(X, \mathbb{Z}) \) is of maximal rank 21 or, equivalently, for which the Fano variety has maximal Picard number 21, have been addressed by Laza [313].

4.1 Algebraic cohomology of the very general Fano variety

We begin with a complete description of the algebraic part of \( H^*(F(X), \mathbb{Z}) \) for the very general cubic fourfold and we shall start with classes of degree two. Here,

\[
H^{1,1}(F(X), \mathbb{Z}) \cong \text{NS}(F(X)) \cong \mathbb{Z} \cdot g
\]
is spanned by the Plücker polarization $g = -c_1(S_F)$, see (v), Section 0.2. In addition, the ample generator $g$ satisfies

$$\int_F g^4 = 108 \text{ and } q_F(g) = 6.$$  

We remarked already, that the last equality can also be used to show that $g$ is not divisible any further, see the comments after Remark 3.14.

It turns out that in degree four, the algebraic part $H^{2,2}(F(X), \mathbb{Z})$ is of rank two and there are quite a few classes that come to mind, for example

$$g^2 = c_1(S_F)^2, \ c_2(S_F), \ c_2(T_F), \ [F(Y)], \ [F_2(X)], \ \varphi(h^3), \text{ and } [F_L]. \quad (4.1)$$

Here, $F(Y) \subset F(X)$ is the Fano surface of a generic hyperplane section $Y := X \cap \mathbb{P}^4$, see Section 4.3 for more on $F(Y)$, and

$$F_L := \{ [L'] \mid L \cap L' \neq \emptyset \} = p(q^{-1}(L))$$

is the surface of all lines intersecting a given (generic) line $L \subset X$. Note that unlike the case of cubic threefolds, the fibres $q^{-1}(x)$ are all connected and, therefore, $F_L$ can indeed be defined directly in this way and not as the closure of the set of all lines $L' \neq L$ intersecting $L$, cf. Section 5.1.2. For more on the geometry of $F_L$, see Section 4.5.

The next result is a combination of various results one finds in the literature notably in [428].

**Proposition 4.1.** Let $X \subset \mathbb{P}^5$ be a very general cubic fourfold and $F = F(X)$ its Fano variety of lines.

(i) The cohomology $H^{2,2}(F(X), \mathbb{Z})$ is of rank two and the classes (4.1) satisfy\(^{14}\)

$$[F_2(X)] = 5 \cdot (g^2 - c_2(S_F)), \quad [F(Y)] = c_2(S_F),$$

$$c_2(T_F) = 5 \cdot g^2 - 8 \cdot c_2(S_F), \quad 3 \cdot [F_L] = \varphi(h^3),$$

and $\varphi(h^3) = g^2 - c_2(S_F) = (1/8) \cdot (c_2(T_F) + 3 \cdot g^2)$.

(ii) The intersection numbers between (some of) these classes are\(^{15}\)

$$( [F(Y)], [F_2(X)] = (c_2(S_F), c_2(S_F)) = 27, \quad (g^2, g^2) = \deg(F(X)) = 108,$$

$$(c_2(S_F), g^2) = ([F(Y)], g^2) = \deg(F(Y)) = 45, \quad ([F_L], g^2) = \deg(F_L) = 21,$$

$$( [F_2(X)], g^2) = 315, \quad ([F_2(X)], [F_2(X)]) = 1125, \quad \text{and } (c_2(T_F), c_2(T_F)) = 828.$$  

\(^{14}\) All formulae not involving $F_L$ actually hold in $\text{CH}^2(F(X))$.

\(^{15}\) There are various numerical coincidences to be observed, not all of which have a clear geometric interpretation. Firstly, why is $e(X) = 27$ the number of lines on a cubic surface? Further, $4 \cdot c_1(S)^2 - c_2(S)^2 = 0$ or, equivalently, $\left(2 \cdot c_2(S) - c_1(S)^2\right) \cdot \left(2 \cdot c_2(S) + c_1(S)^2\right) = 0$. Also, $e(F(X)) = 12 \cdot e(X) = 12 \cdot 27$ or, essentially equivalent, $e(L) = 24 \cdot e(X) = e(K3) \cdot e(X)$.
Furthermore, the two classes \([F_L]\) and \(c_2(S_F)\) with the intersection matrix

\[
\begin{bmatrix}
5 & 6 \\
6 & 27
\end{bmatrix}
\]

provide an integral basis of \(H^{2,2}(F(X), \mathbb{Z})\).

**Proof** To prove that \(H^{2,2}(F(X), \mathbb{Q})\) is of dimension two, we use that cup product defines an isomorphism \(S^2H^2(F(X), \mathbb{Q}) \xrightarrow{\sim} H^4(F(X), \mathbb{Q})\) of Hodge structures, which can either be verified by using (iii) in Section 0.2 or by exploiting the fact that \(X\) is homeomorphic to the Hilbert scheme \(S^{[2]}\) of a K3 surface, cf. Corollary 3.11, for which the result is known classically, see Example 3.3. In any case, decomposing

\[H^2(F(X), \mathbb{Q}) \simeq \text{NS}(F(X))_{\mathbb{Q}} \oplus T(F(X))_{\mathbb{Q}},\]

where the transcendental part \(T(F(X))_{\mathbb{Q}}\) is the \(q_F\)-orthogonal complement of the algebraic part \(\text{NS}(F(X))_{\mathbb{Q}} \simeq H^{1,1}(F(X), \mathbb{Q})\), and taking the symmetric square defines a decomposition

\[H^2(F(X), \mathbb{Q}) \simeq S^2H^2(F(X), \mathbb{Q}) \simeq S^2\text{NS}_{\mathbb{Q}} \oplus (\text{NS}_{\mathbb{Q}} \otimes T_{\mathbb{Q}}) \otimes S^2T_{\mathbb{Q}},\]

(4.2)

As \(\rho(F(X)) = 1\) for the very general cubic \(X\), the first summand, which is contained in \(H^{2,2}(F(X), \mathbb{Q})\), is one-dimensional. The second summand, which is a Tate twist of \(T_{\mathbb{Q}}\), does not contain any non-trivial \((2, 2)\)-class. Finally, \(S^2(T_{\mathbb{Q}})\) is isomorphic to a Tate twist of \(S^2H^2(X, \mathbb{Q})_{\mathbb{R}}\) which contains only one algebraic class up to scaling, see Remark 1.2.13.

The proof of the first equality computing the class of \(F_3(X)\) follows arguments of Amerik [18, Sec. 3]: As in Remark 2.2.11, we think of \(F_3(X)\) as the locus \(M_2(\psi)\) with \(\psi: Q_F \longrightarrow S^2(S'_F)\). Then the classical Porteous formula, cf. [174, Thm. 12.4] or [187, Thm. 14.4], shows \([F_3(X)] = \gamma^2_2 - \gamma_1\) for \(1 + \gamma_1 \cdot t + \gamma_2 \cdot t^2 = c_2(S_3(S'_F)) \cdot c_2(Q_F)^{-1}\). A standard computation, using the splitting principle, then proves the assertion.

The argument to prove the second equality is similar to the one in Section 5.2.1 showing \(e(F(Y)) = \int c_2(F(Y)) = 27 = [F(Y \cap P^3)]\). Indeed, if \(Y \subset X \subset P^3 = \mathbb{P}(V)\) is cut out by a section \(s \in H^0(P^3, O(1)) \simeq V^*\), then the zero set of the image \(s\) of \(s\) under the natural map \(V^* \longrightarrow H^0(F(X), S'_F)\) is \(F(Y) \subset F(X)\). To conclude, use \(c_2(S'_F) = c_2(S_F)\).

For the computation of \(c_2(T_F)\) see Exercise 2.3.2. The argument to compute \([F_L]\) has been explained already in Remark 2.5.2 and again in the proof of Lemma 5.1.14. For fourfolds this is a result of Voisin [472, Sec. 4]: First, observe that \([F_L]\) is independent of the choice of the (generic) line \(L\). Then, by Proposition 1.5.3, there exists a plane \(P^2 \subset P^3\) with \(X \cap P^2 = L_1 \cup L_2 \cup L_3\). This implies (in cohomology!)

\[\varphi(h^3) = [p(q^{-1}(X \cap P^2))] = [F_{L_1}] + [F_{L_2}] + [F_{L_3}] = 3 \cdot [F_L],\]

The last equality expressing \(\varphi(h^3)\) is the content of Exercise 2.5.3.
Of the claimed intersection numbers, only the first one needs a proof, all the others are then obtained by straightforward computations. We exploit the fact that the restriction of $S$ to $F(Y) \subset F(X)$ is isomorphic to the tangent bundle, see Proposition 5.2.2. Hence,

$$([F(Y)], [F(Y)]) = ([F(Y)], c_2(S_F)) = \int_{F(Y)} c_2(T_{F(Y)}) = e(F(Y)) = 27.$$  

Equivalently, one can compute $([F(Y)], [F(Y)])$ as the intersection number $[F(Y_1) \cap F(Y_2)]$ for two generic hyperplane sections $Y_i \subset X$, which is the number of lines in the cubic surface $Y_1 \cap Y_2$. Alternatively, one could start with proving the last equality first by using that $(c_2, c_2) = 828$ for $S^{[2]}$ and the fact that $F(X)$ is deformation equivalent to $S^{[2]}$.

For the last part, we observe that

$$([F_L], [F_L]) = 5 \text{ and } (c_2(S_F), [F_L]) = 6.$$  

As the discriminant of the intersection matrix is 99, the lattice $\mathbb{Z} \cdot [F_L] \oplus \mathbb{Z} \cdot c_2(S_F) \subset H^4(F(X), \mathbb{Z})$ either equals $H^{2,2}(F(X), \mathbb{Z})$ or is a sublattice of index three. In both cases, all classes $\alpha \in H^{2,2}(F(X), \mathbb{Z})$ are of the form $\alpha = (1/3)(a \cdot [F_L] + b \cdot c_2(S_F)) \in H^{2,2}(F(X), \mathbb{Z})$ with $a, b \in \mathbb{Z}$. Intersecting with $[F_L]$ gives $(5/3)a + 2b = (a, [F_L]) \in \mathbb{Z}$ and, therefore, $3 \mid a$ and then also $3 \mid b$, which excludes the index three option.

The description of $H^{2,2}(F(X), \mathbb{Z})$ was given by Shen [428, Thm. 5.5], where it is also pointed out that it implies the integral Hodge conjecture for the Fano variety of lines of the very general cubic fourfold.

**Remark 4.2.** There is one other natural class in $H^{2,2}(F(X), \mathbb{Z})$, provided by the interpretation of $F(X)$ as a hyperkähler fourfold: The Beauville–Bogomolov–Fujiki form $q_F$ determines a class $\tilde{q}_F \in H^{2,2}(F(X), \mathbb{Q})$ such that $q_F(\alpha) = \int_F \alpha^2 \cdot \tilde{q}_F$ for all $\alpha \in H^2(F(X), \mathbb{Z})$. Clearly, multiplication with this class is nothing but the map $\tilde{q}_F$ in Proposition 3.2.3. It turns out that $\langle \tilde{q}_F, \tilde{q}_F \rangle = 23/25$ and more precisely

$$\tilde{q}_F = (1/30) \cdot c_2(T_F),$$

which can be proved as follows: First, for the very general deformation $F'$ of $F(X)$ as a hyperkähler manifold, $H^{2,2}(F', \mathbb{Q})$ is one-dimensional, which shows $\tilde{q}_{F'} = \lambda \cdot c_2(T_{F'})$ for some scalar $\lambda$. Next consider a deformation of $F(X)$ of the form $S^{[2]}$ with $(S, L)$ a general polarized K3 surface of degree two. Then $h^0(S, L) = 3$ and the associated line bundle $L^{[2]}$ on $S^{[2]}$ and its first Chern class $\ell$ satisfy $h^0(S^{[2]}, L^{[2]}) = 6$ and $q(\ell) = (L, L) = 2$. On the other hand, the Hirzebruch–Riemann–Roch formula gives

$$6 = h^0(S^{[2]}, L^{[2]}) = \chi(S^{[2]}, L^{[2]}) = 3 + (1/24) \int_{S^{[2]}} \ell^2 \cdot c_2(T) + (1/24) \int_{S^{[2]}} \ell^4.$$  

The vanishing of the higher cohomology is a consequence of Kawamata–Viehweg vanishing applied to the big and nef line bundle $L^{[2]}$. As the Fujiki constant is known for
for all $\alpha \in H^3(F(X), \mathbb{Z})$, the last integral is $\int \ell^4 = 3 \cdot q(\ell)^2 = 12$. Altogether, this proves $\int \ell^2 \cdot c_2(T_F) = 60 = 30 \cdot q(\ell) = 30 \cdot \int \ell^2 \cdot \tilde{q}$ and, therefore, $c_2(T_F) = 30 \cdot \tilde{q}_F$.

For cubic threefolds we know that $(1/6) \cdot (\gamma, \gamma')_{F(Y)} = (1/2) \int_{F(Y)} [C_L] \cdot \gamma' \gamma'$, see Section 5.3.1. The following consequence should be seen as the analogue of this equation for cubic fourfolds.

**Corollary 4.3.** For all primitive classes $\alpha \in H^2(F(X), \mathbb{Z})$ of the Beauville–Bogomolov–Fujiki form $q_F$ of the Fano variety of lines $F = F(X)$ satisfies

$$q_F(\alpha) = (1/6) \int_F \alpha^2 \cdot g^2 = (1/2) \int_F [F_L] \cdot \alpha^2.$$  

**Proof** From Proposition 4.1 and Remark 4.2 we deduce

$$\tilde{q}_F = (1/30) \cdot c_2(T_F) = (1/2) \cdot [F_L] - (1/10) \cdot c_2(S_F),$$

which proves $q_F(\alpha) = (1/2) \int [F_L] \cdot \alpha^2 - (1/10) \int c_2(S_F) \cdot \alpha^2$ for all $\alpha \in H^2(F, \mathbb{Z})$. Then, restricting to primitive classes $\alpha$ and using $c_2(S_F) = [F(Y)]$, Lemma 4.5 below and (3.12) in the proof of Corollary 3.21 allow us to conclude.

It remains to describe algebraic classes in degree six, i.e. classes in $H^{3,3}(F(X), \mathbb{Z})$. Clearly, by Poincaré duality, the space is of rank one for general $X$ and it contains $g^3$. However, $g^3$ is not the generator. Instead we have

$$H^{3,3}(F(X), \mathbb{Z}) = \mathbb{Z} \cdot (1/36) g^3,$$

which we proved already in Proposition 3.23. Here is an alternative argument for this assertion. Differentiating the equation $\int_F (g + t \cdot \alpha)^4 = 3 \cdot q_F(g + t \cdot \alpha)^2$, see Corollary 3.11, at $t = 0$ shows $4 \cdot \int_F g^3 \cdot \alpha = 12 \cdot q_F(g) \cdot q_F(g, \alpha)$ and, therefore,

$$\int_F g^3 \cdot \alpha = 18 \cdot q_F(g, \alpha)$$

for all $\alpha \in H^2(F(X), \mathbb{Z})$. As $q_F$ is an integral quadratic form on $H^2(F(X), \mathbb{Z})$, Poincaré duality implies that $g^3$ is divisible by 18. On the other hand, using the description of $H^3(S^2, \mathbb{Z})$ in Remark 3.6 and Lemma 2.12, we know that $q_F(g, \alpha)$ is even for all $\alpha \in H^2(F(X), \mathbb{Z})$ and that there exists a class $\alpha$ with $q_F(g, \alpha) = 2$. Thus, $g^3$ is actually divisible by 36 but not any further. The class $G = g^3/36$ is called the minimal curve class, see Section 4.6 for more on $G$ and $2G$.

**4.2 Some explicit realizations** We want to look at some of the subvarieties realizing the classes above and start with divisors.

The Plücker polarization $g$ is the first Chern class of the very ample line bundle $O_F(1)$ induced by the Plücker embedding $F(X) \hookrightarrow \mathbb{P}(\mathbb{F}^3 X)$. According to Lemma 2.5.1, it can also be described as the image $\varphi(h^2)$ of the class $h^2 \in H^{2,2}(X, \mathbb{Z})$ under the Fano
correspondence. Moreover, any actual linear intersection \( X \cap \mathbb{P}^3 \) induces an element in the linear system \(|\mathcal{O}_F(1)|\). As \( \dim(\mathbb{G}(3, \mathbb{P}(V))) = 8 \), one describes in this way an eight-dimensional family of divisors in \(|\mathcal{O}_F(1)|\).

Now, \( F(X) \) as a hyperkähler fourfold that is deformation equivalent to a Hilbert scheme \( \mathbb{S}^{[2]} \) of a K3 surface \( S \) satisfies

\[
\chi(F(X), \mathcal{L}) = \left( \frac{q_F(c_1(\mathcal{L}))/2 + 3}{2} \right)
\]

(4.4) for any line bundle \( \mathcal{L} \) on \( F(X) \), cf. [206, Exa. 23.19].

Since by Kodaira vanishing the higher cohomology groups of the ample line bundle \( \mathcal{O}_F(1) \) are trivial, i.e. \( H^i(F(X), \mathcal{O}_F(1)) = 0 \) for \( i > 0 \), and \( q_F(g) = 6 \) by Remark 3.14, (4.4) shows \( h^0(F(X), \mathcal{O}_F(1)) = 15 \). This gives a morphism

\[
\mathbb{G}(3, \mathbb{P}(V)) \longrightarrow \mathcal{O}_F(1) \cong \mathbb{P}(\Lambda^2 V^*) \cong \mathbb{P}^{14},
\]

which is nothing but the Plücker embedding \( \mathbb{G}(3, \mathbb{P}(V)) \hookrightarrow \mathbb{P}(\Lambda^4 V) \cong \mathbb{P}(\Lambda^2 V^*) \).

In Remark 4.19 one finds a discussion of a distinguished uniruled divisor in \( F(X) \), which however only realizes a multiple of \( g \).

Let us pass on to surfaces in \( F(X) \). One distinguishes between surfaces that are Lagrangian and those that are not. A smooth surface \( T \subset F(X) \) is called Lagrangian if the restriction map \( H^{2,0}(F(X)) \longrightarrow H^{2,0}(T) \) is trivial. For singular surfaces, one uses the pull-back to a desingularization. Clearly, any surface \( T \) with \( H^{2,0}(T) = 0 \), e.g. \( T \cong \mathbb{P}^2 \), is Lagrangian, but there are other reasons that can cause \( T \) to be Lagrangian.

**Remark 4.4.** If \( T \subset F(X) \) is a smooth Lagrangian surface, then \( N_{T/F(X)} = \Omega_T \). This is a general fact for Lagrangians in hyperkähler manifolds and follows from the diagram

\[
\begin{array}{ccc}
0 & \longrightarrow & \mathcal{T}_T \\
\downarrow & & \downarrow \rho \\
\mathcal{N}_{T/F} & \longrightarrow & \mathcal{N}_{T/F} \\
\downarrow & & \downarrow \iota \\
\mathcal{N}_{T/F} & \longrightarrow & \Omega_{F|T} & \longrightarrow & \Omega_T & \longrightarrow & 0.
\end{array}
\]

The diagonal arrow is zero if and only if \( T \subset F \) is Lagrangian and in this case it induces the isomorphism on the right.

We are concerned with three types of surfaces, \( F(Y), F_2, \) and \( F_L \). Surfaces of the form \( F(Y) \) are Lagrangian, while those of the form \( F_2 \) and \( F_L \) are not.\(^{16}\)

\(^{16}\) There is one other natural surface, the surface of all lines \( L \) for which there exists a plane with \( \mathbb{P}^2 \cap X = 3L \). Until recently, almost nothing was known about it until F. Gounelas and A. Kouvidakis [199] computed its cohomology class.
4.3 Fano variety of a cubic threefold hyperplane section  We begin by coming back to the surface $F(Y) \subset F(X)$ of lines contained in a smooth hyperplane section $Y = X \cap \mathbb{P}^4 \subset \mathbb{P}^4$. As the hyperplane sections $Y_t \subset X$ vary in the five-dimensional family $|\mathcal{O}_X(1)|$, this provides a five-dimensional family of surfaces $F(Y_t)$ in the four-dimensional hyperkähler manifold $F(X)$. Since the generic line $L \subset X$ is contained in a smooth hyperplane section, the surfaces $F(Y_t) \subset F(X)$ cover a dense subset of $F(X)$.

The following was first observed by Voisin [473, Ex. 3.7], see [19, Sec. 1] for a stronger version:

**Lemma 4.5.** The surface $F(Y) \subset F(X)$ is Lagrangian, i.e. the restriction
\[
\mathbb{C} \cong H^{2,0}(F(X)) \longrightarrow H^{2,0}(F(Y)) \cong \mathbb{C}^5
\]
is trivial. In fact, all primitive classes restrict to zero on $F(Y)$, i.e. the map
\[
H^2(F(X), \mathbb{Z})_{pr} \subset H^2(F(X), \mathbb{Z}) \longrightarrow H^2(F(Y), \mathbb{Z})
\]
is trivial. Therefore,
\[
0 = \alpha \cdot [F(Y)] = \alpha \cdot c_2(S_F) \in H^6(F(X), \mathbb{Z})
\]
for all $\alpha \in H^2(F(X), \mathbb{Z})_{pr}$.

**Proof** The restriction maps induced by the inclusions $Y \subset X$ and $F(Y) \subset F(X)$ are compatible with the Fano correspondence and thus fit into a commutative diagram
\[
\begin{array}{ccc}
H^4(X, \mathbb{Q}) & \longrightarrow & H^2(F(X), \mathbb{Q})(-1) \\
\downarrow & & \downarrow \\
H^4(Y, \mathbb{Q}) & \longrightarrow & H^2(F(Y), \mathbb{Q})(-1).
\end{array}
\]
Since $H^4(Y, \mathbb{Q}) \cong \mathbb{Q}(-2)$, the composition $H^{3,1}(X) \subset H^4(X, \mathbb{C}) \longrightarrow H^4(Y, \mathbb{C})$ is trivial. Hence, for $\tau \in H^{3,1}(X)$ with $\varphi_X(\tau) = \sigma$ one has $\sigma|_{F(Y)} = \varphi_X(\tau)|_{F(Y)} = \varphi_Y(\tau|_{F(Y)}) = 0$. Using that $H^2(F(X), \mathbb{Z})_{pr}$ is irreducible for very general $X$, see Corollary 1.2.12, this also proves the second assertion. The last assertion is proved using the Gysin sequence: $\alpha \cdot [F(Y)] = i_* (\alpha|_{F(Y)})$ for the inclusion $i: F(Y) \hookrightarrow F(X)$ and $[F(Y)] = c_2(S_F)$ by Proposition 4.1.\]

Let us point out two consequences of the above. First,
\[
(\sigma \wedge \tilde{\sigma} \cdot c_2(S_F)) = (\sigma \wedge \tilde{\sigma} \cdot [F(Y)]) = \int_{F(Y)} \sigma \wedge \tilde{\sigma} = 0.
\]

Second, as the Plücker polarization $g_X$ on $F(X)$ restricts to the Plücker polarization
where the diagonal arrow is an inclusion of index three. Here, we use that the inclusion $\Omega_{F(Y)} \oplus \mathbb{Z} \cdot g_Y \subset H^2(F(X), \mathbb{Z})$ has to be proper, as $\text{disc}(H^2(F(X), \mathbb{Z})) = -2$ and $q_Y(g_X) = 6$. In particular, the image of the restriction map has to be bigger than just $\mathbb{Z} \cdot g_Y$, which leaves $\mathbb{Z} \cdot (1/3) g_Y$ as the only choice, see Corollary 5.1.20. Note that in particular, for the very general cubic fourfold, $(1/3) g_Y$ cannot be lifted to an integral $(1,1)$-class on $F(X)$.

Remark 4.6. (i) For the generic hyperplane section $Y = X \cap \mathbb{P}^4$ the cotangent bundle $\Omega_{F(Y)}$ is ample, see Corollary 5.2.10. As $F(Y) \subset F(X)$ is cut out by a section of $S_F^*$, its normal bundle is $N_{F(Y)|F(X)} \cong S_{F(Y)}^* \cong \Omega_{F(Y)}$, see Proposition 5.2.2 for the last isomorphism. Hence, the normal bundle sequence for the inclusion $F(Y) \subset F(X)$ is of the form:

$$
0 \longrightarrow S_{F(Y)} \longrightarrow T_{F(Y)} \longrightarrow S_{F(Y)}^* \longrightarrow 0.
$$

Therefore, $F(Y) \subset F(X)$ is a surface with ample normal bundle and in many respects behaves like a complete intersection of two ample divisors. However, as shown by Voisin [479, Thm. 2.9], its class $[F(Y)] \in H^{1,2}(F(X), \mathbb{Z})$ is only at the boundary of the cone of effective classes.

In an attempt to describe the other extremal face of this cone, Ottem [381, Cor. 2.6] shows that for a very general cubic fourfold the class $c_2(T_F) = 5 \cdot g^2 - 8 \cdot c_2(S_F)$ is not big, i.e. it is not contained in the interior of the effective cone of codimension two cycles. Earlier attempts go back to Rempel [401].

(ii) Note that the above argument can be reversed: Using that $F(Y) \subset F(X)$ is a Lagrangian surface immediately provides us with an isomorphism $N_{F(Y)|F(X)} \cong \Omega_{F(Y)}$, see Remark 4.4. Combined with $N_{F(Y)|F(X)} \cong S_{F(Y)}^*$, which was explained before, one finds

$$
T_{F(Y)} \cong S_{F(Y)}^*.
$$

This results in an alternative proof of Proposition 5.2.2.

(iii) By methods not discussed here, one can show that for no smooth hyperplane section $Y$ the Fano variety $F(Y) \subset F(X)$ can be contained in a smooth ample hypersurface [23, Sec. 8.2].

Remark 4.7. Iliev and Manivel [257, Sec. 2.2.5] investigated a different class of Lagrangian surfaces in $F(X)$ obtained by viewing $X$ as a hyperplane section $X = Z \cap \mathbb{P}^5$ of
a cubic fivefold $Z \subset \mathbb{P}^6$. For a generic cubic fivefold the Fano variety $F(Z, 2)$ of planes $\mathbb{P}^2 \cong P \subset Z$ is a smooth surface. Furthermore, intersecting a plane $P \subset \mathbb{P}^6$ with the fixed hyperplane $\mathbb{P}^5 \subset \mathbb{P}^6$ defines a map

$$i_Z : F(Z, 2) \to F(X), \ P \mapsto P \cap \mathbb{P}^5$$

which for generic choices is an immersion.\(^{17}\) It turns out that as $F(Y) \subset F(X)$ also $i_Z(F(Z, 2)) \subset F(X)$ describes a Lagrangian surface.

From Proposition 4.1 one deduces that the cohomology class of $i_Z(F(Z, 2)) \subset F(X)$ is a multiple of $[F(Y)] = c_2(S_F)$, i.e. $[i_Z(F(Z, 2))] = \lambda \cdot [F(Y)]$. The coefficient $\lambda$ can be computed from the degree $\int_{F(Z, 2)} c_2 g^2$ of $F(Z, 2)$ with respect to the Plücker embedding (the pull-back of which to $F(Z, 2)$ is again the Plücker polarization). Eventually one finds $[i_Z(F(Z, 2))] = 63 \cdot [F(Y)]$, see [257, Lem. 6].

4.4 Lines of the second type Next, we comment on the surface $F_2 := F_2(X) \subset F := F(X)$ of lines of the second type. See Section 2.2.2 for the general theory and recall in particular that the restriction $L_2$ of the universal line $L \to F$ to $F_2$ is the non-smooth locus of the projection $q : L \to X$. Also, we know that for generic $X$ the surface $F_2$ is smooth and that $q : L_2 \to X$ is birational onto its image, see Remark 2.2.6. From the computation of its cohomology class $[F_2] = 5 \cdot (g^2 - [F(Y)]) \in H^{2,2}(F, \mathcal{Z})$ in Proposition 4.1 we deduce

$$(\sigma \wedge \partial \cdot [F_2]) = 5 \int_F (\sigma \wedge \partial) \cdot g^2 > 0.$$ 

Hence, $F_2 \subset F$ is not Lagrangian. The geometry of $F_2$ is not completely understood, but the following was essentially proved by Oberdieck, Shen, and Yin [373].

**Proposition 4.8.** For generic $X$ the surface $F_2 \subset F$ is a smooth connected surface of general type. Its normal bundle $\mathcal{N}_{F_2/F}$ sits in an exact sequence

$$0 \to \mathcal{O}_{F_2}(-1)' \to \mathcal{O}^*_{S_{F_2}} \to \mathcal{N}_{F_2/F} \to \mathcal{O}_{F_2}(-1)' \to 0,$$

where $\mathcal{O}_{F_2}(-1)'$ is a line bundle satisfying $\mathcal{O}_{F_2}(-1)' \otimes \mathcal{O}_{F_2}(-1)' \cong \mathcal{O}_{F_2}(-2)$. Furthermore, $H^1(F_2, \mathcal{O}_{F_2}) = 0$ and the canonical bundle of $F_2$ satisfies $\omega_{F_2}^2 \cong \mathcal{O}_{F_2}(6)$. In particular, $F_2$ is a minimal surface of general type.

By a recent work of Gounelas and Kouvidakis [200] all other Hodge numbers of $F_2$ are now also known:

$$h^{2,0}(F_2) = 449 \text{ and } h^{1,1}(F_2) = 1665,$$

but we refrain from reproducing this computation here as well.

\(^{17}\) Beware that the preprint version of [257] claims $i_Z$ to be a closed immersion. The published version explains that $i_Z(F(Z, 2))$ has in fact 47061 ordinary double points.

The number of singular points should be correct but they are not ordinary double points. In fact, $i_Z$ is the normalization map.
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Proof The proof in [373] uses the global version of $F_2$, while the proof of the connectivity below is based on a vanishing theorem.

We know already that $F_2$ is a smooth surface for the generic cubic fourfold, see Proposition 2.2.13. Thus, to show that it is connected, it suffices to prove $h^0(F_2, O_{F_2}) = 1$. For this, we use the description of $F_2$ as the zero locus $V(\tilde{\psi})$ of a certain global section $\tilde{\psi} \in H^0(\pi^* Q^*, \otimes O(1))$ on $\pi: \mathbb{P}(S^2(S_F)) \rightarrow F$, see Remark 2.2.11. This allows one to exploit the Koszul resolution

$$0 \rightarrow \bigwedge^4 \pi^* Q_F \otimes O_x(-4) \rightarrow \cdots \rightarrow \pi^* Q_F \otimes O_x(-1) \rightarrow O \rightarrow O_{F_2} \rightarrow 0$$

and the associated spectral sequence

$$E_1^{pq} = H^q(\mathbb{P}^3, \bigwedge^p \pi^* Q_F \otimes O_x(p)) \Rightarrow H^{p+q}(F_2, O_{F_2}),$$

cf. the arguments in the proof of Proposition 2.3.4. To conclude, it is enough to show that $H^q(\bigwedge^p \pi^* Q_F \otimes O_x(-q)) = 0$ for $q > 0$. For $q > 0$ the projection formula implies

$$H^q(\mathbb{P}^3, \bigwedge^p \pi^* Q_F \otimes O_x(-q)) = H^{p+2q}(F, \bigwedge^p Q_F \otimes R^2 \pi_1^* O_x(-q))$$

and these cohomology groups are certainly trivial for $q = 1, 2$. For $q = 3$ the right-hand side becomes

$$H^1(F, \bigwedge^3 Q_F \otimes O(-3)) \Rightarrow H^1(F, Q^*_F \otimes O(1) \otimes O(-3)) \Rightarrow H^1(F, Q^*_F \otimes O(2))^*,$$

where we use $R^2 \pi_1^* O_x(-3) \simeq \text{det}(S^2(S_F)) \simeq O(-3)$, $\det(Q_F) \simeq O(1)$, and Serre duality. Now the Griffiths vanishing theorem applies, see [202, Thm. G] or [430, Thm. 5.52]. It asserts that $H^q(S^4(\mathcal{E}) \otimes \mathcal{E} \otimes \mathcal{L} \otimes \omega) = 0$ for $q > 0$ for every globally generated locally free sheaf $\mathcal{E}$ and any ample line bundle $\mathcal{L}$. This proves the desired vanishing for $q = 3$, because $\omega_{F_2}$ is trivial and as a quotient of $V \otimes O_F$ the locally free sheaf $Q_F$ is globally generated. For $q = 4$ one argues similarly:

$$H^2(F, \det(Q_F) \otimes R^2 \pi_1^* O_x(-4)) \Rightarrow H^2(F, O(1) \otimes S^2(S_F) \otimes O(-3)) \Rightarrow H^2(F, S^2(S^2_F) \otimes O(1) \otimes O(1))^* = 0,$$

for $\det(S^2_F) \simeq O(1)$ and $S^2_F$ is globally generated.

Similar computations prove the claimed vanishing $h^1(F_2, O_{F_2}) = 0$.

The normal bundle of $Z := V(\tilde{\psi}) \subset \mathbb{P}(S^2(S_F))$ is $(\pi^* Q^*_F \otimes O_x(1))|_Z$ and, as the projection defines an isomorphism $\pi: Z \rightarrow F_2$, there is a commutative diagram of short

\[\begin{array}{ccc}
Z & \xrightarrow{\pi} & F_2 \\
\downarrow & & \downarrow \\
\mathbb{P}(S^2(S_F)) & \xrightarrow{\pi} & F_2
\end{array}\]
Now use the relative Euler sequence $0 \longrightarrow O \longrightarrow \pi^* S^2(S_F) \otimes O_x(1) \longrightarrow T_x \longrightarrow 0$ and observe that the composition
\[
(p^* S^2(S_F) \otimes O_x(1)|_Z \longrightarrow \mathcal{T}_x|_Z \twoheadrightarrow (\pi^* Q^*_F \otimes O_x(1))|_Z
\]
is indeed the pull-back of $\psi$ tensored with $O_x(1)$ to deduce the exact sequence
\[
0 \longrightarrow O_{F_1} \longrightarrow S^2(S_F) \otimes O_x(1)|_{F_1} \quad \psi \longrightarrow Q^*_F \otimes O_x(1)|_{F_1} \longrightarrow N_{F_1/F} \longrightarrow 0.
\]

The last step consists of proving that $O_x(2)|_Z$ is isomorphic to the restriction of the square of the Plücker polarization $O_{F_2}(2)$ under $Z \cong F_2$. The argument is similar to the proof of $\beta^* O(2) \cong O_{F_2}(4)$ for the morphism $\beta: F_2 \longrightarrow \mathbb{P}(n-1, \mathbb{F})$, $L \longmapsto P_L$ in Remark 2.2.20. At a point $L = \mathbb{P}(W) \in F_2 \cong Z$ the fibre of $O_x(-1)$ is naturally identified with the kernel of the map $S^2(W) \longrightarrow (V/W)^*$, the dual of which sits in the exact sequence
\[
0 \longrightarrow H^0(N_{L/X}(-1)) \longrightarrow V/W \longrightarrow S^2(W^*) \longrightarrow H^1(N_{L/X}(-1)) \longrightarrow 0,
\]
see Remark 2.2.2. Hence, the fibre of $O_x(1)$ at $L$ is
\[
H^1(N_{L/X}(-1)) \cong \det(S^2(W^*)) \otimes \det(V/W)^* \otimes \det H^0(N_{L/X}(-1))
\]
\[
\cong \det(W^*)^3 \otimes \det(W) \otimes H^1(L, N_{L/X}(-1))^*
\]
\[
\cong \det(W^*)^2 \otimes H^1(L, N_{L/X}(-1))^*.
\]

where the second isomorphism uses (1.16) in Remark 2.1.16. This leads to the desired natural isomorphism $H^1(N_{L/X}(-1))^2 \cong \det(W^*)^2$, which is straightforward to globalize to the desired isomorphism $O_{F_1}(2) \cong O_{F_2}(2)|_Z$.

The last assertion concerning $\omega_{F_1}^2$ follows from the exact sequence describing $N_{F_1/F}$ by taking determinants.

\[\square\]

**Remark 4.9.** It turns out that the natural guess that in fact $O_x(1)|_Z \cong O_{F_2}(1)$ and, consequently, $\omega_{F_1} \cong O_{F_2}(3)$ is wrong.\(^{19}\) In fact, in [200] it is shown that $H^2(F_2, O_{F_2}(3)) = 0$, but, of course, $H^2(F_2, \omega_{F_2})$ is one-dimensional. In particular, the Picard group of $F_2$ contains elements of order two.

\(^{19}\) I wish to thank for F. Gounelas for a fruitful discussion of this point.
The étale double cover that corresponds to the two-torsion line bundle $\mathcal{O}_F(1)' \otimes \mathcal{O}_F(1)$ can geometrically be described as follows: The Gauss map restricted to a line $L$ of the second type induces a cover of degree two $\gamma_{X|L}: L \longrightarrow \gamma(L)$ of a line, see Exercise 2.2.10. Put in a family, one obtains an étale double cover

$$\tau: \tilde{F}_2 \longrightarrow F_2,$$

the fibre of which over the point $L \in F_2$ consists of the two ramification points of $\gamma_{X|L}$. To see that this fits with the picture in the above proof, observe that the two ramification points, say $y_1, y_2 \in L$, correspond to two complementary lines $K_1, K_2 \subset W^*$, whose tensor product $K_1 \otimes K_2 \subset S^2(W^*)$ maps isomorphically onto $H^1(N_{L/X}(-1))$. However,

$$K_1 \otimes K_2 \simeq K_1 \otimes (W^*/K_1) \simeq K_1 \otimes \det(W^*) \otimes K_1^* \simeq \det(W^*),$$

which gives an isomorphism $H^1(N_{L/X}(-1)) \simeq \det(W^*)$. Changing the order of the two ramification points $y_1, y_2$ changes this isomorphism by a sign, which explains that in the above proof only the isomorphism $H^1(N_{L/X}(-1))^2 \simeq \det(W^*)^2$ is natural. Note that

$$\omega_{F_2} \simeq \tau^* \omega_{F_2} \simeq \tau^* \mathcal{O}_F(3).$$

Remark 4.10. (i) The surface $F_2 \subset F$ always comes equipped with a natural canonical divisor $C \in |\omega_{F_2}|$. Indeed, as $F_2 \subset F$ is not Lagrangian, the restriction of a generator $\sigma \in H^0(F, \Omega^2_F)$ to $F_2$ defines a non-trivial section $\sigma|_{F_2} \in H^0(F_2, \omega_{F_2})$ and its zero set is a curve $C$. Proposition 4.1 allows us to compute the cohomology class of this curve as $[C] = 315 \cdot (g^2/36) \in H^{3,0}(F, \mathbb{Z})$.

(ii) The surface $F_2 \subset F$ is not a constant cycle surface, i.e. general points $L \in F_2$ define distinct classes $[L] \in \text{CH}_0(F)$. This will become clear in Section 4.6, where we will see that a certain $\mathbb{P}^1$-bundle over $F_2$ maps generically finite to $F$ and the latter cannot contain constant cycle divisors. See [309] for some results on constant cycle subvarieties in $F(X)$.

4.5 Lines intersecting a given line Last but not least, we discuss the surfaces $F_L \subset F(X)$ of all lines intersecting a fixed line $L \subset X$.

As for $F_2 \subset F(X)$, the computation of its cohomology class (not in Chow) as

$$[F_L] = (1/3) \cdot (g^2 - c_2(S_F)) = (1/3) \cdot (g^2 - [F(Y)])$$

in Proposition 4.1 shows that the surfaces $F_L \subset F(X)$ are not Lagrangian.

Assume $L' \in F_L$ is a line distinct from $L$. Mapping $L'$ to its point of intersection with $L$ defines a morphism $F_L \setminus \{L\} \longrightarrow L$. This rational map can be extended to a morphism from the blow-up $\tilde{F}_L = \text{Bl}_L(F_L) \longrightarrow L$, which is more directly realized as the restriction of the projection $q: L \longrightarrow X$ to the line $L$:

$$q: \tilde{F}_L \simeq q^{-1}(L) \longrightarrow L.$$
Alternatively, using Proposition 2.3.10, \( \widetilde{F}_L \subset \mathbb{P}(T_X|_L) \) can be viewed as the zero set of a section of a locally free sheaf of rank two \( E_L \) on \( \mathbb{P}(T_X|_L) \) which is an extension

\[
0 \longrightarrow \pi^*O(3) \otimes O_x(3) \longrightarrow E_L \longrightarrow \pi^*O(3) \otimes O_x(2) \longrightarrow 0.
\]

For the generic line \( L \), the fibre \( q^{-1}(x) \subset \widetilde{F}_L \) of the generic point \( x \in L \) is a smooth complete intersection curve of degree \((2,3)\), see Remark 2.3.6 and Lemma 2.5.11. Furthermore, all fibres project onto curves in \( F_L \) that pass through the point \( L \in F_L \).

It is also interesting to study the plane \( \mathbb{P}^2 \cong \overline{UL} \) associated with every \( L \neq L' \in F_L \). It intersects \( X \) in the two lines \( L \) and \( L' \) and a residual line \( L'' \), which may coincide with \( L \) or \( L' \). Alternatively, \( \overline{UL} \) intersects a linear subspace \( \mathbb{P}^3 \subset \mathbb{P}^5 \) disjoint from \( L \) in a unique point \( y \), which is the image of the singular quadric \( L' \cup L'' \subset X \) under the linear projection \( \phi: \text{Bl}_L(X) \longrightarrow \mathbb{P}^3 \).

From its geometric description one finds that for \( L \) of the first type the morphism \( \pi \) is finite of degree two with the covering involution

\[
\iota: F_L \longrightarrow F_L, \quad L' \longmapsto L'',
\]

mapping a line \( L' \) intersecting \( L \) to the residual line \( L'' \), i.e. \( \overline{UL} \cap X = L \cup L' \cup L''. \) In particular, \( L \in F_L \) is mapped to the unique line \( L'' \) for which \( \overline{UL} \cap X = 2L \cup L'' \), cf. Section 4.6

Remark 4.11. Not surprisingly, certain features from cubic threefolds transfer to the situation here, see also Remark 1.12.

In both cases, the cubic is projected from a generic line \( L \) and the discriminant divisor \( D_L \in |\mathcal{O}(5)| \) is a quintic curve resp. surface.
Recall that the smoothness of the discriminant quintic curve $D_L \subset \mathbb{P}^3$ for the generic line $L \subset Y$ in a smooth cubic threefold $Y$ could not be deduced from general principles, see Remark 1.5.8. One had to argue that a point in $D_L$ is singular if the fibre over it has certain special geometric properties which are excluded for generic $L$.

The situation is similar for cubic fourfolds. According to Remark 1.5.8, the discriminant quintic surface $D_L \subset \mathbb{P}^3$ is not expected to be smooth. However, if the defining symmetric equation could be chosen generic, all singularities of $D_L$ would be just ordinary double points. There does not seem to be a way to argue directly that for generic choice of $L$ also $D_L$ is generic in this sense. Instead one has to evoke the conic fibration $\phi: \text{Bl}_L(X) \to \mathbb{P}^3$ and the shape of the singular fibres over points in $D_L$. As a result, for the generic choice of a line $L \subset X$ in a cubic fourfold $X$ the discriminant surface $D_L \subset \mathbb{P}^3$, which is singular, has only ordinary double points (nodes) as singularities. An explicit finite set of open conditions for the smoothness of $F_L$ and the singularities of $D_L$ being nodes was spelled out by Voisin [472, §3, Lem. 1].

The following facts are either classical [177, 450] or were proved by Voisin [472, §3, Lem. 3], see also the survey [244].

**Lemma 4.12.** Let $X$ be a smooth cubic fourfold. Then for a dense open subset of lines $L \in F(X)$ the following assertions hold true

1. **The surface** $F_L \subset F(X)$ **is smooth, connected, and of general type.**
2. **The numerical invariants** of $F_L$ **are** as follows:
   \[
   \int_{F_L} c_1(T_{F_L})^2 = 10, \quad \chi(O_{F_L}) = 6, \quad h^1(O_{F_L}) = 0, \quad \text{and} \quad e(F_L) = 62.
   \]
3. **The covering involution** $\iota$ of $\pi: F_L \to D_L$ **has 16 fixed points**, which via $\pi$ are mapped to the 16 nodes of the quintic surface $D_L \subset \mathbb{P}^3$.

**Proof** For a generic line $L$ the surface $D_L$ has only ordinary double points and, as revealed by a local computation as in [37], those are exactly the points $y \in D_L$ at which the rank of $q_1$ is one. The number of these points can be determined by a Grothendieck–Riemann–Roch computation as in [37] or by applying the symmetric version of Porteous formula developed in [220, Thm. 10]. The latter says that the number of points $y$ where the rank of the quadratic equation $q_1$ drops to one is $\int_{F_L} 2^2 c_1 c_2 - c_3$. Here, the $c_i$ are the Chern classes of the formal bundle $F \otimes O(1/2)$ on $\mathbb{P}^3$, i.e. $c_1 = (5/2) h$, $c_2 = (7/4) h^2$, and $c_3 = (3/8) h^3$. See Section 1.5.1 for the notations, e.g. $q \in H^0(\mathbb{P}^3, S^2(F) \otimes O(1))$ describes $\text{Bl}_L(X) \subset \text{Bl}_L(\mathbb{P}^3)$, and for the fact that $F = O \oplus O \oplus O(1)$. The computation then indeed shows that there are exactly 16 such points.

The rank of $q_1$, with $\langle y \rangle = \overline{LL} \cap \mathbb{P}^3$, is one if and only if $L'$ coincides with the residual line $L''$ of $L' \cup L \subset \overline{LL} \cap X$. The latter describes the fixed points of $\iota$, i.e. $\pi: F_L \to D_L$ is unramified over the complement of the nodes $y_i \in D_L$, $i = 1, \ldots, 16$. 
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with exactly one point over each of the $y_i$. Locally analytically, this looks like the quotient of $\mathbb{C}^2 \rightarrow \mathbb{C}^2/\{\pm 1\}$ and, in particular, $F_L$ is smooth and connected. Furthermore, 

$$\omega_{F_L} \simeq \pi^* \omega_{D_L} \simeq \pi^* \mathcal{O}(1)$$

and, therefore, $\int_{F_L} c_1(T_{F_L})^2 = 2 \cdot \deg(D_L) = 10$.

To compute the second Chern number of $F_L$, use the normal bundle sequence for $F_L \subset F = F(X)$ and the computation in Proposition 4.1 to obtain \(^{20}\)

$$e(F_L) = c_2(F_L) = c_2(T_F)|_{F_L} - c_2(N_{F_L/F}) - c_1(T_{F_L}) \cdot c_1(N_{F_L/F})$$

$$= (c_2(T_F)|_{F_L}) - ([F_L],[F_L]) + 10 = 62.$$

The Noether formula then shows $\chi(\mathcal{O}_{F_L}) = 6$. To prove that $H^1(F_L, \mathcal{O}_{F_L}) = 0$, one can use the following general fact: \(^{21}\) A minimal surface $S$ of general type satisfying $(\omega_S, \omega_S) = 2 \chi(S, \mathcal{O}_S) - 2$ has a finite algebraic fundamental group of order $\leq 3$. Indeed, if $S' \rightarrow S$ is an étale cover of degree $m$, then Noether inequality $2 \chi(S', \mathcal{O}_{S'}) - 6 \leq (\omega_{S'}, \omega_{S'})$ for $S'$ and the two equalities $\chi(S', \mathcal{O}_{S'}) = m \cdot \chi(S, \mathcal{O}_S)$ and $(\omega_{S'}, \omega_{S'}) = m \cdot (\omega_S, \omega_S)$ give $2m \cdot \chi(S, \mathcal{O}_S) - 6 \leq m \cdot (\omega_S, \omega_S) = m \cdot (2 \chi(S, \mathcal{O}_S) - 2)$

and, therefore, $m \leq 3$. Hence, $|\pi^*_L(S)| \leq 3$ and, in particular, $H_1(S, \mathbb{Z})$ is torsion.

Voisin’s original proof is more involved but a nice example of the interplay between cubic threefolds and cubic fourfolds, so we briefly sketch it as well. Consider a Lefschetz pencil $\mathcal{Y} \rightarrow \mathbb{P}^1$ of cubic threefolds $Y_t := X \cap H_t$ of $X \subset \mathbb{P}^5$. We may choose $L$ to be contained in its fixed locus. The hyperplanes $H_t$ also define a pencil of hyperplane sections $D_L \cap H_t \subset H_t \cap \mathbb{P}^3$ of $D_L$ and a moment’s thought reveals that $\pi_t: C_L(Y_t) := \pi^{-1}(D_L \cap H_t) \rightarrow D_L \cap H_t$ for the generic $Y_t$ is exactly the situation described in Section 5.3.2, i.e. $C_L(Y_t) \subset F(Y_t)$ is the Fano variety of lines in $Y_t$ intersecting $L \subset Y_t$. By the Lefschetz hyperplane theorem, the restriction defines an injection

$$H^1(F_L, \mathbb{Q}) \simeq H^1(F_L)^+ \oplus H^1(F_L)^- \rightarrow H^1(C_L(Y_t), \mathbb{Q}) \simeq H^1(C_L(Y_t))^+ \oplus H^1(C_L(Y_t))^-,\)$$

which is compatible with the action of the involution. Then we observe that $H^1(F_L)^+ \simeq H^1(D_L, \mathbb{Q}) = 0$ and that any class in the image of

$$H^1(F_L, \mathbb{Z})^{-} \rightarrow H^1(C_L(Y_t), \mathbb{Z})^{-} \simeq H^3(Y_t, \mathbb{Z})$$

defines a monodromy invariant class on the fibre $Y_t$ of $\mathcal{Y} \rightarrow \mathbb{P}^1$ which by Deligne’s invariant cycle theorem [474, V, Thm. 16.24] would come from a cohomology class on $\mathcal{Y}$. However, $H^3(Y_t, \mathbb{Q}) = 0$, because $\mathcal{Y} \rightarrow X$ is the blow-up in the cubic surface $S := X \cap H_0 \cap H_1$ and $H^1(S, \mathbb{Q}) = 0 = H^3(X, \mathbb{Q})$. \(\Box\)

\(^{20}\) Voisin [472] computes the Euler number by a more topological argument for which she uses that $e(D) = 55$ for a smooth quintic $D \in |\mathcal{O}_5(5)|$ and that each node reduces the Euler number by one.

\(^{21}\) I wish to thank R. Pardini for the argument which goes back to Bombieri.
Remark 4.13. There exist three natural line bundles on $F_L$. First, the Plücker polarization $\mathcal{O}_{F_L}(1)$. Second, the line bundle associated with the genus four curve $C_\pi := q^{-1}(x) \subset F_L$ of all lines passing through a fixed point $x \in L$ and, third, $\pi^* \mathcal{O}(1) \simeq \omega_{F_L}$. They compare as follows [472, §3, Lem. 2]:

$$\pi^* \mathcal{O}(1) \simeq \mathcal{O}(C_\pi + i(C_\pi)) \text{ and } \mathcal{O}_{F_L}(1) \simeq \mathcal{O}(2C_\pi + i(C_\pi)) \simeq \pi^* \mathcal{O}(1) \otimes \mathcal{O}(C_\pi). \quad (4.5)$$

This should be compared to Remark 5.1.18 which describes the situation for threefolds. Note that the rational map $q: F_L \dashrightarrow L$ is associated with $\mathcal{O}_{F_L}(1) \otimes \pi^* \mathcal{O}(-1)$ and so

$$\mathcal{O}_{F_L}(1) \simeq \pi^* \mathcal{O}(1) \otimes q^* \mathcal{O}(1)$$
on the blow-up of $F_L$. Alternatively, this can be deduced from the last isomorphism in (4.5) and $\mathcal{O}(C_\pi) \simeq q^* \mathcal{O}(1)$. Compare this to the analogous formula for cubic threefolds in Exercise 5.1.28. The intersection numbers are given by, cf. Proposition 4.1, Lemma 2.5.11, and Lemma 4.12:

$$(\mathcal{O}_{F_L}(1), \mathcal{O}_{F_L}(1)) = \int_{F_L} g^2 = 21, \ (\pi^* \mathcal{O}(1), \mathcal{O}(C_\pi)) = 5, \ (\mathcal{O}_{F_L}(1), \mathcal{O}(C_\pi)) = 6,$n

$$(C_\pi, C_\pi) = 1, \ (\mathcal{O}_{F_L}(1), \pi^* \mathcal{O}(1)) = 15, \text{ and } (\pi^* \mathcal{O}(1), \pi^* \mathcal{O}(1)) = \int_{F_L} c_1(T_{F_L})^2 = 10.$$n

It would be interesting to know the Picard number of $F_L$ for the very general line $L$.

Remark 4.14. In [244] one finds a survey of further observations concerning the geometry and topology of the surfaces $F_L$. For example, $F_L$ is (algebraically) simply connected and $H^2(F_L, \mathbb{Z})$ is torsion free. Furthermore, the covering involution $i$ induces a short exact sequence, cf. (3.9) in Section 5.3.2

$$0 \rightarrow H^2(F_L, \mathbb{Z})^i \rightarrow H^2(F_L, \mathbb{Z}) \rightarrow H^2(F_L, \mathbb{Z})^- \rightarrow 0,$n

where $i$ acts by $±1$ on $H^2(F_L, \mathbb{Z})^i$. At this point, the index of the natural inclusion $H^2(D_L, \mathbb{Z}) \hookrightarrow H^2(F_L, \mathbb{Z})^i$ is not known. Recall that in the analogous situation of cubic threefolds, $H^1(D_L, \mathbb{Z}) \hookrightarrow H^1(C_L, \mathbb{Z})^i$ has index two, see Section 5.3.2.

The analogue of Proposition 5.3.10 is the assertion that there exist Hodge isometries

$$(H^2(X, \mathbb{Z})_{\text{pr}}(1), -(\ . \ )) \simeq (H^2(F(X), \mathbb{Z})_{\text{pr}}, q_F) \simeq (H^2(F_L, \mathbb{Z})_{\text{pr}}(1/2), (\ . \ )). \quad (4.6)$$

Here, the primitive part $H^2(F_L, \mathbb{Z})_{\text{pr}}$ is defined with respect to the Plücker polarization. On a motivic level, the composite Hodge isometry (4.6) is reflected by an isomorphism

$$\mathcal{h}^4(X)_{\text{pr}} \simeq \mathcal{h}^7(F_L)_{\text{pr}}$$
of rational Chow motives.

Analogously to the formulation of the global Torelli theorem for cubic threefolds in Theorem 5.4.3 and Remark 5.4.5, we combine the above results with Theorem 3.17 and Remark 3.18 to deduce the following version:
Proposition 4.15. For two smooth cubic fourfolds \( X, X' \subset \mathbb{P}^5 \) over \( \mathbb{C} \) the following conditions are equivalent:

(i) There exists an isomorphism \( X \cong X' \).

(ii) There exists a Hodge isometry \( H^4(X, \mathbb{Z})_{\text{pr}} \cong H^4(X', \mathbb{Z})_{\text{pr}} \).

(iii) There exists a Hodge isometry \( H^2(F(X), \mathbb{Z})_{\text{pr}} \cong H^2(F(X'), \mathbb{Z})_{\text{pr}} \), where \( L \subset X \) and \( L' \subset X' \) are generic lines.

Combining the results for the two types of surfaces \( F(Y), F_L \subset F(X) \), Voisin proves in [472, Sec. 4] the following crucial technical result.

Corollary 4.16 (Voisin). For a smooth cubic fourfold \( X \) there is no primitive class \( \delta \in H^{2,2}(X, \mathbb{Z}) \) with \( (\delta.\delta) = 2 \).

Proof. From a hyperkähler point of view one could argue as follows. Under the Fano correspondence, the class \( \delta \) would define a primitive \((1,1)\)-class \( \alpha = \varphi(\delta) \) on \( F(X) \) which by Corollary 3.21 then satisfies \( q_F(\alpha) = -(\delta.\delta) = -2 \). However, general results for hyperkähler manifolds of K3\(^2\)-type, see [338, Thm. 1.11] and Remark 3.27, show that the \((-2)\)-class \( \alpha \) is effective up to scaling, i.e. up to a non-zero factor it is of the form \([D]\) for some hypersurface \( D \subset F(X) \). This leads to the contradiction \( 0 < \int_D g^3 = \int_F [D] \cdot g^3 = 0 \), where the equality follows from \( \alpha \) being primitive.

If one wants to avoid the general hyperkähler theory, which was not available at the time of [472], one could try to find a surface \( S \subset F(X) \) such that \( \alpha|_S \) is effective and primitive with respect to some polarization, which would result in a similar contradiction as above. In [472] the surface \( F_L \) with the restriction of the Pličker polarization is used\(^{22}\) and the rough idea goes as follows.

By virtue of Lemma 4.5, Proposition 4.1, and the primitivity of \( \alpha \), one has

\[
\int_{F_{S}} g|_{F_{S}} \cdot \alpha|_{F_{S}} = \int_{F} [F_L] \cdot g \cdot \alpha = (1/3) \int_{F} (g^3 \cdot \alpha - g \cdot c_2(S_F) \cdot \alpha) = 0,
\]

i.e. \( \alpha|_{F_{S}} \) is indeed primitive. If \( \mathcal{L} \) is the line bundle corresponding to \( \alpha|_{F_{S}} \), then the Riemann–Roch formula on \( F_L \) says \( \chi(F_L, \mathcal{L}) = (1/2) c_1(\mathcal{L})^2 - c_1(\mathcal{L}) \cdot c_1(\pi^*O_F(1))) + 6 \).

Ideally one would like to conclude from this that \( \mathcal{L} \) or \( \mathcal{L}^* \) has to be effective. However, the argument to conclude is more involved and uses the geometry of the surface \( F_L \). We refer to [472] for the details. \( \square \)

\(^{22}\) There are only two other types of surfaces one could try, namely \( F(Y) \) and \( F_2 \). The latter has the disadvantage of possibly being singular and for the former the fact that \( \alpha \) is a \((-2)\)-class is not reflected by any property of its restriction \( \alpha|_{F(Y)} \).
4.6 Curves on the Fano variety and Voisin’s endomorphism

Next, let us look at natural curves contained in the Fano variety $F = F(X)$ of the very general cubic fourfold $X$. We will combine this with a discussion of a certain rational endomorphism of $F(X)$ introduced by Voisin.

Clearly, $H^{3,3}(F, \mathbb{Q}) \cong \mathbb{Q} \cdot g^3$ for general $X$ and, in fact, $H^{3,3}(F, \mathbb{Z}) \cong \mathbb{Z} \cdot (g^3/36)$, see Proposition 3.23 or (4.3) in Section 4.1. To find out which multiples of the integral generator $(1/3) \cdot g^3$ are effective, one could first use Lemma 2.5.11 to show that the fibres $q^{-1}(x) \subset F$ of $q : \mathbb{L} \rightarrow X$, which are curves of degree six in $F(X)$, satisfy

$$[q^{-1}(x)] = (1/18) \cdot g^3.$$

The latter shows again that at least $(1/18) \cdot g^3$ is indeed an integral class. See Remark 4.20 below for further comments. In particular, we will see that also the integral generator $(1/36) \cdot g^3$ is effective.

Assume that $X \subset \mathbb{P}^5$ is a generic smooth cubic fourfold, so that we may assume that $F_2 \subset F = F(X)$ is a smooth surface. In Remark 2.2.19 we explained how to view the blow-up $\tilde{F} := \tilde{F}(X) \rightarrow F$ of $F$ along $F_2 \subset F$ as the incidence variety of pairs $(L, \mathbb{P}^2)$ with $L$ a line contained in $X$ and $\mathbb{P}^2 \subset \mathbb{P}^5$ a plane tangent to $X$ at every point of $L$, i.e. such that $\mathbb{P}^2 \cap X = 2L \cup L'$. The residual line $L' \subset X$ is generically distinct from $L$, but it may happen that $L' = L$. Mapping $(L, \mathbb{P}^2) \in \tilde{F}$ to the residual line $L'$ defines a morphism to $F$ and thus a diagram

$$
\begin{array}{ccc}
\tilde{F} & \xrightarrow{\tau} & F \\
\downarrow f & & \downarrow f \\
F & \rightarrow & \tau^* F
\end{array}
$$

We will view $f$ as a rational endomorphism of the Fano variety. It was introduced by Voisin [475] and further studied together with Amerik [18, 19].

**Proposition 4.17** (Voisin, Amerik). The rational endomorphism $f : F \rightarrow F$ of the Fano variety of the generic cubic fourfold $X$ has the following properties:

(i) It is generically finite of degree $\text{deg}(f) = 16$.

(ii) The pull-back of the Plücker polarization is

$$
\tau^* O(1) \cong \tau^* O(7) \otimes O(-3E),
$$

where $E$ denotes the exceptional divisor of the blow-up $\tau : \tilde{F} \rightarrow F$.

**Proof** The proof of the first assertion presented in [475] uses the interplay between Chow groups and cohomology. It can also be deduced as follows: Fix a generic line $L' \in F$. Then lines $L \in F$ for which there exists a plane with $\mathbb{P}^2 \cap X = 2L \cup L'$,
i.e. with \( f(L) = L' \), correspond to points in \( F_{L'} \) fixed by the covering involution of the projection \( F_L \to D_L \). According to Lemma 4.12, there are exactly 16 such fixed points and, therefore, the generic fibre \( f^{-1}(L') \) consists of 16 points, i.e. \( \deg(f) = 16 \). Note that \( \tau \) identifies the fibre \( \tilde{f}^{-1}(L') \) with \( f^{-1}(L') \).

To confirm the second assertion, one first shows that the restriction of \( \tilde{f}^* \mathcal{O}(1) \) to a fibre \( \tau^{-1}(L) \) of the \( \mathbb{P}^1 \)-bundle \( E = \mathbb{P}(\mathcal{N}_{F_2/F}) \to F_2 \) is \( \mathcal{O}(3) \). Recall that for \( L \) of the second type, i.e. \( L \in F_2 \), there exists a unique \( P_L \simeq \mathbb{P}^3 \) tangent to \( X \) at every point of \( L \), see Corollary 2.2.6. The fibre \( \tau^{-1}(L) \) parametrizes all planes \( L \subset \mathbb{P}^3 \subset P_L \) and can be identified with a complementary line \( L_0 \subset P_L \). To compute the pull-back of \( \mathcal{O}(1) \) under \( \tilde{f} : \mathbb{P}^1 \simeq \tau^{-1}(L) \to L_0 \to F \) it suffices to do this for one specific case. For example, one may consider \( L = V(x_2, x_3) \subset P_L \simeq \mathbb{P}^3 \) and the cubic equation \( x_0 x_2^2 + x_3^3 \). In this case, we can identify \( \tau^{-1}(L) \) with the line \( L_0 = V(x_0, x_1) \). Then, for \( \lambda := [0 : 0 : \lambda_2 : \lambda_3] \in L_0 \), a straightforward computation shows that \( \mathbb{P}^3 = \mathcal{L} \) intersects \( X \) in \( 2L \) with the residual line spanned by \( e_i \) and \( -\lambda_2^2 e_0 + \lambda_2^2 e_2 + \lambda_3^2 e_3 \). Here, \( e_0, \ldots, e_3 \) is the standard basis. Its image under the Plücker embedding is a linear combination of \( e_i \wedge e_j \) with coefficients that are of degree three in \( \lambda_2, \lambda_3 \). In other words, the composition of \( \tilde{f} \) restricted to \( L_0 \) with the Plücker embedding \( \tilde{f} : \tau^{-1}(L) \to L_0 \to F \) is of degree three.

Thus, as the Fano \( F(X) \) of the very general cubic \( X \) has Picard rank one, see Section 4.1, the pull-back \( \tilde{f}^* \mathcal{O}(1) \) for any generic \( X \) is of the form \( \tau^* \mathcal{O}(a) \otimes \mathcal{O}(-3E) \). In order to show \( a = 7 \), we use (i), which proves

\[
\int_F (a \cdot \tau^* g - 3 \cdot [E])^4 = 16 \cdot \int_F g^4 = 16 \cdot 108.
\]

To compute the left-hand side as a polynomial of degree four in \( a \) one observes

\[
\int \tau^* g^3 \cdot [E] = \int_F \tau^* g^3 = 0,
\]
\[
\int \tau^* g^2 \cdot [E]^2 = \int_F \tau^* g^2 \cdot [E] = -\int_F g^2 = -(\int_F g^2) = -315,
\]
\[
\int \tau^* g \cdot [E]^3 = \int_F \tau^* g \cdot [E] = -\int_F g \cdot \tau^* c_1 = -3 \int_F g^2 = 3 \cdot 315,
\]
\[
\int [E]^4 = \int_F [E]^4 = -\int_F u^3 = -\int_F u \cdot \tau^* (c_2 - c_1^2)
\]
\[
= \int_F (c_2 - c_1^2) = 1125 - 9 \cdot 315 = -1710.
\]

Here, \( u \) is the tautological class of the projective bundle \( \mathbb{P}(\mathcal{N}_{F_2/F}) \) and the \( c_i \) are the Chern classes of \( \mathcal{N}_{F_2/F} \). Thus, \( u^2 + u \cdot \tau^* c_1 + \tau^* c_2 = 0 \) and \( c_1 = 3g|_{\mathcal{E}_2} \), cf. Proposition 4.8. This eventually leads to the equation \( 108 a^4 - 17010 a^3 + 102060 a - 140238 = 0 \), the only integral solution of which is indeed \( a = 7 \).

\( \Box \)

**Remark 4.18.** For the rational endomorphism \( f \) one thus has \( f^* g = 7 \cdot g \). Amerik \([18]\) also computes the pull-backs under \( f \) of all algebraic cohomology classes on \( F(X) \) of...
the very general cubic fourfold $X$ and finds:
\[ f^*g^2 = 4 \cdot g^2 + 45 \cdot c_2(S_F), \quad f^*c_2(S_F) = 31 \cdot c_2(S_F), \quad \text{and } f^*g^3 = 28 \cdot g^3. \]

More generally, according to Shen and Vial [429, Prop. 21.7], we have
\[ (f^* + 2 \cdot \text{id}) \cdot (f^* - 7 \cdot \text{id}) = 0 \quad \text{on } H^2(F, \mathbb{Z}), \]
so $f^*_H$ has only two eigenvalues, namely $-2$ and $7$. Similarly,
\[ (f^* - 28 \cdot \text{id}) \cdot (f^* + 8 \cdot \text{id}) = 0 \quad \text{on } H^6(F, \mathbb{Z}) \quad \text{and} \quad (f^* - 31 \cdot \text{id}) \cdot (f^* + 14 \cdot \text{id}) \cdot (f^* - 4 \cdot \text{id}) = 0 \quad \text{on } H^4(F, \mathbb{Z}), \]
unless $X$ contains a plane.

**Remark 4.19.** The rational endomorphism $f: F \longrightarrow F$ produces a natural uniruled divisor $\tilde{f}(E) \subset F$. Here, as before, $E = \mathbb{P}(\mathcal{N}_{F_2/F})$ is the exceptional divisor of the blow-up $\tau: \tilde{F} \longrightarrow F$ in the surface of lines of the second type $F_2 \subset F$, which for the generic cubic $X$ is smooth. According to a result of Oberdieck, Shen, and Yin [373, Sec. 3.1],
\[ \tilde{f}_E[E] = 60 \cdot g \in H^{1,1}(F, \mathbb{Z}). \]

Indeed, the computations of $\int_{\tilde{F}} \tau^*g \cdot [E]'$ in the above proof also show
\[ (\tilde{f}_E[E], g^3) = \int_{\tilde{F}} \tilde{f}_E \cdot g^3 = \int_{F} (7 \cdot \tau^*g - 3 \cdot [E])^3 = 60 \cdot 108 = (60 \cdot g \cdot g^3), \]
which immediately proves the assertion.\(^{23}\)

**Remark 4.20.** (i) As was argued in the proof above, for $L \in F_2$ the pull-back of the Plücker polarization on $F$ via the morphism $\tilde{f}: \tau^{-1}(L) \longrightarrow F$, which is easily seen to be injective, is of degree three. Hence, the curve class of its image is the generator
\[ [\tilde{f}(\tau^{-1}(L))] = (1/36) \cdot g^3 \in H^{3,3}(F, \mathbb{Z}). \]

(ii) While the curves $g^{-1}(x), x \in X$, representing twice the minimal curve class $(1/18) \cdot g^3$, cover the Fano variety $F(X)$, the curves $\tilde{f}(\tau^{-1}(L)), L \in F_2$, only cover the uniruled divisor $\tilde{f}(E) \subset F$. In [373, Thm. 0.2] it is shown that every rational curve $C \subset F(X)$ with $[C] = (1/36) \cdot g^3$ is of the form $\tilde{f}(\tau^{-1}(L))$ for some line $L \subset X$ of the second type. In fact, two proofs are given. One using Gromov–Witten theory and a second one studying the rational surface $S_C := q(p^{-1}(C)) \subset X$ for which $[S_C] = h^2 \in H^{2,2}(X, \mathbb{Z})$.

\(^{23}\) Note however that there may be a difference between $\tilde{f}_E[E]$ and $[\tilde{f}(E)]$. In other words, the degree of $f: E \longrightarrow f(E)$ may a priori be $>1$. The analogous question for cubic threefolds has been answered: The map $R \longrightarrow F(Y)$ is generically injective, see Remark 5.1.10. Also, as M. Hartlieb informed me, $f^{-1}(f(E)) \longrightarrow f(E)$ might not be (generically) injective.
As mentioned earlier in Remark 3.30, Mongardi and Ottem [354] prove a less precise result but one which is valid for the Fano variety $F(X)$ of any smooth cubic fourfold $X$: Every class $\alpha \in H^{3,3}(F(X), \mathbb{Z})$ can be written as an integral linear combination $\sum n_i [C_i]$ with curves $C_i \subset F(X)$ and $n_i \in \mathbb{Z}$ (possibly negative). In other words, the integral Hodge conjecture holds true for $F(X)$ in degree six.

5 Lattices and Hodge theory of cubics versus K3 surfaces

In this chapter the main features of the curious relation between K3 surfaces and cubic fourfolds shall be outlined. For the details of most of the computations we refer to the original paper by Hassett [226] or the lecture notes [252] from which certain arguments are taken verbatim.

5.1 Hodge and lattice theory of K3 surfaces

We begin by collecting some facts concerning K3 surfaces and their Hodge structures, see [249] for more information and references. Consider a K3 surface $S$ and its cohomology $H^2(S, \mathbb{Z})$ with its intersection form and its natural Hodge structure. As an abstract lattice, it is independent of $S$, namely

$$H^2(S, \mathbb{Z}) \cong \Lambda := E_8(-1)^{\oplus 2} \oplus U^{\oplus 3}.$$ We use the same notation as in Section 1.1.5, see also [249, Ch. 14]. Note that $\Lambda$ is the unique even, unimodular lattice of signature $(3, 19)$. Adding another copy of the hyperbolic plane $U$ to $\Lambda$, which geometrically corresponds to passing from $H^2(S, \mathbb{Z})$ to the full cohomology $H^*(S, \mathbb{Z})$, gives the unique even, unimodular lattice

$$\tilde{\Lambda} := \Lambda \oplus U \cong E_8(-1)^{\oplus 2} \oplus U^{\oplus 4}$$ of signature $(4, 20)$. The hyperbolic plane $U$ will usually be considered with its standard base consisting of two isotropic vectors $e, f$ with $(e, f) = 1$. The corresponding bases in the first three copies of $U$ inside $\tilde{\Lambda}$ will be denoted $e_i, f_i$, $i = 1, 2, 3$, but for the last one it is more convenient to use a basis of isotropic vectors $e_4, f_4$ with $(e_4, f_4) = -1$. Indeed, one thinks of it as $(H^0 \oplus H^4)(S, \mathbb{Z})$ with the intersection form changed by a sign.

In fact, we will use $\tilde{H}(S, \mathbb{Z})$ to denote the full cohomology $H^*(S, \mathbb{Z})$ with this altered intersection form, which is called the Mukai pairing, and a Hodge structure of weight two. The latter extends the natural one on $H^2(S, \mathbb{Z})$ by declaring $(H^0 \oplus H^2)(S)$ to be of type $(1, 1)$.

Next, the plane $A_2$ with its standard base $\lambda_1, \lambda_2$ with $(\lambda_1, \lambda_1) = 2$ and $(\lambda_1, \lambda_2) = -1$ will be considered with the embedding $A_2 \hookrightarrow U_3 \oplus U_4$, $\lambda_1 \mapsto e_4 - f_4$ and $\lambda_2 \mapsto e_3 + f_3 + f_4$. Its orthogonal complement $\langle \lambda_1, \lambda_2 \rangle^\perp = A_2^\perp \subset \tilde{\Lambda}$ is the lattice

$$A_2^\perp = E_8(-1)^{\oplus 2} \oplus U_1 \oplus U_2 \oplus A_2(-1)$$ (5.1)
of signature $(2, 20)$. Here, $A_2(-1) \subset U_3 \oplus U_4$ is spanned by $\mu_1 := e_3 - f_3$ and $\mu_2 := -e_3 - e_4 - f_4$ satisfying $(\mu_1, \mu_2) = -2$ and $(\mu_1, \mu_2) = 1$. For later use, we observe that the natural inclusion
\[ A_2 \oplus A_2^\perp \subset \Lambda \]
has index three.

If our K3 surface $S$ is polarized by a primitive ample line bundle $L$, then its degree $d := (L, L)$ is even. After changing the isometry $H^2(S, \mathbb{Z}) \cong \Lambda$ by an element in the orthogonal group $O(\Lambda)$ we can assume that the first Chern class $c_1(L) \in H^2(S, \mathbb{Z})$ corresponds to the element $e_2 + (d/2)f_2 \in \Lambda$, cf. [249, Exa. 14.1.11]. For its orthogonal complement in $\Lambda$ we use the notation
\[ \Lambda_d := (e_2 + (d/2)f_2)^\perp \subset \Lambda \subset \bar{\Lambda}. \]
As an abstract lattice, $\Lambda_d$ is just $E_8(-1)^{\oplus 2} \oplus U^{\oplus 2} \oplus \mathbb{Z}(-d)$ and, in particular, has signature $(2, 19)$. Note that for every positive even integer $d$ there exists a polarized K3 surface $(S, L)$ with $(L, L) = d$. The transcendental lattice $T(S)$ of the very general $(S, L)$ is under the above lattice isomorphism $H^2(S, \mathbb{Z}) \cong \Lambda$ identified with $T(S) \cong H^{1,1}(S, \mathbb{Z})^\perp \cong \Lambda_d$.

The Hodge decomposition for a K3 surface is of the form
\[ H^2(S, \mathbb{Z}) \otimes \mathbb{C} \cong H^2(S, \mathbb{C}) \cong H^{2,0}(S) \oplus H^{1,1}(S) \oplus H^{0,2}(S), \]
where the outer summands are one-dimensional. Usually, a generator of $H^{2,0}(S)$ is denoted $\sigma_5$ and thought of as a holomorphic or algebraic symplectic form. Note that (5.3) is determined by the line $H^{2,0}(S) \subset H^2(S, \mathbb{C})$ and the additional requirement that $H^{1,1}(S)$ and $H^{2,0}(S)$ be orthogonal.

### 5.2 Lattice theory of cubic fourfolds

The Hodge structure of a smooth cubic fourfold $X \subset \mathbb{P}^5$ looks surprisingly similar. Its middle cohomology $H \cong H^4(X, \mathbb{Z})^\perp$ is the odd lattice $I_{1,21}$, where the minus sign indicates that we changed the intersection form by a global sign. For example, $h^2 \in H^4(X, \mathbb{Z})^\perp$ has then square $(h^2, h^2) = -3$. The primitive part $H^4(X, \mathbb{Z})_{pr}$ is an even lattice of rank 22 and signature $(2, 20)$. More precisely,
\[ H^4(X, \mathbb{Z})_{pr} \cong \Gamma := E_8(-1)^{\oplus 2} \oplus U^{\oplus 2} \oplus A_2(-1), \]
where again the intersection form on the primitive cohomology of $X$ is changed by a sign, see Section 1.1.5. Note that $\Gamma$ is isometric to the lattice described by (5.1), i.e.
\[ \Gamma \cong \Lambda^\perp \subset \Lambda. \]

**Exercise 5.1.** Use Nikulin’s classical results on embeddings of lattices, cf. [249, Sec. 14.1] and the (almost) surjectivity of the period map, see Theorem 6.19, to deduce results showing that many even definite lattices of small rank can be realized as $H^{2,2}(X, \mathbb{Z})$ of a smooth cubic fourfold. This has obvious consequences for the realization of lattices.
Chapter 6. Cubic fourfolds

by the transcendental lattice of smooth cubic fourfolds. A systematic study in this direction has been conducted by Mayanskiy [348].

Remark 5.2. In a certain sense, the natural inclusion $A^\perp_2 \cong \Gamma \hookrightarrow H^4(X, \mathbb{Z})^\perp$ can be extended to an immersion of $\Lambda$ into the rational(!) cohomology of $X$. More precisely, we let $A^\perp_2 \hookrightarrow H^* (X, \mathbb{Q})$ be given by sending the generators $\lambda_i \in A_2$ to $v(\lambda_i)$ with

\[
\begin{align*}
v(\lambda_1) &:= 3 + \frac{5}{4} h - \frac{7}{32} h^2 - \frac{77}{384} h^3 + \frac{41}{2048} h^4 \quad \text{and} \\
v(\lambda_2) &:= -3 - \frac{1}{4} h + \frac{15}{32} h^2 + \frac{1}{384} h^3 - \frac{153}{2048} h^4.
\end{align*}
\]

This extends to an isometric embedding $A_2 \oplus A^\perp_2 \hookrightarrow \Lambda \hookrightarrow H^* (X, \mathbb{Q})$, where the cohomology $H^* (X, \mathbb{Q})$ is endowed with the Mukai pairing

\[
(\alpha, \alpha') := -\int_X \exp(3h/2) \cdot \alpha^* \cdot \alpha'.
\]

(5.4)

Here, $\alpha^* := (-1)^{i} \alpha$ for $\alpha \in H^{2i}(X, \mathbb{Q})$. The Mukai pairing computes the Euler–Poincaré pairing, i.e. $\chi(E, F) = -(v(E), v(F))$, where the Mukai vector is given by

\[
v: K_{\text{top}}(X) \longrightarrow H^* (X, \mathbb{Q}), \ E \longmapsto \text{ch}(E) \sqrt{\text{td}(X)}.
\]

Note that (5.4) on $H^* (X, \mathbb{Q})$ is not symmetric, but its restriction to the image of $\Lambda$ is.

A topological interpretation of $\tilde{\Lambda} \subset H^* (X, \mathbb{Q})$ was given by Addington and Thomas [9], cf. [252, Prop. 1.20]. It is the image of

\[
K_{\text{top}}'(X) \centcolon= \{ [\mathcal{O}_X], [\mathcal{O}_X(1)], [\mathcal{O}_X(2)] \}^\perp \subset K_{\text{top}}(X)
\]

under the Mukai vector, i.e.

\[
v: K_{\text{top}}'(X) \longrightarrow \tilde{\Lambda} \subset H^* (X, \mathbb{Q}).
\]

The orthogonal complement is here taken with respect to the Euler–Poincaré pairing and $K_{\text{top}}'(X)$ is endowed with $-\chi(E, F)$ (on algebraic classes).

To any primitive $v \in \Gamma \cong \Lambda^\perp$ with $(v, v) < 0$ one associates two natural lattices, one on the cubic side and one on the K3 side:

\[
K_v \subset \tilde{\Gamma} \quad \text{and} \quad L_v \subset \tilde{\Lambda}.
\]

They are defined as the saturations of the two lattices

\[
\mathbb{Z} \cdot h^2 \oplus \mathbb{Z} \cdot v \subset \tilde{\Gamma} \quad \text{and} \quad A_2 \oplus \mathbb{Z} \cdot v \subset \tilde{\Lambda},
\]

which are of rank two and three, respectively.
Proposition 5.3 (Hassett). For any primitive \( v \in \Gamma \cong A_2^\perp \) with \( (v,v) < 0 \) one of the following two assertions holds true:

(i) Either \( \mathbb{Z} \cdot h^2 \oplus \mathbb{Z} \cdot v = K_v, \ A_2 \oplus \mathbb{Z} \cdot v = L_v, \) and
\[
d := \text{disc}(K_v) = \text{disc}(L_v) = -3(v,v) \equiv 0 \ (6)
\]
(ii) or the inclusions \( \mathbb{Z} \cdot h^2 \oplus \mathbb{Z} \cdot v \subset K_v, \ A_2 \oplus \mathbb{Z} \cdot v \subset L_v \) are both of index three and
\[
d := \text{disc}(K_v) = \text{disc}(L_v) = -\frac{1}{3}(v,v) \equiv 2 \ (6).
\]
Furthermore, up to elements in the restricted orthogonal group \( \tilde{O}(\Gamma) \), see Section 1.2.4, the isomorphism types of the lattices \( K_v \) and \( L_v \) only depend on \( d = \text{disc}(K_v) = \text{disc}(L_v) \).

Proof See [226, Prop. 3.2.2 & 3.2.4] or [252, Lem. 1.4 & Prop. 1.6]. \( \square \)

In the following, we shall write \( K_d \) and \( L_d \) for the abstract isomorphism types of these lattices.

Remark 5.4. (i) In Lemma 1.1 and Exercise 2.23 we have seen already two of these lattices: \( K_8 \) and \( K_{14} \) (up to the sign change indicated by the minus sign in \( K_8^- \) and \( K_{14}^- \)). They were given by classes \( v \in \Gamma \cong A_2^\perp \) with \( (v,v) = -24 \) and \( (v,v) = -42 \), respectively. A variant of \( K_6 \) occurred in Section 1.4 and in Remark 1.31 the orthogonal \( K_1^\perp \) was compared to the primitive cohomology of a polarized K3 surface of degree two.

(ii) Proposition 5.3 implies Proposition 3.26. To see this, use that \( H^{2,2}(X,\mathbb{Z}) \cong K_v \) is the saturation of \( \mathbb{Z} \cdot h^2 \oplus \mathbb{Z} \cdot v \) and that the Fano correspondence defines an isomorphism (not an isometry!) \( H^{2,2}(X,\mathbb{Z}) \cong H^{1,1}(F(X),\mathbb{Z}) \), which sends \( v \in H^{2,2}(X,\mathbb{Z}) \) to the generator \( \gamma \) of \( H^{1,1}(F(X),\mathbb{Z}) \).

Remark 5.5. (i) The orthogonal complements of \( K_v \subset \tilde{\Gamma} \) and \( L_v \subset \tilde{\Lambda} \) are isomorphic, they are nothing but \( v^\perp \subset \Gamma \cong A_2^\perp \). As abstract lattices, they shall be denoted
\[
\Gamma_d := K_d^\perp = L_d^\perp.
\]
Using that \( K_d \) is negative definite or, alternatively, that \( L_d \) has signature \( (2,1) \), one deduces that \( \Gamma_d \) is a lattice of signature \( (2,19) \).

(ii) It is not difficult to write down explicit examples of primitive vectors \( v_d \in \Gamma \) for any fixed discriminant \( d > 0 \), assuming \( d \) satisfies the numerical condition
\[
d \equiv 0 \ (6) \text{ or } d \equiv 2 \ (6).
\]

However, beware that the two rank two lattices \( K_d \) and \( H^{1,1}(F(X),\mathbb{Z}) \) are not the same, e.g. while \( K_d \) is negative definite \( H^{1,1}(F(X),\mathbb{Z}) \) is indefinite by the Hodge index theorem.
For example, one can use, see \cite[Rem. 1.7]{252}:

\[
\begin{array}{ll}
v_d :=
\begin{cases}
  e_1 - (d/6)f_1 \in U_1 \subset \Gamma & \text{if } d \equiv 0 \pmod{6} \\
  3(e_1 - ((d - 2)/6)f_1) + \mu_1 - \mu_2 \in U_1 \oplus A_2(-1) \subset \Gamma & \text{if } d \equiv 2 \pmod{6}.
\end{cases}
\]

(iii) The difference between the two cases \( d \equiv 0 \pmod{6} \) and \( d \equiv 2 \pmod{6} \) is also reflected by the discriminant groups of \( K_d \) and \( L_d \). In the case \( d \equiv 0 \pmod{6} \), it is \( \mathbb{Z}/3\mathbb{Z} \oplus \mathbb{Z}/(d/3)\mathbb{Z} \), while for \( d \equiv 2 \pmod{6} \) it is the cyclic group \( \mathbb{Z}/d\mathbb{Z} \), cf. \cite[Rem. 1.7]{252}.

Essentially all values of \( d \) satisfying (\( \ast \)) are realized geometrically. We state this as the following result for the moduli space \( M = M_4 \) of smooth cubic fourfolds, considered as a smooth Deligne–Mumford stack or as a quasi-projective variety with quotient singularities of dimension 19. The result was hinted at already in Remark 1.3 for \( d = 8 \) and a complete proof is further postponed to Proposition 6.15. The strange notation \( C_d \cap M \) will become clear there as well.

**Proposition 5.6** (Hassett). For a fixed discriminant \( d > 6 \) satisfying (\( \ast \)), let \( C_d \cap M \subset M \) be the set of cubics \( X \) for which \( \mathbb{Z} \cdot h^2 \hookrightarrow H^{2,2}(X, \mathbb{Z})^{-} \) extends to a primitive isometric embedding \( K_d \hookrightarrow H^{2,2}(X, \mathbb{Z})^{-} \). Then

\[
C_d \cap M \subset M
\]

is an irreducible divisor.

More precisely, the result asserts that for all \( d > 6 \) satisfying (\( \ast \)) there exist smooth cubic fourfolds such that \( H^{2,2}(X, \mathbb{Z})^{-} \) is isomorphic to \( K_d \) and that the locus of those for which \( H^{2,2}(X, \mathbb{Z})^{-} \) contains \( K_d \) is irreducible and of codimension one. In fact, once the period description of the moduli space \( M \subset C \) is in place, see Section 6.4, the proof that \( C_d \subset C \) and \( C_d \cap M \subset M \) are of codimension one is standard.

A geometric reason for the irreducibility of Noether–Lefschetz divisors \( C_d \cap M \) is only available for very special discriminants \( d \), e.g. \( d = 8 \) and \( d = 14 \), corresponding to cubic fourfolds containing a plane or to Pfaffian cubics.

**Definition 5.7.** A smooth cubic fourfold \( X \subset \mathbb{P}^5 \) is called special (in the sense of Hassett) if for some \( d \) we have \( X \in C_d \cap M \), i.e. if \( h^2 \in H^{2,2}(X, \mathbb{Z})^{-} \) extends to a primitive isometric embedding \( K_d \hookrightarrow H^{2,2}(X, \mathbb{Z})^{-} \).

In other words, a smooth cubic fourfold is special if it contains a surface that is not homologous to a multiple of \( h^2 \).

**Example 5.8.** We have seen examples of special cubic fourfolds before.

(i) A smooth cubic \( X \) is contained in \( C_8 \cap M \) if and only if \( X \) contains a plane, see Lemma 1.1 and Remark 1.3.

(ii) A Pfaffian cubic \( X \) is contained in \( C_{14} \cap M \), see Corollary 2.21 and Exercise 2.23.
Moreover, for dimension reason and using the irreducibility of $C_{14} \cap M$, the generic cubic in $C_{14} \cap M$ is Pfaffian.

There are only few cases known in which special cubic fourfolds have been linked to the existence of special surfaces. For example, Hassett [224] shows that a smooth cubic fourfold $X$ defines a point in $C_{12}$ if and only if $X$ contains a cubic scroll. Similarly, $X$ defines a point in $C_{20}$ if and only if $X$ contains a Veronese surface, see the comments at the end of Section 1.6. Also, Farkas and Verra [180] show that the general cubic in $C_{26} \cap M$ contains a two-dimensional family of 3-nodal septic scrolls.

**Remark 5.9.** There are two integers $d$ that satisfy (5.7) but are excluded in the above result by the additional requirement $d > 6$, namely $d = 2$ and $d = 6$. It turns out that those are indeed not realized by smooth cubics but admit a geometric realization in terms of singular cubic fourfolds. This will be made more precise using the period description of the moduli space, see Theorem 6.19.

(i) Assume $d = 2$. The intersection matrix describing $K_2$ is

\[
\begin{pmatrix}
-3 & 1 \\
1 & -1
\end{pmatrix}
\]

There are various ways to exclude this case, see Section 3.7 and especially Remark 3.28. As explained in Remark 1.31, K3 surfaces with $H^2(S, \mathbb{Z}) \cong K^2_2$ nevertheless play a role for singular cubic fourfolds.

(ii) Assume $d = 6$. In this case the intersection matrix describing $K_6$ is

\[
\begin{pmatrix}
-3 & 0 \\
0 & -2
\end{pmatrix}
\]

In particular, if an isometric embedding $K_6 \hookrightarrow H^{2,2}(X, \mathbb{Z})$ for a smooth cubic fourfold $X$ existed, then the image of the second basis vector would define a class $\delta \in H^{2,2}(X, \mathbb{Z})$ with $(\delta, \delta) = 2$, which is excluded by Corollary 4.16, see also Remark 3.27. The discussion in Section 1.4 can be rephrased by saying that for a cubic fourfold $X \subset \mathbb{P}^5$ with an ordinary double point $x_0 \in X$ as its only singularity, the blow-up $\text{Bl}_{x_0}(X)$ admits a rank two lattice with the slightly modified intersection matrix

\[
\begin{pmatrix}
3 & 0 \\
0 & -2
\end{pmatrix}
\]

in its algebraic part $H^{2,2}(\text{Bl}_{x_0}(X), \mathbb{Z})$.

**Proposition 5.10** (Hassett). Assume $d$ satisfies (5.7). Then there exists an isometry

\[
\Gamma_d \cong \Lambda_d
\]

if and only if $d$ satisfies the stronger numerical condition

\[
d/2 = \prod p^{e_p} \text{ with } n_p = 0 \text{ for all } p \equiv 2 \pmod{3} \text{ and } n_3 \leq 1.
\]

(5.8)
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Proof See [226, Thm. 5.1.3] or [252, Lem. 1.10]. □

Remark 5.11. The numerical condition (**) is equivalent to the condition that there exists a primitive vector $0 \neq w \in A_2$ with $(w,w) = d$ and also to the condition that $d = (2n^2 + 2n + 2)/a$ for certain integers $a$ and $n$, see [252, Prop. 1.13].

Corollary 5.12 (Hassett). Assume $X$ is a smooth cubic fourfold and fix $d \in \mathbb{Z}$. Then the following two conditions are equivalent:

(i) The positive integer $d$ satisfies (**) and $X$ is contained in $C_d \cap M \subset M$, i.e. the embedding $\mathcal{E} \cdot h^2 \subset H^2(X,\mathbb{Z})^-$ can be extended to a primitive isometric embedding

$$K_d \hookrightarrow H^2(X,\mathbb{Z})^-.$$ 

(ii) There exists a polarized K3 surface $(S,L)$ of degree $d$ and a primitive Hodge isometric embedding

$$H^2(S,\mathbb{Z})_{pr} \hookrightarrow H^4(X,\mathbb{Z})_{pr}(1).$$

Proof Assume $K_d \hookrightarrow H^2(X,\mathbb{Z})^-$ is as in (i). Then its orthogonal complement in $H^4(X,\mathbb{Z})$ is isometric to $\Lambda_d$. By the surjectivity of the period map, see e.g. [249, Ch. 6] for proofs and references, there exists a K3 surface $S$ with a primitive line bundle $L$ such that $(L,L) = d$ and with $L^+ \subset H^2(S,\mathbb{Z})$ Hodge isometric up to Tate twist to $K_d^+ \subset H^4(X,\mathbb{Z})^-$. In order to ensure that $L$ can be chosen ample, it suffices to prove there is no $(1,1)$-class $\delta \in L^+ \subset H^2(S,\mathbb{Z})$ with $(\delta,\delta) = -2$ or, slightly stronger, that there is no $\delta \in H^2(X,\mathbb{Z})_{pr}$ with $(\delta,\delta) = 2$. But this is the content of Corollary 4.16.

For the converse observe that the orthogonal complement of an embedding as in (ii) gives an embedding $K_d \hookrightarrow H^2(X,\mathbb{Z})^-$. □

Here is a table of the first values of $d$ satisfying (*) and (**):

<table>
<thead>
<tr>
<th>(*)</th>
<th>8</th>
<th>12</th>
<th>14</th>
<th>18</th>
<th>20</th>
<th>24</th>
<th>26</th>
<th>30</th>
<th>32</th>
<th>36</th>
<th>38</th>
<th>42</th>
</tr>
</thead>
<tbody>
<tr>
<td>(**)</td>
<td>14</td>
<td>26</td>
<td>38</td>
<td>42</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(%)</td>
<td>44</td>
<td>48</td>
<td>50</td>
<td>54</td>
<td>56</td>
<td>60</td>
<td>62</td>
<td>66</td>
<td>68</td>
<td>72</td>
<td>74</td>
<td>78</td>
</tr>
<tr>
<td>(**)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Remark 5.13. Assume $X$ is a smooth cubic fourfold with $K_d \simeq H^2(X,\mathbb{Z})^-$. If $d$ satisfies (**) and $d \equiv 2 \mod 6$, then there exists a unique polarized K3 surface $(S,L)$ with $H^2(S,\mathbb{Z})_{pr} \simeq K_d^+$. If $d$ satisfies (**) but $d \equiv 0 \mod 6$, then there exist exactly two such polarized K3 surfaces. This phenomenon had been already observed by Hassett [226] and has been studied further by Brakkee [92]. See Corollary 5.22 for the global picture.
Definition 5.14. A polarized K3 surface $(S, L)$ and a smooth cubic fourfold are associated if there exists an isometric embedding of Hodge structures

$$H^2(S, \mathbb{Z})_{L, pr} \hookrightarrow H^4(X, \mathbb{Z})_{pr}(1).$$

We write $X \sim (S, L)$ in this case. For another point of view see Corollary 5.18.

5.3 Hassett’s rationality conjecture The link between cubic fourfolds and K3 surfaces, mainly via Hodge theory with the exception of a few special cases in Sections 1 and 2, is already mysterious but it becomes even more interesting in the light of the following, see also Conjecture 7.3.1 and the discussion succeeding it.

Conjecture 5.15 (Hassett). A smooth cubic fourfold $X \subset \mathbb{P}^5$ is rational if and only if $X$ is contained in $C_d \cap M \subset M$ with $d$ satisfying $(\ast \ast)$, i.e. if and only if $X$ is associated with a polarized K3 surface.25

Remark 5.16. The conjecture is wide open. Although only cubic fourfolds in the countable union $\bigcup_{\ast \ast} C_d$ of divisors are expected to be rational, so the very general cubic fourfold should be irrational, not a single cubic fourfold is known to be provably irrational. That smooth cubic fourfolds not contained in any Hassett divisor should be irrational was apparently conjectured already by Iskovskih, see [454, Sec. 1].

Here is a probably incomplete list of smooth cubic fourfolds that are known to be rational:

**Codimension one:**

(i) All Pfaffian cubic fourfolds are rational, see Corollary 2.27. Pfaffian cubics are parametrized by the Noether–Lefschetz divisor $C_{14} \cap M \subset M$. Pfaffian cubics always contain a quartic scroll, see Lemma 2.20, and a quintic del Pezzo surface, see Remark 2.5. (The existence of the latter is equivalent to the cubic being a Pfaffian.) It was known classically that the existence of either of the two types of surfaces is enough to conclude rationality, see [227, Prop. 4 & 6]. Note that originally only generic Pfaffian cubics were known to be rational but by the recent results on specializations [285, 371] they are all covered, see also [80] for a direct approach.

(ii) Russo and Staglianò [409] prove rationality for smooth cubic fourfolds contained in $C_{26}$ and $C_{38}$. The intersection of these divisors with any other $C_d$ are studied by Yang and Yu [494]. The next divisor expected to parametrize rational cubics would be $C_{42} \cap M \subset M$, but it seems nothing is known in this case.

**Codimension two:**

(iii) Cubic fourfolds containing a plane $\mathbb{P}^2 \cong P \subset X$ with trivial Brauer class $\alpha_{P, X}$ are rational, see Lemma 1.14. There is a countable union of codimension two subsets all contained in $C_8$ with this property, see [225]. The proof relies on Lemma 1.14 to show

25 For comments on another and incompatible rationality criterion see Remark 7.3.2.
that under certain numerical conditions on $d$, e.g. $d$ satisfying (**), the intersection $C_d \cap C_8 \cap M$ has one irreducible component for which the Brauer class $\alpha_{P,X}$ is trivial. Note, however, that even for $d$ satisfying (**) not for every cubic in $C_d \cap C_8 \cap M$ this is the case. This has been studied in detail in [29].

(iv) Cubic fourfolds containing two disjoint planes are rational, see Corollary 1.5.11 and Example 1.5.12.

(v) There exists a countable union of subsets of codimension two in the moduli space $M$ that are all contained in $C_{18} \cap M$ parametrizing rational cubic fourfolds [7]. Their special geometric feature is the existence of a covering family of sextic del Pezzo surfaces.

**Remark 5.17.** We have seen already that every cubic hypersurfaces admits a unirational parametrization $\mathbb{P}^n \dashrightarrow X$ of degree two, see Corollary 2.1.21. Those who admit a unirational parametrization of odd degree are good candidate for being rational.

However, it was shown by Hassett [227, Cor. 40] that generic cubic fourfolds $X \in C_d \cap M$ with $d = 14, 18, 26, 30, 38$ admit an odd degree unirational parametrization. Later, Lai [304, Thm. 0.1] proved the result for $d = 42$. Note however that general smooth cubic fourfolds of ‘degree’ $d = 18$ and 30 are not expected to be rational.

5.4 Cubics versus K3 surfaces via the Mukai lattice

There is a different way of looking at the curious relation between cubic fourfolds and K3 surfaces expressed by Corollary 5.12. At first, this is something that is just observed on the level of lattices and Hodge structures, but, as will be explained in Sections 7.3.4 and 7.3.5, it has a very clean interpretation in terms of derived categories. In comparison, the relation captured by Corollary 5.12, which at first looks more geometric, has not been given a satisfactory interpretation, for example in terms of geometric correspondences.

As a first step, we introduce the Hodge structure $\tilde{H}(X, \mathbb{Z})$ associated with any smooth cubic fourfold. As a lattice, we set

$$\tilde{H}(X, \mathbb{Z}) := K^\top_{\text{top}}(X) = \{ [O_X], [O_X(1)], [O_X(2)] \}^\perp \subset K^\top_{\text{top}}(X),$$

equipped with the Euler–Poincaré pairing changed by a sign, or, alternatively, as

$$\tilde{H}(X, \mathbb{Z}) = v(K^\top_{\text{top}}(X)) \subset H^*(X, \mathbb{Q})$$

together with the Mukai pairing. Recall that as abstract lattices $\tilde{H}(X, \mathbb{Z}) = \tilde{\Lambda}$, see Remark 5.2. Next, $\tilde{H}(X, \mathbb{Z})$ is endowed with a Hodge structure of weight two by setting

$$\tilde{H}^{2,0}(X) := v^{-1}(H^{3,1}(X))$$

and requiring $\tilde{H}^{1,1}(X)$ and $\tilde{H}^{2,0}(X)$ to be orthogonal. With this definition, the two distinguished classes $v(\lambda_1), v(\lambda_2) \in \tilde{H}(X, \mathbb{Z})$ span a sublattice

$$A_2 \subset \tilde{H}^{1,1}(X, \mathbb{Z}).$$
Also note that the transcendental part of \( \tilde{H}(X, \mathbb{Z}) \), i.e. the orthogonal complement of \( \tilde{H}^{1,1}(X, \mathbb{Z}) := \tilde{H}(X, \mathbb{Z}) \cap \tilde{H}^{1,1}(X) \), is just the usual transcendental part up to Tate twist
\[
\tilde{H}^{1,1}(X, \mathbb{Z}) \perp (-1) \cong T(X) = H^{2,2}(X, \mathbb{Z})^+ \subset H^4(X, \mathbb{Z}).
\]

The next result [9] should be viewed as the unpolarized analogue of Corollary 5.12.

**Corollary 5.18** (Addington–Thomas). Assume \( X \) is a smooth cubic fourfold. Then the following conditions are equivalent.

(i) There exists an isometric embedding
\[
U \hookrightarrow \tilde{H}^{1,1}(X, \mathbb{Z}).
\]

(ii) There exists a projective K3 surface \( S \) and a Hodge isometry
\[
\tilde{H}(X, \mathbb{Z}) \cong \tilde{H}(S, \mathbb{Z}).
\]

(iii) There exists an integer \( d \) satisfying \( ** \) such that \( X \in C_d \cap M \) or, equivalently according to Corollary 5.12, there exists a polarized K3 surface \( (S', L') \) and a Hodge isometric embedding
\[
H^2(S', \mathbb{Z})_{L'} \hookrightarrow H^4(X, \mathbb{Z}).
\]

**Proof** For the proof, we refer to the original [9] or to [252], but see the proof of Corollary 6.23. In particular one uses that any Hodge isometry between the transcendental lattices \( T(S) \cong T(X) \) extends to a Hodge isometry \( \tilde{H}(S, \mathbb{Z}) \cong \tilde{H}(X, \mathbb{Z}) \), cf. [249, Cor. 14.3.12]. \( \Box \)

Warning: The K3 surface in (ii) may not admit any polarization for which an isometric embedding as in (iii) exists.

**Definition 5.19.** We say that a smooth cubic fourfold \( X \) and an unpolarized(!) K3 surface \( S \) are **associated** if there exists a Hodge isometry \( \tilde{H}(S, \mathbb{Z}) \cong \tilde{H}(X, \mathbb{Z}) \) as above.

Note that in this case \( S \) itself may not admit a polarization \( L \) such that \( X \) and \( (S, L) \) are associated in the sense of Definition 5.14, but there always exists another polarized K3 surface \( (S', L') \) that is and for which \( \tilde{H}(S, \mathbb{Z}) \cong \tilde{H}(S', \mathbb{Z}) \). See Section 7.3.5 for an interpretation in terms of derived categories.

**Remark 5.20.** A twisted version of the above exists [252, 250] and it says that the following conditions are equivalent:

(i) There exists an isometric embedding \( U(n) \hookrightarrow \tilde{H}^{1,1}(X, \mathbb{Z}) \).

(ii) There exists a twisted projective K3 surface \( (S, \alpha \in Br(S)) \) and a Hodge isometry
\[
\tilde{H}(X, \mathbb{Z}) \cong \tilde{H}(S, \alpha, \mathbb{Z}).
\]

\(^{26}\) For the definition of the lattice and the Hodge structure \( \tilde{H}(S, \alpha, \mathbb{Z}) \) we refer to [249, Sec. 16.4.1].
(iii) There exists an integer $d$ satisfying
\[ d/2 = \prod p^{n_p} \text{ with } n_p \equiv 0 \text{ for all } p \equiv 2 (3). \]

such that $X \in C_d$.

In this case, we say that $X$ and the unpolarized but twisted $(S, \alpha)$ are associated. Again, an interpretation in terms of derived categories exists, see Section 7.3.5.

Similar to Remark 5.11 one can show that the numerical condition $(**')$ is equivalent to the existence of a (not necessarily primitive) vector $0 \neq w \in A_2$ with $(w \cdot w) = d$.

5.5 Fano variety: Hilbert schemes and Lagrangian fibrations

The advantage of working with the Hodge structure $\tilde{H}(X, \mathbb{Z})$ rather than the middle cohomology of $X$ is illustrated by the next result [4]. It explains that instead of extending the Hodge isometry $H^4(X, \mathbb{Z})_{pt} \cong H^2(F(X), \mathbb{Z})_{pt}(-1)$, see Corollary 3.21, to an isomorphism of Hodge structures $H^4(X, \mathbb{Z}) \cong H^2(F(X), \mathbb{Z})(-1)$ that is not an isometry anymore, one should realize $H^2(F(X), \mathbb{Z})$ isometrically inside $\tilde{H}(X, \mathbb{Z})$ as the orthogonal complement of the distinguished vector $v(\lambda_1) \in H^{1,1}(X, \mathbb{Z})$.

**Corollary 5.21** (Addington). The Hodge isometry $H^4(X, \mathbb{Z})_{pt}(1) \cong H^2(F(X), \mathbb{Z})_{pt}$ induced by the Fano correspondence extends naturally to a Hodge isometry
\[
\begin{align*}
H^4(X, \mathbb{Z})_{pt}(1) &\cong H^2(F(X), \mathbb{Z})_{pt} \\
\bigcap &\cong H^2(F(X), \mathbb{Z}) \\
\bigcap &\cong \tilde{H}(X, \mathbb{Z}).
\end{align*}
\]

Here, $H^2(F(X), \mathbb{Z})$ is considered with the quadratic form $q_F$ and $v(\lambda_1)^\perp \subset \tilde{H}(X, \mathbb{Z})$ comes with the induced Mukai pairing.

Furthermore, under this Hodge isometry $v(\lambda_1 + 2\lambda_2) \in v(\lambda_1)^\perp \subset \tilde{H}^{1,1}(X, \mathbb{Z})$ is mapped to the Plücker polarization $g \in H^{1,1}(F(X), \mathbb{Z})$.

**Proof** The Hodge isometry $v(\lambda_1)^\perp \cong H^2(F(X), \mathbb{Z})$ is induced by the Fano correspondence but with a twist:
\[
\alpha \mapsto c_1 \circ p_*(q^*(\alpha) \cdot \text{td}(p)).
\]

We refer to the original [4] for details, see also [252, Sec. 3.1]. □

The Fano version of Corollaries 5.12 and 5.18 is then the following result [4, 226].

**Corollary 5.22** (Hassett, Addington). Assume $X$ is a smooth cubic fourfold with its Fano variety of lines $F(X)$. Then the following conditions are equivalent:
(i) There exists an isometric embedding

\[ U \hookrightarrow \tilde{H}^{1,1}(X, \mathbb{Z}) \]  

with \( v(\lambda_1) \in U \).

(ii) There exists a K3 surface \( S \) and a Hodge isometry

\[ H^2(S^{[2]}, \mathbb{Z}) \cong H^2(F(X), \mathbb{Z}). \] (5.7)

In this case, the two four-dimensional hyperkähler manifolds \( F(X) \) and \( S^{[2]} \) in (ii) are birational and \( S \) and \( X \) are associated in the sense of Corollary 5.18.

**Proof** The key observation is that any Hodge isometry (5.7) extends to a Hodge isometry \( \tilde{H}(S, \mathbb{Z}) \cong \tilde{H}(X, \mathbb{Z}) \), see [252, Lem. 3.3], which then proves the equivalence of (i) and (ii) and the assertion that \( S \) and \( X \) are associated.

Eventually, according to [337, Thm. 5.8], any Hodge isometry (5.7) is induced by a birational map between \( S^{[2]} \) and \( F(X) \). □

The existence of a hyperbolic plane \( v(\lambda_1) \in U \subset \tilde{H}^{1,1}(X, \mathbb{Z}) \) can be rephrased in terms of the primitive sublattices \( K_d \subset H^2(X, \mathbb{Z}) \), see [4, Thm. 2]. It turns out that (i) is equivalent to the existence of \( K_d \) in \( H^2(X, \mathbb{Z}) \) with \( d \) satisfying the numerical condition

\[ d = \frac{2n^2 + 2n + 2}{a^2} \]  

for certain \( a, n \in \mathbb{Z} \). (***)

For a comparison of the two conditions (**) and (***) we list the first few values.

<table>
<thead>
<tr>
<th></th>
<th>14</th>
<th>26</th>
<th>38</th>
<th>42</th>
<th>62</th>
<th>74</th>
<th>78</th>
<th>86</th>
<th>98</th>
<th>114</th>
<th>122</th>
<th>134</th>
</tr>
</thead>
<tbody>
<tr>
<td>(**)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>86</td>
<td></td>
<td></td>
<td>114</td>
<td>122</td>
<td>134</td>
</tr>
<tr>
<td>(***)</td>
<td>14</td>
<td>26</td>
<td>38</td>
<td>42</td>
<td>62</td>
<td></td>
<td></td>
<td>86</td>
<td></td>
<td>114</td>
<td>122</td>
<td>134</td>
</tr>
</tbody>
</table>

In particular, the Fano variety \( F(X) \) of a cubic fourfold can be birational, and even isomorphic, to the Hilbert scheme \( S^{[2]} \) of a K3 surface without being associated directly with any K3 surface. In particular, Hassett’s rationality conjecture, see Conjecture 5.15, and the one by Galkin and Shinder [189] are incompatible, see Remark 7.3.2.

**Remark 5.23.** The Hilbert scheme \( S^{[2]} \) of a K3 surface is a particular moduli space of stable sheaves on \( S \), namely of the ideal sheaves \( I_Z \) of subschemes \( Z \subset S \) of length two.

From this perspective, it is naturally to wonder whether \( F(X) \) is also birational to some moduli spaces of (twisted) sheaves on a K3 surface \( S \) and whether this is expressed as a numerical condition on \( d \). For the untwisted case this was worked out by Addington [4], for the twisted case see [250]. It turns out that the resulting conditions are numerically expressed by (**) and (**'). The phenomenon is naturally explained by equivalences \( \mathcal{A}_X \cong D^b(S) \) and \( \mathcal{A}_X \cong D^b(S, \alpha) \), see Section 7.3.4.

A precursor of this observation in the twisted case is the result of Macrì and Stellari [332, Thm. 1.3] that for a cubic fourfold containing a plane \( P \subset X \) the Fano variety \( F(X) \) is a moduli space of twisted sheaves on \( S_P \).
Also, certain geometric properties of the hyperkähler fourfold $F(X)$ are determined by numerical properties of the cubic $X$. Here is an example.

**Corollary 5.24.** Assume $X$ is a smooth cubic fourfold with its Fano variety of lines $F(X)$. Then the following two conditions are equivalent.

(i) $X \in C_d \cap M$ with $d/2$ a perfect square.

(ii) The hyperkähler manifold $F(X)$ admits a rational Lagrangian fibration.

*Proof* Since $F(X)$ is deformation equivalent to the Hilbert scheme of a K3 surfaces, the existence of a rational Lagrangian fibration is known to be equivalent to the existence of a non-trivial isotropic class $\ell \in H^{1,1}(F(X), \mathbb{Z})$, see [339, Thm. 1.3]. For an isotropic class $\ell$ a primitive linear combination $v = a \ell + b \gamma$ is a primitive cohomology class, i.e. $q(v, \gamma) = 0$, if and only if $a = -6b/q(\ell, \gamma)$. Then $q(v) = -6b^2$ and, in particular, $b \in \mathbb{Z}$. According to Proposition 5.3, this implies $X \in C_d$ with $d = 18b^2$ or $d = 2b^2$. In both cases, $d/2$ is a perfect square. We leave the converse to the reader. □

In the spirit of condition (**), the condition for $F(X)$ to admit a Lagrangian fibration can be rephrased as

$$d/2 = \prod \ p^{n_p} \ \text{with} \ n_p \equiv 0 \ (2) \ \text{for all} \ p. \ \ (**)$$

such that $X \in C_d$.

**Remark 5.25.** We conclude this section by giving references to results concerning the \textit{LLSvS eightfold} $Z(X)$, a hyperkähler manifold of dimension eight naturally associated with any smooth cubic fourfold $X \subset \mathbb{P}^5$ not containing a plane. The variety $Z(X)$ was constructed by Lehn, Lehn, Sorger, and van Straten [319] and further studied by Addington and Lehn [8], who in particular showed that $Z(X)$ is deformation equivalent to the Hilbert scheme $S^{[4]}$ of a K3 surface by establishing a birational correspondence between $Z(X_V)$ and $S^{[4]}_V$ for any Pfaffian cubic fourfold $X_V$ not containing a plane and its associated K3 surface $S_V$, see Section 2.

The period computations for $F(X)$ were done by Addington and Giovenzana [6]. The numerical conditions for $Z(X)$ being birational to a moduli space of (twisted) sheaves on a K3 surface or to a Hilbert scheme $S^{[4]}$ are the same as those for $F(X)$, see Corollary 5.22 and Remark 5.23.

### 6 Period domains and moduli spaces

We now compare the Hodge theory of K3 surfaces and cubic fourfolds in families. By means of period maps, this leads to an algebraic correspondence between the moduli
space of polarized K3 surfaces of certain degrees and the moduli space of cubic fourfolds. The approach has been initiated by Hassett [226] and has turned out to be a beneficial point of view.

6.1 Baily–Borel Here is a very brief reminder of some results by Borel and by Baily–Borel on arithmetic quotients of orthogonal type. Let \((N, (\cdot, \cdot))\) be a lattice of signature \((2, n_\ldots)\) and set \(V := N \otimes \mathbb{R}\). Then the period domain \(D_N\) associated with \(N\) is the real Grassmann variety of positive, oriented planes \(W \subset V\), which also can be described as

\[
D_N \cong O(2, n_\ldots)/(O(2) \times O(n_\ldots)) \\
\cong \{ x \mid (x, x) = 0, (x, \bar{x}) > 0 \} \subset \mathbb{P}(N \otimes \mathbb{C}).
\]

With the latter description, the period domain \(D_N\) associated with \(N\) has the structure of a complex manifold. This is turned into an algebraic statement by the following fundamental result [32]. It uses the fact that under the assumption on the signature of \(N\) the orthogonal group \(O(N)\) acts properly discontinuously on \(D_N\).

**Theorem 6.1** (Baily–Borel). Assume \(G \subset O(N)\) is a torsion free subgroup of finite index. Then the quotient

\[
G \backslash D_N
\]

has the structure of a smooth, quasi-projective complex variety.

As \(G\) acts properly discontinuously as well, all the stabilizer subgroups are finite and hence, by the assumption on \(G\), trivial. This already proves the smoothness of the quotient \(G \backslash D_N\). The difficult part of the theorem is to find a Zariski open embedding into a complex projective variety.

Finite index subgroups \(G \subset O(N)\) with torsion are relevant, too. In this situation, one uses Minkowski’s theorem stating that the map \(\pi_p: \text{GL}(n, \mathbb{Z}) \rightarrow \text{GL}(n, \mathbb{F}_p), p \geq 3,\) is injective on finite subgroups or, equivalently, that its kernel is torsion free. Hence, for every finite index subgroup \(G \subset O(N)\) there exists a normal and torsion free subgroup \(G_0 := G \cap \text{Ker}(\pi_p) \subset G\) of finite index.

**Corollary 6.2.** Assume \(G \subset O(N)\) is a subgroup of finite index. Then the quotient

\[
G \backslash D_N
\]

has the structure of a normal, quasi-projective complex variety with finite quotient singularities. \(\Box\)

Not only are these arithmetic quotients algebraic, also holomorphic maps into them are algebraic. This is the following remarkable GAGA style result, see [88].
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**Theorem 6.3** (Borel). Assume $G \subset \text{O}(N)$ is a torsion free subgroup of finite index. Then any holomorphic map $\varphi: Z \to G \setminus D_N$ from a complex variety $Z$ is regular.

**Remark 6.4.** Often, the result is applied to holomorphic maps to singular quotients $G \setminus D_N$, i.e. in situations when $G$ is not necessarily torsion free. This is covered by the above only when $Z \to G \setminus D_N$ is induced by a holomorphic map $Z' \to G_0 \setminus D_N$, where $Z' \to Z$ is a finite quotient and $G_0 \subset G$ is a normal, torsion free subgroup of finite index.

### 6.2 Hassett divisors of special fourfolds

We shall be interested in (at least) three different types of period domains: For polarized K3 surfaces and for (special) smooth cubic fourfolds. These are the period domains associated with the three lattices $\Gamma$, $\Gamma_d$, and $\Lambda_d$, which all have signature $(2, n)$:

$$D \subset \mathbb{P}(\Gamma \otimes \mathbb{C}), \ D_d \subset \mathbb{P}(\Gamma_d \otimes \mathbb{C}), \text{ and } Q_d \subset \mathbb{P}(\Lambda_d \otimes \mathbb{C}).$$

These period domains are endowed with the natural action of the corresponding orthogonal groups $\text{O}(\Gamma)$, $\text{O}(\Gamma_d)$, and $\text{O}(\Lambda_d)$ and we will be interested in the following quotients by distinguished finite index subgroups of those:

$$\tilde{C} := \tilde{\text{O}}(\Gamma) \setminus D = \text{O}(\Gamma) \setminus D, \quad \tilde{C}_d := \tilde{\text{O}}(\Gamma, K_d) \setminus D_d, \quad \tilde{C}_d := \tilde{\text{O}}(\Gamma, v_d) \setminus D_d, \quad (6.1)$$

and $\mathcal{M}_d := \tilde{\text{O}}(\Lambda_d) \setminus Q_d$.

For the definition of $\tilde{\text{O}}(\Gamma)$ and $\tilde{\text{O}}(\Lambda_d)$ see Section 1.2.4, while the groups

$$\tilde{\text{O}}(\Gamma, v_d) \subset \tilde{\text{O}}(\Gamma, K_d) \subset \tilde{\text{O}}(\Gamma) \subset \tilde{\text{O}}(\Gamma)$$

are the subgroups of transformations $g$ of $\Gamma$ that in addition to $h^2$ also fix the vector $v_d$ resp. the lattice $K_d$, see (5.5). The latter condition is equivalent to $g(v_d) = \pm v_d$. It is known that the inclusion $\tilde{\text{O}}(\Gamma, v_d) \subset \tilde{\text{O}}(\Gamma, K_d)$ is of index two for $d \equiv 0 \pmod{6}$ and it is an equality for $d \equiv 2 \pmod{6}$, cf. [252, Lem. 1.8].

**Remark 6.5.** For a lattice $N$ if signature $(2, n_\ast)$, the period domain has two connected components. Yet, as all groups in (6.2) contain elements swapping the components, all quotients in (6.1) are irreducible quasi-projective varieties.

By virtue of Theorems 6.1 and 6.3, see also Remark 6.4, we know that the induced maps $\tilde{C}_d \to \tilde{C}_d$ and $\tilde{C}_d \to \tilde{C}$ are regular morphisms between normal quasi-projective varieties. The image in $\tilde{C}$ shall be denoted by $C_d$, so that

$$\tilde{C}_d \to \tilde{C}_d \to C_d \subset \tilde{C}.$$

By construction, the $C_d \subset \tilde{C}$ are irreducible hypersurfaces, also called Noether–Lefschetz divisors or in this particular situation Hassett divisors. Their theory, in a more

---

27 For the first equality note that $\tilde{\text{O}}(\Gamma) \subset \text{O}(\Gamma)$ is of index two, but $-\text{id} \in \text{O}(\Gamma) \setminus \tilde{\text{O}}(\Gamma)$ acts trivially on $D$. 
general setting, i.e. using arbitrary lattices of signature $(2, n)$, has been studied intensively. We will here concentrate on those aspects that are relevant for our purposes.

**Corollary 6.6** (Hassett). Assume the positive integer $d$ satisfies $(\ast)$. Then the naturally induced maps

$$\tilde{C}_d \rightarrow \tilde{C}_d \rightarrow C_d$$

are surjective, finite, and algebraic.

Furthermore, $\tilde{C}_d \rightarrow C_d$ is the normalization of $C_d$ and $\tilde{C}_d \rightarrow \tilde{C}_d$ is a finite morphism between normal varieties, which is an isomorphism for $d \equiv 2 \pmod{6}$ and of degree two for $d \equiv 0 \pmod{6}$.

**Proof** If $d$ satisfies $(\ast)$ and $d \equiv 2 \pmod{6}$, then $\tilde{O}(\Gamma, K_d) = \tilde{O}(\Gamma, v_d)$ and, therefore, $\tilde{C}_d \cong \tilde{C}_d$. Otherwise, $\tilde{C}_d \rightarrow \tilde{C}_d$ is the quotient by any $g \in \tilde{O}(\Gamma, K_d) \setminus \tilde{O}(\Gamma, v_d)$, which can in fact be chosen to be an involution, see the proof of [252, Lem. 1.8].

To prove that $\tilde{C}_d \rightarrow C_d$ is quasi-finite, use that $\tilde{C}_d \rightarrow C$ is algebraic with discrete and hence finite fibres. For a very general $x \in D_d$, i.e. such that there does not exist any proper primitive sublattice $N \subset \Gamma_d$ with $x \in N \otimes \mathbb{C}$, any $g \in \tilde{O}(\Gamma, K_d) \setminus \tilde{O}(\Gamma, v_d)$, which satisfies $g(\Gamma_d) = \Gamma_d$ and, therefore, $g(K_d) = K_d$, i.e. $g \in \tilde{O}(\Gamma, K_d)$. This proves that $\tilde{C}_d \rightarrow C$ is generically injective. Thus, once $\tilde{C}_d \rightarrow C$ is shown to be finite, and not only quasi-finite, it is the normalization of its image $C_d$. We refer to [92, 226] for more details concerning the finiteness or, equivalently, the properness of the map.

**Remark 6.7.** Note that while the fibre of $\tilde{C}_d \rightarrow \tilde{C}_d$ consists of at most two points, the fibres of $\tilde{C}_d \rightarrow C_d$ may contain more points, depending on the singularities of $C_d$. For fixed $d$, the cardinality of the fibres is of course bounded, although no explicit bound is known, but the maximal cardinality of the fibres grows with $d$.

The next result is the first step to link K3 surfaces and cubic fourfolds by means of their periods.

**Corollary 6.8.** Assume $6 < d$ satisfies $(\ast \ast)$ and choose an isomorphism $\varepsilon: \Gamma_d \rightarrow \Lambda_d$.

(i) If $d \equiv 0 \pmod{6}$, then $\varepsilon$ naturally induces an isomorphism $M_d \cong \tilde{C}_d$. Therefore, $M_d$ comes with a finite morphism onto $C_d$ which is generically of degree two:

$$\Phi_\varepsilon: M_d \cong \tilde{C}_d \rightarrow \tilde{C}_d \rightarrow \text{norm} C_d \subset C.$$

(ii) If $d \equiv 2 \pmod{6}$, then $\varepsilon$ naturally induces an isomorphism $M_d \cong \tilde{C}_d \cong \tilde{C}_d$. Therefore, $M_d$ can be seen as the normalization of $C_d \subset C$:

$$\Phi_\varepsilon: M_d \cong \tilde{C}_d \rightarrow \tilde{C}_d \rightarrow \text{norm} C_d \subset C.$$

**Proof** The key observation here is that the choice of $\varepsilon$ naturally induces an isomorphism $\tilde{O}(\Gamma, v_d) \cong \tilde{O}(\Lambda_d)$, see [252, Lem. 1.10].

\[\square\]
I wish to thank E. Brakkee and P. Magni for discussions concerning this point.
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Standard GIT methods, by using the theorem below, or as a Deligne–Mumford stack, cf. $(P, K_d)$.

6.3 Reminder: K3 surfaces We start by recalling the central theorem in the theory of K3 surfaces: the global Torelli theorem. In the situation at hand, it is a result of Pjatecki-Sapiro and Šafarevič, see [249, Ch. 6] for details, generalizations, and references.

Consider the coarse moduli space $M_d$ of polarized K3 surfaces $(S, L)$ of degree $(L, L) = d$, which can be constructed as a quasi-projective variety either by (not quite) standard GIT methods, by using the theorem below, or as a Deligne–Mumford stack, cf. [249, Ch. 5].

The period map associates with any $(S, L) \in M_d$ a point in $M_d$. For this, choose an isometry $H^2(S, \mathbb{Z}) \simeq \Lambda$, called a marking, that maps $c_1(L)$ to $\ell_d := e_2 + (d/2)f_2$ and, therefore, induces an isometry $H^2(S, \mathbb{Z})_{\text{pr}} \simeq \Lambda_d$. Then the $(2, 0)$-part $H^2(S, \mathbb{C}) \simeq \Lambda \otimes \mathbb{C}$ defines a point in the period domain $Q_d$. The image point in the quotient $\hat{O}(\Lambda_d) \setminus Q_d$ is then independent of the choice of any marking. This defines the period map $P: M_d \rightarrow M_d$ which Hodge theory reveals to be holomorphic, see also the discussion in Section 3.3. Note that both spaces, $M_d$ and $M_g$, are quasi-projective varieties with finite quotient singularities.

The global Torelli theorem for polarized K3 surfaces asserts that two polarized K3 surfaces $(S, L)$ and $(S', L')$ are isomorphic if and only if there exists a Hodge isometry $H^2(S, \mathbb{Z}) \simeq H^2(S', \mathbb{Z})$ that maps $c_1(L)$ to $c_1(L')$. The strong global Torelli theorem asserts the more precise statement that any such Hodge isometry lifts uniquely to a polarized isomorphism. In terms of moduli spaces this leads to the injectivity part of the following celebrated result. The openness is a consequence of the local Torelli theorem, cf. [249, Cor. 6.4.3], and the algebraic case can be seen as a consequence of Theorem 6.3.

Remark 6.9. As indicated by the notation, the morphism $\Phi: \mathcal{M}_d \rightarrow C_d \subset C$, linking polarized K3 surfaces $(S, L)$ of degree $d$ with special cubic fourfolds $X$, depends on the choice of $\varepsilon: \Gamma_d \rightarrow \Lambda_d$. There is no distinguished choice for $\varepsilon$ and, therefore, for general $d$ one should not expect to find a distinguished morphism $\mathcal{M}_d \rightarrow C_d$ that can be described by a geometric procedure associating to a polarized K3 surface $(S, L)$ a cubic fourfold $X$.28

Note however that for fixed $d$ the infinitely many choices of $\varepsilon$ lead to only finitely many different maps $\Phi_d$.

Remark 6.10. For $d = 6$ the situation is a bit different. Unlike the case $6 < d \equiv 0 (6)$, the map $\Phi_6: \mathcal{M}_6 \rightarrow \mathcal{Z}_6$ is generically injective for $d = 6$, cf. Remark 1.27.

Geometrically this is reflected by the fact that with any nodal cubic fourfold there comes a distinguished K3 surface, see Sections 1.4 and 1.5. In terms of lattice theory, the difference between the two cases can be explained by the observation that the natural inclusion $\text{Im} \left( \hat{O}(\Gamma, \nu_d) \rightarrow O(K^+_d) \right) \subset \text{Im} \left( \hat{O}(\Gamma, K_d) \rightarrow O(K^+_d) \right)$ of the two subgroups of $O(K^+_d)$ is an equality for $d = 6$ and is of index two for $6 < d \equiv 0 (6)$.

I wish to thank E. Brakkee and P. Magni for discussions concerning this point.
Theorem 6.11 (Pjateckiĭ-Šapiro and Šafarevič). The period map is an algebraic, open embedding

\[ P : M_d \hookrightarrow M_d = \hat{O}(\Lambda_d) \setminus Q_d. \]  

(6.3)

It turns out that the complement \( M_d \setminus M_d \) consists of one or two irreducible divisors, see [252, Prop. 2.11]. Using the strong form of the global Torelli theorem, the open embedding (6.3) can be upgraded to an open embedding of the moduli space of polarized K3 surfaces viewed as a Deligne–Mumford stacks into \( \hat{O}(\Lambda_d) \setminus Q_d \), cf. Remark 3.3.3.

6.4 Period map for cubic fourfolds We now switch to the cubic side. The moduli space \( M \) of smooth cubic fourfolds can be constructed by means of standard GIT methods, see Section 3.1.5, as the quotient

\[ M = |\mathcal{O}_{P(3)}|_{\text{sm}}/\text{PGL}(6). \]

As in the case of K3 surfaces, mapping a smooth cubic fourfold \( X \) to its period, i.e. the line \( H^3_1(X) \subset H^4(X, \mathbb{C})_{\text{pr}} = \Gamma \otimes \mathbb{C} \) considered as a point in the period domain \( D \subset \mathbb{P}(\Gamma \otimes \mathbb{C}) \), defines a holomorphic map \( P : M \longrightarrow C \), see Section 3.3.

In analogy to the situation for K3 surfaces, the global Torelli theorem 3.17 originally proved by Voisin [472, 477], but with alternative proofs given later [327, 115, 255], leads to a realization of the moduli space as an open subset of the arithmetic quotient \( \mathbb{C} \).

Theorem 6.12 (Voisin, Looijenga, ..., Charles, Huybrechts–Rennemo, ...). The period map is an algebraic, open embedding

\[ P : M \hookrightarrow C = O(\Gamma) \setminus D. \]

Remark 6.13. There is one potentially irritating point about stating the global Torelli theorem in this way. Recall that the monodromy group of cubic fourfolds is the finite index subgroup \( \hat{O}^+(\Gamma) \subset O(\Gamma) \), see Section 1.2.4. So why are we allowed to divide out by the bigger group \( O(\Gamma) \) in the above statement? Firstly, the period domain has two connected components \( D = D^+ \cup D^- \), interchanged by complex conjugation, and \( O(\Gamma) \setminus D = O^+(\Gamma) \setminus D^+ \). Secondly, the cokernel of the index two inclusion \( \hat{O}(\Gamma) \subset O(\Gamma) \) is generated by \( -\text{id} \) which acts trivially on \( D \). Hence,

\[ O(\Gamma) \setminus D = O^+(\Gamma) \setminus D^+ = \hat{O}^+(\Gamma) \setminus D^+. \]

This is nothing but the global version of the argument in Remark 3.18.

In this context, we observe that the global Torelli theorem can also be phrased as an open immersion of smooth Deligne–Mumford stacks, cf. Section 3.3:

\[ \mathcal{M} \hookrightarrow [\hat{O}^+(\Gamma) \setminus D^+], \]

for which one needs to use the strong form of the global Torelli theorem 3.17.
Remark 6.14. Mapping a smooth cubic fourfold $X$ to its Fano variety $F(X)$ together with the Plücker polarization works in families and thus leads to a natural morphism

$$M \longrightarrow M_{K3^2}, \quad X \longmapsto (F(X), g).$$

Here, $M$ is as before the moduli space of smooth cubic fourfolds and by $M_{K3^2}$ we denote the moduli space of polarized hyperkähler fourfolds $(Z, h)$ of $K3^2$-type where the polarization $h$ is equivalent to $2 \cdot g_S - 5 \cdot \delta$ for $Z = S^{[2]}$, see Remark 3.13.

Note that there exists a Hodge isometry $H^2(F(X), \mathbb{Z})_{pr} \cong H^4(X, \mathbb{Z})_{pr}(1)$, see Corollary 5.21. In particular, the primitive lattice $H^2(Z, \mathbb{Z})_{pr}$ of every $(Z, h) \in M_{K3^2}$ is isometric to $\Gamma$ and so the period of $(Z, h)$ is as well a point in $D \subset \mathbb{P}(\Gamma)$.

Verbitsky’s global Torelli theorem [248, 328, 467, 468] combined with Markman’s monodromy computations for hyperkähler manifolds of $K3^2$-type [337] shows that the period map defines an open immersion. We recommend Debarre’s survey [137] for further information and background.

As the period maps for $X$ and $F(X)$ are compatible, we have a commutative diagram:

$$\begin{array}{ccc}
X & \longrightarrow & M_{K3^2} \\
\downarrow & & \downarrow \\
H^{3,1}(X) & \cong & H^2(Z, \mathbb{Z})_{pr}
\end{array}$$

The theorem and the next result in particular explain the strange notation $\mathcal{C}_d \cap M$ used in previous sections, see e.g. Proposition 5.6.

Proposition 6.15. The image of a smooth cubic fourfold $X \in M$ satisfies $\mathcal{P}(X) \in \mathcal{C}_d$ if and only if there exists a primitive isometric embedding $K_d \hookrightarrow H^{3,1}(X, \mathbb{Z})$ extending $h^2 \in H^{2,2}(X, \mathbb{Z})$.

The locus $\mathcal{C}_d \cap M \cong \mathcal{P}^{-1}(\mathcal{C}_d)$ is an irreducible hypersurface in $M$.

Proof Observe that $\mathcal{P}(X) \in \mathcal{C}_d$ if and only if $H^{3,1}(X) \subset \Gamma_{d} \otimes \mathbb{C}$ for some marking $H^4(X, \mathbb{Z})_{pr} \cong \Gamma$, which is equivalent to $K_d \supseteq \Gamma_{d} \subset \Gamma$ being contained in $H^{2,2}(X, \mathbb{Z})$. This together with the uniqueness of $K_d \subset \Gamma$ up to the action of $O(\Gamma)$, see Proposition 5.3, proves the first assertion.

The second assertion follows from $\mathcal{C}_d$ being irreducible by construction and $M \subset \mathcal{C}$ being Zariski open. □

Remark 6.16. The variety $\mathcal{C}$, and hence the moduli space of smooth cubic fourfolds $M$, is unirational. This can be deduced from the description of $M$ as a GIT quotient of $|O_{\mathbb{P}^3}(3)|$. I am not aware of an argument that would not use the modular description. The situation is less clear for the Hassett divisors $\mathcal{C}_d \subset \mathcal{C}$.

(i) The unirationality of $\mathcal{C}_d$ or, equivalently, of $\mathcal{C}_d \cap M$ is often linked to explicit parametrizations of the cubic fourfolds in $\mathcal{C}_d \cap M$. Only for small values of $d$ unirationality of $\mathcal{C}_d \cap M$ is expected. Nuer [372] completed classical results proving that
$C_d \cap M$ is unirational for all $d \leq 44$ satisfying $(*),$ but $d \neq 42.$ Lai [304] shows that for $d = 42$ it is at least uniruled.

(ii) In the other direction, Tanimoto and Várilly-Alvarado [443, Thm. 1.1] show that $C_d \cap M$ is of general type for large $d,$ with very explicit and rather small bounds.

Note that a priori one could try to approach the birational geometry of $C_d \cap M,$ e.g. its Kodaira dimension, unirationality, etc., just by using the description of $C$ as an orthogonal modular variety. There are indeed general results saying that those have negative Kodaira dimension for at most finitely many lattices. However, results of Ma [330] concerning lattices of large rank a priori do not cover our cases here.

Remark 6.17. The behaviour of the intersection $C_d \cap C_{d'}$ of two Hassett divisors is not fully understood.

(i) For example, is the intersection $C_d \cap C_{d'}$ always irreducible? The answer is no in general, e.g. $C_8 \cap C_{14}$ has five irreducible components [29, Thm. A]. Moreover, for only three of these irreducible components the Brauer class $\alpha_{P,X}$ is trivial, cf. Remark 5.16 and Section 1.1.

(ii) More geometrically, it is interesting to ask whether the intersection of $C_d \cap C_{d'}$ with the moduli space $M$ is always non-empty. For example, for applications to derived categories it is important to ensure that $C_d \cap C_{d'} \cap M \neq \emptyset,$ see Section 7.3.14. This is a result of Addington and Thomas [9, Thm. 4.1], which relies heavily on the (almost) surjectivity of the period map in Theorem 6.19.

Yang and Yu [494, Thm. 7] prove more generally that for any two $d$ and $d'$ satisfying the condition $(*)$ the intersection $C_d \cap C_{d'} \cap M$ is non-empty.

Remark 6.18. Hassett divisors $C_d \cap M \subset M$ are central to our understanding of cubic fourfolds. However, other natural divisors in $M$ exist that are not of this type, i.e. that do not have a natural Hodge theoretic motivation or, more concretely, for which the general member as $H^2,2(X,\mathbb{Z})_{pr} \neq 0.$ The first example was found by Ranestad and Voisin [397] and two other divisors suggested by them were later confirmed by Addington and Auel [5] to be indeed not one of the Hassett divisors. All three divisors are described by a apolarity condition with respect to a certain type of surface.

6.5 Laza and Looijenga Theorem 6.12 is complemented by a result of Laza [312] and Looijenga [327], which can be seen as an analogue of the description of $M_d \setminus M_g$ for K3 surfaces. We know already that the period of a smooth cubic fourfold $X$ cannot be contained in $C_2 \cup C_6,$ see Section 3.7 and Remark 5.9. It turns out that any other period can indeed be realized, which answers affirmatively a question of Hassett [226].

29 In fact, one needs a slightly more precise result namely that there exists a smooth cubic fourfold $X \in C_d \cap C_s$ with trivial Brauer class $\alpha_{P,X}.$ This is ensured by the existence of a class $\gamma \in H^{2,2}(X,\mathbb{Z})$ with $(\gamma, Q) = 1$ for the residual quadric, see Exercise 1.16.
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Sec. 4.3. The main input is the characterization of all semi-stable cubic hypersurfaces in $\mathbb{P}^5$ by Laza [311] and Yokoyama [496], see Section 6.7.

**Theorem 6.19** (Laza, Looijenga). *The period map identifies the moduli space $M$ of smooth cubic fourfolds with the complement of $C_2 \cup C_6 \subset C$, i.e.*

$$\mathcal{P} : M \longrightarrow C \setminus (C_2 \cup C_6) \subset C.$$  

It is natural to wonder what happens with the Fano variety $F(X)$, viewed as a polarized hyperkähler fourfold, when $X$ approaches the boundary $C_2 \cup C_6$? For example, when $X$ specializes to a generic nodal cubic fourfold $X_0$, then $F(X_0)$ or to its blow-up $\text{Bl}_S(F(X_0)) \cong S_0^{[2]}$, see Proposition 1.28. Further results in this direction have been proved by van den Dries [458].

To complete the picture, we state the following result, but we refrain from giving a proof and refer to similar results in the theory of K3 surfaces, cf. [249, Prop. 6.2.9].

**Proposition 6.20.** *The countable union $\bigcup \mathcal{C}_d \subset C$ of all $\mathcal{C}_d$ with $d$ satisfying $(\ast \ast \ast)$ is analytically dense in $C$. Consequently, the union of all $\mathcal{C}_d$ for satisfying $(\ast \ast)$ (or $(\ast \ast)$ or $(\ast)$) is analytically dense.*

**Remark 6.21.** On the level of moduli spaces, the theory of K3 surfaces is linked with the theory of cubic fourfolds in terms of the (non-canonical) morphism

$$\Phi_{\varepsilon} : M_d \subset M \longrightarrow \mathcal{C}_d \subset C,$$

cf. Corollary 6.8. Note that the image of a point $(S, L) \in M_d$ corresponding to a polarized K3 surface $(S, L)$ can a priori be contained in the boundary $C \setminus M = C_2 \cup C_6$. However, unless $d = 2$ or $d = 6$, generically this is not the case and the map defines a rational map

$$\Phi_{\varepsilon} : M_d \longrightarrow M,$$

which is of degree one or two.

### 6.6 Cubic fourfolds and polarized/twisted K3 surfaces

In Section 5.2 we have linked Hodge theory of K3 surfaces and Hodge theory of cubic fourfolds. We will now cast this in the framework of period maps and moduli spaces, i.e. in terms of the maps $\Phi_{\varepsilon} : M_d \longrightarrow M$. For a categorical interpretation of the map $\Phi_{\varepsilon}$ see the discussion in Section 7.3.4.

**Proposition 6.22.** *A smooth cubic fourfold $X$ and a polarized K3 surface $(S, L)$ are associated, $(S, L) \sim X$, in the sense of Definition 5.14 if and only if $\Phi_{\varepsilon}(S, L) = X$ for some choice of $\varepsilon : \Gamma_d \longrightarrow \Lambda_d :$

$$(S, L) \sim X \iff \exists \varepsilon : \Phi_{\varepsilon}(S, L) = X.$$
For fixed $d$, there exists a polarized K3 surface $(S, L)$. In fact, it can happen that $L$ is not necessarily ample. One then has to show that whenever there exists a Hodge isometric embedding $H^2(S, \mathbb{Z}) \longrightarrow \Lambda$ with the inverse map $\varepsilon^{-1}: \Lambda \longrightarrow \Gamma_d \subset \Gamma$ allows us to associate with $(S, L)$ a point in $D_d \subset D$. Then there exists a marking $H^4(X, \mathbb{Z})_{pr} \cong \Gamma$ such that $X$ defines the same period point in $D$, which thus leads to a Hodge isometric embedding $H^2(S, \mathbb{Z})_{pr} \longrightarrow H^4(X, \mathbb{Z})_{pr}(1)$.

For the converse, observe that any such Hodge isometric embedding defines a sublattice of $\Gamma \cong H^4(X, \mathbb{Z})_{pr}$ isomorphic to some $\nu^*$ which after applying some element in $O(\Gamma)$ becomes $\Gamma_d$, see Proposition 5.3. Composing with a marking of $(S, L)$ leads to the appropriate $\varepsilon$.

The following was essentially already stated in Corollary 5.18 and Remark 5.20.

**Corollary 6.23.** Let $X$ be a smooth cubic fourfold.

(i) For fixed $d$, there exists a polarized K3 surface $(S, L)$ of degree $d$ with $X \sim (S, L)$ if and only if $X \in \mathcal{C}_d \cap M$ and $d$ satisfies (**).

(ii) There exists a twisted K3 surface $(S, \alpha)$ with $X \sim (S, \alpha)$ if and only if $X \in \mathcal{C}_d \cap M$ for some $d$ satisfying (**).

**Proof** The ‘only if’ direction in (i) is clear. For the other, we first interpret $M_d$ as the moduli space of quasi-polarized K3 surfaces $(S, L)$, i.e. with $L$ only big and nef but not necessarily ample. One then has to show that whenever there exists a Hodge isometric embedding $H^2(S, \mathbb{Z})_{pr} \longrightarrow H^4(X, \mathbb{Z})_{pr}(1)$, the class of $L$ is not orthogonal to any algebraic class $\delta_S \in H^4(S, \mathbb{Z})$ with $(\delta_S, \delta_S) = -2$. Indeed, then $L$ would be automatically ample and, hence, $(S, L) \in M_d$. Now, if such a class $\delta_S$ existed, it would correspond to a class $\delta \in H^{2,2}(X, \mathbb{Z})_{pr}$ with $(\delta, \delta) = 2$, which contradicts $X \in M = \mathcal{C} \setminus (\mathcal{C}_2 \cup \mathcal{C}_6)$.

To prove (ii), observe that the period of $X$ is contained in $D_d$ if and only if one finds $L_d \longrightarrow \tilde{H}^1(X, \mathbb{Z})$. If $d$ satisfies (**'), then there exists $U(n) \longrightarrow L_d$ and we can conclude by Remark 5.20. Conversely, if $(S, \alpha) \sim X$ in the sense of Definition 5.19, one finds $U(n) \longrightarrow \tilde{H}^1(S, \alpha, \mathbb{Z}) = \tilde{H}^1(X, \mathbb{Z})$. As there also exists a positive plane $A_2 \longrightarrow \tilde{H}^1(X, \mathbb{Z})$, the lattice $U(n)$ is contained in a primitive sublattice of rank three in $\tilde{H}^1(X, \mathbb{Z})$, which is then necessarily of the form $L_d$ for some $d$ satisfying (**').

**Remark 6.24.** Note that a given cubic fourfold $X$ can be associated with more than one polarized K3 surface $(S, L)$ and, in fact, sometimes even with infinitely many $(S, L)$.

To start, there are the finitely many choices of $\delta \in O(\mathcal{C}_d)/\tilde{O}(\mathcal{C}_d)$. Then, $\Phi_\varepsilon$ for $d$ satisfying (**) is only generically injective if $d \equiv 2 \pmod{6}$ and, even worse, of degree two if $d \equiv 0 \pmod{6}$. And finally, $X$ could be contained in more than $\mathcal{C}_d$. To be more precise, depending on the degree $d$, there may exist non-isomorphic K3 surfaces $S$ and $S'$ endowed

---

30 In fact, it can happen that $X \in \mathcal{C}_d$ for infinitely many $d$ satisfying (**).
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with polarizations $L$ and $L'$, respectively, both of degree $d$, such there nevertheless exists a Hodge isometry $H^2(S, \mathbb{Z})_{L-pr} \cong H^2(S', \mathbb{Z})_{L'-pr}$. Indeed, the latter may not extend to a Hodge isometry $H^2(S, \mathbb{Z}) \cong H^2(S', \mathbb{Z})$, see Section 6.3.

The situation is not quite as bad as it sounds. Although there may be infinitely many polarized K3 surfaces $(S, L)$ associated with one $X$, only finitely many isomorphism types of unpolarized K3 surfaces $S$ will be involved. Moreover, all of them will be derived equivalent, see Corollary 7.3.19.

Remark 6.25. Brakkee [92] gives a geometric interpretation for the generic fibre of the map $\Phi_\varepsilon : M_d \to \mathbb{C}^d$ in the case $d \equiv 0 \pmod{6}$. It turns out that $\Phi_\varepsilon(S, L) = \Phi_\varepsilon(S', L')$ implies that $S'$ is isomorphic to $M(3, L, d/6)$, the moduli space of stable bundles on $S$ with the indicated Mukai vector.

6.7 Semi-stable cubic fourfolds

The moduli space of smooth cubic fourfolds $M$ is a quasi-projective variety with finite quotient singularities. This can either be deduced from its GIT construction, cf. Corollary 3.1.13, or from its identification via the period map with the open set $C \setminus (C_2 \cup C_6)$ of the arithmetic quotient $C = \tilde{O}(\Gamma) \setminus D$, see Theorems 6.1 and 6.19.

Accordingly, $M$ can be compactified to a projective variety by either adopting a modular approach, i.e. by defining an appropriate functor that is coarsely represented by a projective variety $\overline{M}$ containing $M$ as an open subscheme, or by striving for a meaningful arithmetic compactification of the quotient $C = \tilde{O}(\Gamma) \setminus D$. Both approaches have a certain flexibility that makes it difficult to single out one compactification that should be preferred over any other.

However, the GIT construction of $M$ suggests one quite natural solution. Clearly, the moduli space $M$ viewed as the GIT quotient $|\mathcal{O}(3)_{sm}|//\text{SL}(6)$ admits a natural compactification by the projective GIT quotient $|\mathcal{O}(3)|^{ss}//\text{SL}(6)$, see the discussion in Section 3.1.5. The only problem with this solution is that it is hard to describe the points in the boundary $\overline{M} \setminus M$ or, in other words, to decide which cubic hypersurfaces $X \subset \mathbb{P}^5$ are semi-stable. The analysis in dimension four has been carried out independently by Laza [311] and Yokoyama [496]. As a result, a complete characterization of all (semi-)stable cubic fourfolds is known. Since the general result is somewhat technical and nowhere used in these notes, we only state the following.

Theorem 6.26 (Laza). Assume $X \subset \mathbb{P}^5$ is a cubic hypersurface with at worst isolated singularities. Then $X$ is stable if and only if all its singularities are simple (of type ADE).

So concretely, in dimension four the singularities of a stable hypersurface with only isolated singularities are locally analytically given by one of the following equations:
In recent years, the notion of K-stability for varieties has been studied intensively. Similar to the notion of slope-stability for vector bundles it is linked to the existence of special metrics. For cubic fourfolds, Liu [323] has shown that K-stability is equivalent to GIT stability.

The cohomology of the moduli space of stable cubic fourfolds has been investigated. For example, Si [438] computes its Poincaré polynomial.

\[
\begin{align*}
A_n & : x_0^2 + x_1^2 + x_2^2 + x_3^2 + \ldots + x_n^2; \\
D_n & : x_0^2 + x_1^2 + x_2^2 + x_3^2 \cdot x_4 + \ldots + x_n^2, \quad n \geq 4; \\
E_6 & : x_0^3 + x_1^3 + x_2^3 + x_3^3 + x_4^3 + x_5^3; \\
E_7 & : x_0^3 + x_1^3 + x_2^3 + x_3^3 + x_4^3 + x_5^3 \cdot x_6; \\
E_8 & : x_0^5 + x_1^5 + x_2^5 + x_3^5 + x_4^5
\end{align*}
\]
Derived categories of cubic hypersurfaces

In this final chapter, derived categories enter the scene. Investigating cubics from the point of view of their derived category of coherent sheaves is a rather recent development that opened new perspectives on hard classical questions. Many of the geometric phenomena studied in earlier chapters can be studied on various levels: cohomology, Chow groups, motives, etc. Lifting them to derived categories is the ultimate step and promises the deepest understanding.

It seems that for more than one reason a meaningful and interesting theory of derived categories of cubic hypersurfaces should only be expected in dimensions two, three, and four, and we will restrict to those.

In a first section we provide background on triangulated and derived categories. The main objective is to introduce the Kuznetsov component of a cubic hypersurface, which is also interpreted in terms of matrix factorizations. We also present a few general results that apply to cubics of all dimensions. After that we devote one section each to cubics of dimension three and four. The role of the Kuznetsov category is similar in these two cases, but in dimension four it is more geometric. The attraction of derived categories in this dimension is the mysterious appearance of K3 surfaces which cannot be explained geometrically. The Hodge theory shadow was discussed in Section 6.5 and Section 6.6. The last section is a survey of results concerning Chow groups and Chow motives of cubic hypersurfaces.

Throughout we work over an algebraically closed field and, for simplicity, often assume it to be \( \mathbb{C} \), especially when Hodge theory is used.

**0.1 Orlov’s formulae** For a smooth projective variety \( X \) over a field \( k \), the abelian category of coherent sheaves \( \text{Coh}(X) \) and its derived category \( D^{b}(X) \cong D^{b}(\text{Coh}(X)) \), a triangulated category, will both be considered as \( k \)-linear categories. In the applications, one often encounters the more flexible notion of \( \alpha \)-twisted coherent sheaves, with \( \alpha \in \text{Br}(X) \) a Brauer class, and then studies the abelian category \( \text{Coh}(X, \alpha) \) and its derived category \( D^{b}(X, \alpha) \cong D^{b}(\text{Coh}(X, \alpha)) \). In fact, \( \text{Coh}(X, \alpha) \) does not only depend on \( \alpha \) but...
on an additional choice like a cocycle \(\{\alpha_{ijk}\}\) representing \(\alpha\) or an Azumaya algebra \(\mathcal{A}_\alpha\) whose class is \(\alpha\) or the choice of a gerbe. For different choices, e.g. of \(\{\alpha_{ijk}\}\), the abelian categories \(\text{Coh}(X, \{\alpha_{ijk}\})\) are equivalent but not canonically so. See the survey [247] for more details on this.

The behaviour of \(\text{Coh}(X)\) and \(\text{D}^b(X)\) under certain standard morphisms is well understood. Let us recall the following two classical facts first proved by Orlov [377]:

(i) Consider the projectivization \(\pi: \mathbb{P}(\mathcal{E}) \to X\) of a locally free sheaf \(\mathcal{E}\) of rank \(r\). Then there exists a semi-orthogonal decomposition

\[
\text{D}^b(\mathbb{P}(\mathcal{E})) \cong \langle \text{D}^b(X), \text{D}^b(X)(1), \ldots, \text{D}^b(X)(r-1) \rangle,
\]

see Section 1.3 below for a brief reminder on semi-orthogonal decompositions.

Here, \(\text{D}^b(X)\) is viewed as a full triangulated subcategory of \(\text{D}^b(\mathbb{P}(\mathcal{E}))\) via the fully faithful functor \(\pi^*: \text{D}^b(X) \hookrightarrow \text{D}^b(\mathbb{P}(\mathcal{E}))\). Similarly, \(\text{D}^b(X)(j) \cong \text{D}^b(X)\) denotes the image of the fully faithful functor \(\text{D}^b(X) \hookrightarrow \text{D}^b(\mathbb{P}(\mathcal{E}))\), \(F \mapsto \pi^* F \otimes \mathcal{O}_{\pi}(j)\), where \(\mathcal{O}_{\pi}(1)\) is the relative tautological invertible sheaf, cf. [246, Cor. 8.36].

A natural generalization to the case of Brauer–Severi varieties \(\mathbb{P}(\mathcal{E}) \to X\), i.e. where \(\mathcal{E}\) is not a locally free coherent sheaf but an \(\alpha\)-twisted locally free sheaf of rank \(r\), has been established by Bernardara [65]:

\[
\text{D}^b(\mathbb{P}(\mathcal{E})) = \langle \text{D}^b(X), \text{D}^b(X, \alpha), \text{D}^b(X, \alpha^2), \ldots, \text{D}^b(X, \alpha^{r-1}) \rangle.
\]

The fully faithful embeddings \(\text{D}^b(X, \alpha^i) \hookrightarrow \text{D}^b(\mathbb{P}(\mathcal{E}))\) are given by \(F \mapsto \pi^* F \otimes \mathcal{O}_{\pi}(j)\), where one uses the existence of the tautological \(\pi^* \alpha^{-1}\)-twisted line bundle \(\mathcal{O}_{\pi}(1)\), see [247, Sec. 3] for details and references.

(ii) Let \(\sigma: \text{Bl}_Z(X) \to X\) be the blow-up of a smooth projective variety \(X\) in a smooth subvariety \(Z \subset X\) of codimension \(c\). Then there exists a natural semi-orthogonal decomposition

\[
\text{D}^b(\text{Bl}_Z(X)) = \langle \text{D}^b(Z)_{-c+1}, \ldots, \text{D}^b(Z)_{-1}, \text{D}^b(X) \rangle.
\]

Here, \(\text{D}^b(Z)_{-j} \cong \text{D}^b(Z)\) is the image of the fully faithful functor \(\text{D}^b(Z) \hookrightarrow \text{D}^b(\text{Bl}_Z(X))\), \(F \mapsto i_\ast(i^* F \otimes \mathcal{O}_{i}(j))\), where \(\pi: E = \mathbb{P}(\mathcal{N}_{Z/X}) \to Z\) is the exceptional divisor and \(i: E \hookrightarrow \text{Bl}_Z(X)\) its natural closed embedding.

### 0.2 Fourier–Mukai functors

Functors between bounded derived categories of coherent sheaves on smooth projective varieties are often described via the Fourier–Mukai formalism. With any \(P \in \text{D}^b(X \times Y)\) one associates the Fourier–Mukai functor, cf. [246, Ch. 5]:

\[
\Phi_P: \text{D}^b(X) \to \text{D}^b(Y), \quad F \mapsto q_\ast(p^! F \otimes P).
\]

Here, \(p\) and \(q\) are the two projections and \(q_\ast\), \(p^!\), and \(\otimes\) denote the derived functors. According to a result of Orlov [377] combined with results of Bondal and van den...
Bergh [84], any fully faithful functor $\Phi: \mathcal{D}^b(X) \rightarrow \mathcal{D}^b(Y)$ is of Fourier–Mukai type, i.e. $\Phi \simeq \Phi_P$, and its Fourier–Mukai kernel $P \in \mathcal{D}^b(X \times Y)$ is uniquely determined. The result was generalized to the twisted setting by Canonaco and Stellari [103].

1 Kuznetsov’s component

Some of the basic notions of the theory of derived and triangulated categories shall be reviewed, but for a thorough introduction into these topics we have to refer to the standard literature, e.g. [193, 246].

1.1 Bondal–Orlov  The main result in [83] shows that the derived category $\mathcal{D}^b(X)$ of the abelian category of coherent sheaves on a smooth projective variety $X$ with ample canonical bundle $\omega_X$ or ample anti-canonical bundle $\omega_X^*$ determines the isomorphism type of $X$, cf. [246, Ch. 4]. For cubic hypersurfaces this immediately implies the following theorem. Strictly speaking, the case of plane cubic curves is not covered by [83], but at least over $\mathbb{C}$ the result is rather easy in this case, cf. [246, Cor. 5.46].

**Theorem 1.1** (Bondal–Orlov). *If two smooth projective cubic hypersurfaces $X, X' \subset \mathbb{P}^{n+1}$ are derived equivalent, i.e. there exists a linear exact equivalence $\mathcal{D}^b(X) \simeq \mathcal{D}^b(X')$, then $X$ and $X'$ are isomorphic.*

Furthermore, again by a result of Bondal and Orlov [83], the group of exact linear auto-equivalences of $\mathcal{D}^b(X)$ of a smooth cubic hypersurface of dimension at least two is

$$\text{Aut}(\mathcal{D}^b(X)) \simeq \mathbb{Z} \times (\text{Aut}(X) \ltimes \text{Pic}(X)).$$

Here, the first factor acts by shifts and the last by tensor products.

From these two statements it seems that the derived category $\mathcal{D}^b(X)$ of a smooth cubic is not a very interesting object to study, but nothing could be further from the truth. However, it is not $\mathcal{D}^b(X)$ that encodes the relevant information about the hypersurface $X$ itself, but a certain natural full triangulated subcategory $\mathcal{A}_X \subset \mathcal{D}^b(X)$.

1.2 Admissible subcategories  Let $\mathcal{D}$ be a linear triangulated category over a field $k$. To simplify our discussion, we assume that $\mathcal{D}$ is of finite type or Hom-finite, i.e. for any two objects $E$ and $F$ in $\mathcal{D}$ the space $\bigoplus \text{Hom}(E, F[j])$ has finite dimension.

If a full triangulated subcategory $\mathcal{D}_0 \subset \mathcal{D}$ is given, one often regards the inclusion as a fully faithful functor and, to appeal to the geometric intuition, denotes it by $^1$

$$i_*: \mathcal{D}_0 \hookrightarrow \mathcal{D}.$$  

$^1$ However, recall that for a closed immersion $i: Y \hookrightarrow X$ the derived direct image $i_*: \mathcal{D}^b(Y) \rightarrow \mathcal{D}^b(X)$ is typically not fully faithful.
1 Kaznetsov's component

The subcategory $D_0$ is called admissible if the functor $i$, has a left and a right adjoint functor, which are automatically exact again, cf. [246, Prop. 1.41]:

$$i^* \dashv i_* \dashv i^!.$$  

Note that an admissible subcategory is also closed under isomorphisms, so it is strictly full, and under direct summands, i.e. it is a thick subcategory.

**Exercise 1.2.** For a thick subcategory $D_0 \subset D$ the induced map

$$K(D_0) \xrightarrow{i} K(D)$$

between the Grothendieck groups need not be injective. Show that for admissible subcategories it is.

For an admissible subcategory, the two functors $i^*, i^! : D \to D_0$ come with natural adjunction maps

$$id_D \longrightarrow i \circ i^* \text{ and } i_* \circ i^! \longrightarrow id_D.$$  

Taking cones allows one to associate with any object $E \in D$ two exact triangles

$$B_E \longrightarrow E \longrightarrow i_* i^* E \text{ and } i_* i^! E \longrightarrow E \longrightarrow C_E. \tag{1.1}$$

If $E$ is (isomorphic to) an object in $D_0$, the adjunction maps lead to isomorphisms

$$E \longrightarrow i_* i^* E \text{ and } i_* i^! E \longrightarrow E,$$

because the natural embedding $i_*$ is fully faithful, cf. [246, Cor. 1.22].

**Lemma 1.3.** With the above notation, for every object $E \in D$ the naturally associated object $B_E$ is contained in the full and triangulated subcategory

$$\perp D_0 := \{ B \mid \forall F \in D_0 : \text{Hom}(B, i_* F) = 0 \}.$$  

Similarly, the object $C_E$ is contained in the full and triangulated subcategory

$$D_0^\perp := \{ C \mid \forall F \in D_0 : \text{Hom}(i_! C, F) = 0 \}.$$  

The categories $\perp D_0$ and $D_0^\perp$ are the left and right orthogonal complements of $D_0$.

**Proof** Using that $D_0$ is a triangulated subcategory, one checks that $\perp D_0$ and $D_0^\perp$ as well are both full and triangulated subcategories of $D$. To show that $\text{Hom}(B_E, i_* F) = 0$ for all $F \in D_0$ apply $\text{Hom}(i_!, i_* F)$ to the exact triangle defining $B_E$ which gives the long exact sequence

$$\cdots \longrightarrow \text{Hom}(B_E[1], i_* F) \longrightarrow \text{Hom}(i_! i^* E, i_* F) \longrightarrow \cdots \text{Hom}(E, i_* F) \longrightarrow \cdots \text{Hom}(B_E, i_* F) \longrightarrow \cdots$$
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The map $\alpha$ in the middle can be written as the composition of two isomorphisms

$$\text{Hom}(i^* i^* E, i_! F) \cong \text{Hom}(i^* E, F) \cong \text{Hom}(E, i^* F)$$

and, therefore, is itself an isomorphism. Here, the first isomorphism uses that $i_!$ is fully faithful and the second follows from the adjunction $i^* \dashv i_!$. This proves that the outer terms in the long exact sequence all vanish and hence $B_E$ is contained in $|^+D_0$. The argument to prove that $C_E$ is contained in $D_0^\perp$ is similar and left to the reader. □

Example 1.4. Here is an example of a thick and full triangulated subcategory that is not admissible: Consider the derived category $D^b(X)$ of coherent sheaves on a variety $X$ and let $D_0 \subset D$ be the full subcategory of all objects with zero-dimensional support. Then clearly $D_0$ is thick and triangulated but not admissible unless $X$ itself is of dimension zero. For the non-admissibility use that $\perp D_0 = 0$, cf. [246, Prop. 3.7].

Similarly, the subcategory $D^b_Z(X)$ of complexes with support contained in a proper closed subvariety $Z \subset X$ is thick and triangulated but not admissible.

1.3 Semi-orthogonal decompositions and mutations

Observe that for an admissible subcategory $D_0 \subset D$ the inclusions of its left and right orthogonal categories $k^*: D_0^\perp \to D$ and $j_*: D_0^\perp \to D$ admit a right respectively a left adjoint functor. For example, $E \maps B_E$ describes the right adjoint $k_* \dashv k^!$ and $E \maps C_E$ is the left adjoint $j^* \dashv j_!$. In particular, the exact triangles in (1.1) can be written as

$$k_* k^! E \to E \to i_! i^* E \quad \text{and} \quad i_* i^! E \to E \to j_* j^! E. \quad (1.2)$$

Applying (1.1) also shows $|^+D_0|^+ = D_0$ and $|^+(D_0^\perp)^+ = D_0$. A priori, a left adjoint $k^* \dashv k_*$ or a right adjoint $j^* \dashv j_!$ may not exist. However, in the situation below, where $D = D^b(X)$, the existence of both functors follows from the existence of a Serre functor, i.e. both categories $\perp D_0$ and $D_0^\perp$ are admissible.

Definition 1.5. The right and left mutations of $i_*: D_0 \hookrightarrow D$ are the functors

$$R_{D_0} := k^!: D \to ^+D_0 \quad \text{and} \quad L_{D_0} := j^!: D \to D_0^\perp.$$ 

Using this notation, the triangles in (1.1) and (1.2) are often written as

$$R_{D_0} E \to E \to i_! i^* E \quad \text{and} \quad i_* i^! E \to E \to L_{D_0} E, \quad (1.3)$$

where strictly speaking one should write $k_* R_{D_0} E$ and $j_* L_{D_0} E$.

Exercise 1.6. Show that the restrictions of $L_{D_0}$ and $R_{D_0}$ to $D_0$ are both trivial. Furthermore, deduce a result of Bondal and Kapranov [82, Lem. 1.9] that says that the

2 We leave it as an exercise to check that the usual problem with the non-uniqueness in the axiom TR3 of a triangulated category does not prevent $k^!$ and $j^*$ from being actual functors.
restrictions of \( \mathbb{L}_{D_0} \) to \( +D_0 \) and of \( \mathbb{R}_{D_0} \) to \( D_0^+ \) are inverse to each other
\[
D_0^+ \xrightarrow{\mathbb{R}} L D_0 \xrightarrow{\mathbb{L}} D_0. 
\]

Eventually, show that
\[
\Phi \circ \mathbb{L} D_0 \simeq \mathbb{L} \Phi(D_0) \circ \Phi \text{ and } \Phi \circ \mathbb{R} D_0 \simeq \mathbb{R} \Phi(D_0) \circ \Phi
\]
for any auto-equivalence \( \Phi : D \rightarrow \mathbb{D} \).

**Example 1.7.** An object \( E_0 \) in \( D \) is called **exceptional** if it satisfies
\[
\text{Hom}(E_0, E_0[m]) = \begin{cases} 
  k & \text{if } m = 0 \\
  0 & \text{if } m \neq 0.
\end{cases}
\]

In this case, \( D_0 := \langle E_0 \rangle \subset D \) denotes the full triangulated subcategory of all objects that are isomorphic to finite direct sums \( \bigoplus E_0[m] \). As an abstract \( k \)-linear triangulated category, \( D_0 \) is the bounded derived category of finite-dimensional \( k \)-vector spaces:
\[
\langle E_0 \rangle \simeq D^b(\text{Vec}_{\text{fd}}(k)) \simeq \bigoplus_m \text{Vec}_{\text{fd}}(k)[m].
\]

The category \( \langle E_0 \rangle \subset D \) is admissible and the adjoint functors \( i^* \) and \( i^! \) are explicitly described as follows:
\[
i^* E := \bigoplus_m \text{Hom}(E, E_0[m])^* \otimes E_0[m] \text{ and } i^! E := \bigoplus_m \text{Hom}(E_0, E[m]) \otimes E_0[-m].
\]

For example, with this definition we indeed have
\[
\text{Hom}(i^* E, E_0) = \text{Hom}(\bigoplus_m \text{Hom}(E, E_0[m])^* \otimes E_0[m], E_0)
\]
\[
= \text{Hom}(\text{Hom}(E, E_0)^* \otimes E_0, E_0)
\]
\[
= \text{Hom}(E, E_0) \otimes \text{End}(E_0) = \text{Hom}(E, i_* E_0).
\]

Furthermore, the adjunction maps \( E \rightarrow i_* i^* E \) and \( i^! E \rightarrow E \) are given by the coevaluation map and the evaluation map
\[
E \xrightarrow{\text{coev}} \bigoplus \text{Hom}(E, E_0[m])^* \otimes E_0[m] \text{ and } \bigoplus \text{Hom}(E_0, E[m]) \otimes E_0[-m] \xrightarrow{\text{ev}} E.
\]

If we write \( \mathbb{R}_{E_0} : D \rightarrow \mathbb{D}(E_0) \) and \( \mathbb{L}_{E_0} : D \rightarrow \mathbb{D}(E_0)^+ \) for the two mutation functors associated with the admissible subcategory \( \langle E_0 \rangle \subset D \), then this becomes
\[
\mathbb{R}_{E_0}(E) = \text{cone}(\text{coev})[-1] \text{ and } \mathbb{L}_{E_0}(E) = \text{cone}(\text{ev}).
\]
Chapter 7. Derived categories of cubic hypersurfaces

Definition 1.8. A semi-orthogonal decomposition of a $k$-linear triangulated category $D$ consists of admissible full and triangulated subcategories $D_1, \ldots, D_m \subset D$ satisfying $\text{Hom}(D_j, D_i) = 0$ for $j > i$ and such that for each object $E \in D$ there exists a sequence of exact triangles

$$0 \rightarrow E_m \rightarrow E_{m-1} \rightarrow \cdots \rightarrow E_1 \rightarrow E_0 = E$$

with $A_i \in D_i$. In this case, we write $D = \langle D_1, \ldots, D_m \rangle$.

Example 1.9. (i) The standard example is obtained from taking the left or the right orthogonal complement $\perp D_0$ respectively $D_0 \perp$ of an admissible subcategory $D_0 \subset D$:3

$$D = \langle D_0 \rangle \quad \text{and} \quad D = \langle D_0, \perp D_0 \rangle.$$ In particular, any exceptional object $E_0 \in D$ induces the two semi-orthogonal decompositions $D = \langle \langle E_0 \rangle \perp, \langle E_0 \rangle \rangle$ and $D = \langle \langle E_0 \rangle, \perp \langle E_0 \rangle \rangle$. To ease the notation, one also simply writes $D = \langle E_0 \rangle \perp$ and $D = \langle E_0, \perp E_0 \rangle$.

(ii) More generally, one can use exceptional collections to produce semi-orthogonal decompositions. By definition, an exceptional collection consists of exceptional objects $E_1, \ldots, E_m$ with $\text{Hom}(E_j, E_i[\star]) = 0$ for all $j > i$. Then the subcategories $D_i = \langle E_i \rangle \subset D$ are all admissible and provide semi-orthogonal decompositions4

$$D = \langle \langle E_1, \ldots, E_m \rangle, \langle E_1 \rangle, \ldots, \langle E_m \rangle \rangle \quad \text{and} \quad D = \langle \langle E_1, \ldots, E_m \rangle, \perp \langle E_1, \ldots, E_m \rangle \rangle.$$ The exceptional collection is full, if $D = \langle \langle E_1 \rangle, \ldots, \langle E_m \rangle \rangle = \langle E_1, \ldots, E_m \rangle$. For example, $\mathcal{O}, \ldots, \mathcal{O}(n)$ is a full exceptional collection on $\mathbb{P}^n$ as is $\mathcal{O}(-n), \ldots, \mathcal{O}$, cf. (0.1):

$$D^b(\mathbb{P}^n) = \langle \mathcal{O}, \ldots, \mathcal{O}(n) \rangle = \langle \mathcal{O}(-n), \ldots, \mathcal{O} \rangle.$$ (iii) In the geometric context, $D^b(X) = D^b(\text{Coh}(X))$ admits a natural semi-orthogonal decomposition for $X$ a projective bundle or a blow-up, see (0.1) and (0.3).

Remark 1.10. Assume an admissible subcategory $D_0 \subset D$ comes itself with a semi-orthogonal decomposition $D_0 = \langle D_1, D_2 \rangle$. In this case, $D = \langle D_0 \perp, D_1, D_2 \rangle$ and $D = \langle D_0, \perp D_0 \rangle$.

---

3 We omit the subtlety that in general the complements may not be admissible. In our applications, this will be automatic, see Corollary 1.15.

4 Again, strictly speaking, one would need to make sure that $\{E_1, \ldots, E_m\}^\perp$ is an admissible subcategory, which is automatic if $D$ has a Serre functor, see Corollary 1.15.
1.4 Serre functor

Recall that a category $D$ and similarly for $L$ and $R$. Prove that a semi-orthogonal decomposition $D = (D_0, D_1, \ldots, D_m)$ leads to further semi-orthogonal decompositions

$D = (D_1, \ldots, D_{i-1}, L_{D_i}(D_{i+1}), D_i, D_{i+2}, \ldots, D_m)$

and

$D = (D_1, \ldots, D_{i-1}, D_{i+1}, R_{D_i}(D_i), D_{i+2}, \ldots, D_m).$

For a full exceptional collection $E_1, \ldots, E_m$ this is expressed by saying that $E_1, \ldots, E_{i-1}, L_{E_i}(E_{i+1}), E_i, E_{i+2}, \ldots, E_m$ and $E_1, \ldots, E_{i-1}, E_{i+1}, R_{E_i}(E_i), E_{i+2}, \ldots, E_m$ are again full exceptional collections.

Exercise 1.11. Prove that a semi-orthogonal decomposition $D = (D_1, \ldots, D_m)$ leads to further semi-orthogonal decompositions

$D = \langle D_0, D_1, \ldots, D_m \rangle$

and

$D = \langle D_0, D_1, \ldots, D_m \rangle.$

For a full exceptional collection $E_1, \ldots, E_m$ this is expressed by saying that

$E_1, \ldots, E_{i-1}, L_{E_i}(E_{i+1}), E_i, E_{i+2}, \ldots, E_m$ and $E_1, \ldots, E_{i-1}, E_{i+1}, R_{E_i}(E_i), E_{i+2}, \ldots, E_m$ are again full exceptional collections.

Remark 1.12. Probably the best way to think of left and right mutations is via their action on the collection of all semi-orthogonal decompositions of fixed length $m$. By results of Bondal and Kapranov [82], viewed as such they satisfy the braid relations

$E_i \circ R_{i+1} \circ E_i = E_{i+1} \circ R_i \circ E_i$ and $R_i \circ R_j = R_j \circ R_i$ for $|i - j| > 1$

and similarly for $L_i$. See also [292, Sec. 2.4].

1.4 Serre functor

Recall that a Serre functor for a Hom-finite $k$-linear triangulated category $D$ is a $k$-linear functor $S_D : D \rightarrow D$ with functorial isomorphisms (Serre duality)

$\text{Hom}(E, F) = \text{Hom}(F, S_D E)^*$

for all objects $E$ and $F$, cf. [246, Ch. 1]. A Serre functor is always an equivalence and automatically exact [82, Prop. 3.3], cf. [246, Prop. 1.46]. If it exists, a Serre functor is unique, cf. [246, Lem. 1.30].

For a smooth projective variety $X$ of dimension $n$, a Serre functor for $D^b(X)$ is given by $E \mapsto E \otimes \omega_X[n]$, cf. [246, Thm. 3.12].
Exercise 1.13. Show that for an admissible subcategory $D_0 \subset D$ of a linear, triangulated category $D$ a Serre functor $S_D$ (if it exists) and its inverse induce equivalences

$$D_0^\perp \cong S_D^\perp \cong D_0.$$  

In other words, with $D = \langle D_0, D_1 \rangle$ also

$$D = \langle S_D(D_1), D_0 \rangle \text{ and } D = \langle D_1, S_D^\perp(D_0) \rangle$$

are semi-orthogonal decompositions. Compare this to Exercise 1.6 and observe that in the geometric setting $D = D^b(X)$ the assertion can be rephrased as

$$D_0^\perp = \mathbb{L}D_0^\perp = S_D(D_0^\perp) = D_0 \otimes \omega_X \text{ and } D_0 = \mathbb{R}D_0(D_0^\perp) = S_D(D_0^\perp) = D_0^\perp \otimes \omega_X^{-1}.$$  

Lemma 1.14. Assume $i_!: D_0 \longrightarrow D$ is an admissible subcategory with left and right adjoint functors $i^*$ and $i^!$. If $D$ admits a Serre functor $S_D$, then also $D_0$ admits a Serre functor which, moreover, satisfies

$$S_{D_0} = i^* \circ S_D \circ i_! \text{ and } i^! = S_{D_0} \circ i^* \circ S_D^{-1}.$$  

Furthermore, a Serre functor on $D_0^\perp$ exists as well and satisfies

$$S_{D_0^\perp} = S_D \circ \mathbb{L}D_0 \text{ and } S_{D_0^\perp}^{-1} = \mathbb{L}D_0 \circ S_D^{-1}.$$  

Proof. The first isomorphism is verified by composing a number of functorial isomorphisms:

$$\text{Hom}_{D_0}(E, F) \cong \text{Hom}_D(i_!, E, i_!, F) \cong \text{Hom}_D(i_!, F, S_D i_!, E)^\vee \cong \text{Hom}_{D_0}(F, i^! S_D i_!, E)^\vee.$$  

Here, the first isomorphism follows from $i_!$, being fully faithful, the second from Serre duality for $D$, and the last one uses the adjunction $i_! \dashv i^!$. Similarly, for the second isomorphism we use

$$\text{Hom}_D(i_!, E, F) \cong \text{Hom}_D(S_D^{-1} i_! F, E)^\vee \cong \text{Hom}_{D_0}(i^* S_D^{-1} F, E)^\vee \cong \text{Hom}_{D_0}(E, S_D i^* i^! S_D^{-1} F).$$  

To describe the Serre functor for $D_0^\perp$, use that for objects $E$ and $F$ in $D_0^\perp$ one has

$$\text{Hom}(E, S_D \mathbb{R}D_0 F) \cong \text{Hom}(\mathbb{R}D_0^\perp F, E)^\vee \cong \text{Hom}(\mathbb{L}D_0 \mathbb{R}D_0 F, E)^\vee \cong \text{Hom}(F, E)^\vee,$$

where we use $\text{Hom}(i, i^! \mathbb{R}D_0 F, E) = 0$ for $E \in D_0^\perp$ and Exercise 1.6. We leave the verification of the last isomorphism to the reader.  

Corollary 1.15. Assume $D_0 \subset D$ is an admissible subcategory of a triangulated category $D$ with a Serre functor $S_D$. Then also $D_0^\perp$ and $D_0^\perp$ are admissible.
As Hom(j^*: D^+_0 \rightarrow \mathcal{D}) always admits a left adjoint j^*: D^+_0 \rightarrow \mathcal{D} and for the existence of the right adjoint j_* \rightarrow j^* use the above lemma twice: First, to see that D^+_0 admits a Serre functor, namely S_{D^+_0} = S_{D} \circ R_{D_0}, and then to express j^* as S_{D^+_0} \circ j^* \circ S_{D^+_0}^{-1}. The argument to prove that \exists D^+_0 is admissible is similar. Alternatively, one may use Exercise 1.13.

Definition 1.16. A linear triangulated category is a Calabi–Yau n-category if it admits a Serre functor \mathcal{S} which is isomorphic to the translation \mathcal{E} \rightarrow \mathcal{E}[n]. It is a fractional Calabi–Yau (p/q)-category if it admits a Serre functor whose q-th power \mathcal{S}^q is isomorphic to the translation \mathcal{E} \rightarrow \mathcal{E}[q].

Note that a Calabi–Yau (np/nq)-category need not be a Calabi–Yau (p/q)-category. Typically, when one speaks of a Calabi–Yau (p/q)-category, the positive number q is chosen minimal.

Standard examples of Calabi–Yau categories are provided by D^0(X) of a smooth projective variety X with trivial canonical bundle \omega_X \cong \mathcal{O}_X, as in this case the Serre functor is simply the translation \mathcal{E} \rightarrow \mathcal{E}[\dim(X)]. For example, D^0(S) of a K3 surface is a Calabi–Yau 2-category. The derived category D^0(S) of an Enriques surface is a fractional (4/2)-category, but not a Calabi–Yau 2-category.

Exercise 1.17. (i) Assume \mathcal{D} = \langle \mathcal{D}_1, \mathcal{D}_2 \rangle is a semi-orthogonal decomposition of a Calabi–Yau n-category \mathcal{D}. Show that then D^+_1 = D^+_2 = D^+_2, or, in other words, \mathcal{D} = D^+_1 \oplus D^+_2.

(ii) Assume that \mathcal{D} is a Calabi–Yau (p/q)-category with q \parallel p, q > 1. Show that then \mathcal{D} is not geometric, i.e. not equivalent to D^0(X) for any smooth projective variety X.

1.5 Derived categories of hypersurfaces The triangulated categories that are relevant for us are the bounded derived categories of coherent sheaves on smooth hypersurfaces and their admissible subcategories.

Concretely, consider a smooth hypersurface X \subset \mathbb{P} = \mathbb{P}^{n+1} of degree d and its bounded derived category D^0(X) = D^0(Coh(X)) of coherent sheaves on X. This is a k-linear triangulated category with a Serre functor \mathcal{S}_X that is explicitly given by

\[ \mathcal{S}_X: \mathcal{E} \rightarrow \mathcal{E} \otimes \mathcal{O}_X(d - (n + 2))[n], \]

use the adjunction formula \omega_X \cong \mathcal{O}_X(d - (n + 2)), see Lemma 1.1.6. The line bundle \mathcal{O}_X(i) := \mathcal{O}(i)|_X as an object in the bounded derived category D^0(X) is exceptional if and only if H^m(X, \mathcal{O}_X) = 0 for all m > 0. By Bott vanishing, this is the case exactly when d \leq n + 1, cf. Section 1.1.2, which we will assume from now on.

Next one would like to know when the line bundle \mathcal{O}_X(i) is contained in \langle \mathcal{O}_X(j) \rangle^\perp. As Hom(\mathcal{O}_X(j), \mathcal{O}_X(i)[n]) \cong \text{Ext}^n(\mathcal{O}_X(j), \mathcal{O}_X(i)) \cong H^n(X, \mathcal{O}_X(i - j)). Bott vanishing
provides again the answer:
\[ O_X(i) \in (O_X(j))^\perp \text{ if and only if } j - (n + 2 - d) < i < j. \]

So, the longest sequence of line bundles with \( \text{Hom}(O_X(j), O_X((i)^+) = 0 \) for all \( j > i \) is \( O_X, O_X(1), \ldots, O_X(n + 1 - d) \) and any line bundle twist of it. This immediately provides us with a semi-orthogonal decomposition
\[
\mathcal{D}^b(X) = \langle A_X, O_X, \ldots, O(n + 1 - d) \rangle,
\]
where \( A_X \) is by definition the right orthogonal
\[
A_X := \langle O_X, \ldots, O_X(n + 1 - d) \rangle^\perp \subset \mathcal{D}^b(X)
\]
of the full subcategory \( \mathcal{D}_0 := \langle O_X, \ldots, O_X(n + 1 - d) \rangle \) or, simply, the right orthogonal of the set \( \{ O_X, \ldots, O_X(n + 1 - d) \} \).

Note that \( A_X \) really is an admissible subcategory, i.e. \( j_* \dashv j^! \) exists, see Corollary 1.15. The left adjoint of the inclusion \( j_* : A_X \rightarrow \mathcal{D}^b(X) \) is the left mutation
\[
L_{O_X, \ldots, O_X(n+1-d)}^i : \mathcal{D}^b(X) \rightarrow A_X.
\]

Exercise 1.18. According to Remark 1.10,
\[
L_{O_X, \ldots, O_X(n+1-d)}^i \cong L_{O_X} \circ \cdots \circ L_{O_X(n+1-d)}.
\]
Show that each of the left mutations \( L_{O_X(i)} \) is a Fourier–Mukai functor
\[
L_{O_X(i)} \cong \Phi_{\text{C}(i)},
\]
the kernel of which is the cone of the trace map \( \text{tr}_i : O_X(-i) \boxtimes O_X(i) \rightarrow O_X \).

Definition 1.19. The full triangulated subcategory \( A_X \subset \mathcal{D}^b(X) \) in (1.5) is called the residual or Kuznetsov component of \( \mathcal{D}^b(X) \).

We think of \( A_X \) as the non-trivial part of \( \mathcal{D}^b(X) \).

Example 1.20. The easiest non-trivial case is that of a smooth quadric \( X = Q \subset F^{n+1} \).
In this case, the semi-orthogonal decomposition takes the form
\[
\mathcal{D}^b(Q) = \langle A_Q, O_Q, \ldots, O_Q(n - 1) \rangle
\]
and the Kuznetsov component \( A_Q \) can be described explicitly. The answer depends on the parity of \( n \). One has \( A_Q = \langle \Sigma \rangle \) for \( n = 2m + 1 \) and \( A_Q = \langle \Sigma^+, \Sigma^- \rangle = \langle \Sigma^-, \Sigma^+ \rangle \) for \( n = 2m \), which leads to a result by Kapranov [266]:
\[
A_Q = \begin{cases} 
\mathcal{D}^b(\text{Vec}_{id}(k)) & \text{if } n = 2m + 1 \\
\mathcal{D}^b(\text{Vec}_{id}(k)) \oplus \mathcal{D}^b(\text{Vec}_{id}(k)) & \text{if } n = 2m. 
\end{cases}
\]
Here, \( \Sigma \) and \( \Sigma^\pm \) are the spinor bundles on the quadric \( Q \), for which various descriptions
are available, see [380] or [301, Sec. 2.2]. For example, for \( n = 1 \), i.e. for a conic \( \mathbb{P}^1 \cong Q \subset \mathbb{P}^2 \), one finds \( \Sigma \cong \mathcal{O}(-1) \) and for \( n = 2 \), i.e. for a quadric \( \mathbb{P}^1 \times \mathbb{P}^1 \cong Q \subset \mathbb{P}^3 \), one has \( \Sigma^\ast \cong \mathcal{O}(-1, 0) \) and \( \Sigma^- \cong \mathcal{O}(0, -1) \).

In general, \( \Sigma \) is the restriction of the universal subbundle with respect to a certain natural embedding of \( Q \subset \mathbb{P}^{2m+2} \) into \( \text{Gr}(2m-1, 2m+1-1) \). Alternatively, the dual \( \Sigma^\ast \) is isomorphic to the image \( q_p^\ast \mathcal{O}(1/2) \) under the Fano correspondence for \( F(Q, m) \), see Exercise 2.1.6. It is also known that \( \Sigma|_{Q'} \cong \Sigma^\ast \oplus \Sigma^- \) under the embedding of an even dimensional quadric \( Q' \subset Q \cap \mathbb{P}^{2m+1} \subset Q \subset \mathbb{P}^{2m+2} \) into an odd-dimensional one. For \( Q' \subset Q \cap \mathbb{P}^m \subset Q \subset \mathbb{P}^{2m+1} \) one knows \( \Sigma_{|Q'} \cong \Sigma \).

**Exercise 1.21.** Let \( X \subset \mathbb{P}^{n+1} \) be a smooth cubic hypersurface of dimension at least three. Then \( D^b(X) = \langle \mathcal{A}_X, \mathcal{O}_X, \ldots, \mathcal{O}_X(n-2) \rangle \). Show that the ideal sheaf \( I_L \) of a line \( L \subset X \) is right orthogonal to \( \mathcal{O}_X \) and \( \mathcal{O}_X(1) \) but not to \( \mathcal{O}_X(k) \), \( k > 1 \). In particular, for cubic threefolds \( Y \subset \mathbb{P}^4 \) one finds
\[
I_L \in \mathcal{A}_Y,
\]
but for cubic fourfolds \( X \subset \mathbb{P}^5 \) we only have \( I_L \in \langle \mathcal{O}_X, \mathcal{O}_X(1) \rangle \). The latter is more conveniently rephrased as
\[
I_L(1) \in \langle \mathcal{O}_X(1), \mathcal{O}_X(2) \rangle.
\]
Furthermore, its projection \( \mathbb{P}_Y(I_L(1)) / f^\ast(I_L(1)) \in \mathcal{A}_X \) is \( F_L[1] \), where \( F_L \) is the kernel of the surjective evaluation map
\[
0 \longrightarrow F_L \longrightarrow H^{b}(X, I_L(1)) \otimes \mathcal{O}_X \longrightarrow I_L(1) \longrightarrow 0,
\]
see (1.4). These results were proved by Kuznetsov and Markushevich [300]. Note that instead of the ideal sheaf \( I_L(1) \) of a line one could also consider its structure sheaf \( \mathcal{O}_L(1) \), which, however, is only right orthogonal to \( \mathcal{O}_X(2) \). The first step of projecting it into \( \mathcal{A}_X \) consists of making it orthogonal to \( \mathcal{O}_X(1) \) which means passing to \( I_L(1) \).

Note that for \( n + 1 - d < d \) the category \( \langle \mathcal{O}_X, \ldots, \mathcal{O}_X(n + 1 - d) \rangle \) is equivalent to \( \langle \mathcal{O}_p, \ldots, \mathcal{O}_p(n + 1 - d) \rangle \) and, in particular, independent of any specific \( X \), see [246, Thm. 8.34] for an explicit description of this category and for references. The numerical condition holds for all cubic hypersurfaces of dimension \( n < 5 \).

**Exercise 1.22.** The left orthogonal \( \mathcal{A}_X \) of \( \mathcal{A}_X \) is the category \( \langle \mathcal{O}_X, \ldots, \mathcal{O}_X(n + 1 - d) \rangle \). Show that its right orthogonal \( \mathcal{A}_X \) is generated by \( \mathcal{O}_X(d-n-2), \ldots, \mathcal{O}_X(-1) \), cf. Exercise 1.13. Hence, there are two natural semi-orthogonal decompositions
\[
D^b(X) = \langle \mathcal{A}_X, \mathcal{O}_X, \ldots, \mathcal{O}(n + 1 - d) \rangle = \langle \mathcal{O}_X(d-n-2), \ldots, \mathcal{O}_X(-1), \mathcal{A}_X \rangle.
\]
Deduce from Exercise 1.2 that the Grothendieck groups of \( X \) or, equivalently, of \( D^b(X) \) and of \( \mathcal{A}_X \) satisfy
\[
K(X) = K(D^b(X)) = K(\mathcal{A}_X) \oplus \mathbb{Z}^{n+2-d}.
\]
1.6 Serre functor of Kuznetsov’s component  As a consequence of Lemma 1.14, one finds the following description of the (inverse) Serre functor of \( A_X \) [299, Thm. 3.5].

**Corollary 1.23 (Kuznetsov).** Under the above assumption, one has 

\[
S_{A_X}^{-1} \cong \mathcal{O}^{n+2-d} \circ [-n] \cong j^* \circ (\mathcal{O}_X(n+2-d) \otimes ) \circ [-n]
\]

where \( \mathcal{O} \) is the composition \( \mathbb{L}_{\mathcal{O}_X} \circ (\mathcal{O}_X(1) \otimes ) : \mathcal{D}(X) \longrightarrow (\mathcal{O}_X)^{\perp} \).

**Proof**  On the one hand, by virtue of Lemma 1.14, 

\[
S_{A_X}^{-1} \cong \mathbb{L}_{(\mathcal{O}_X, ..., \mathcal{O}_X(n+1-d))} \circ \mathcal{S}_{\mathcal{D}(X)}^{-1}
\]

or, equivalently, the Serre functor is given by

\[
S_{A_X} : E \longrightarrow j^!(E \otimes \mathcal{O}_X(d-(n+2))[n]).  \tag{1.6}
\]

On the other hand, according to Remark 1.10, we have \( \mathbb{L}_{(\mathcal{O}_X, ..., \mathcal{O}_X(n+1-d))} \cong \mathbb{L}_{\mathcal{O}_X} \circ \cdots \circ \mathbb{L}_{\mathcal{O}_X(n+1-d)} \). Combined with Exercise 1.6, this gives

\[
\mathcal{O}^{n+2-d} \cong \mathbb{L}_{(\mathcal{O}_X, ..., \mathcal{O}_X(n+1-d))} \circ \mathbb{L}_{\mathcal{O}_X} \circ (\mathcal{O}_X(1) \otimes )
\]

\[
\cong \mathbb{L}_{(\mathcal{O}_X, ..., \mathcal{O}_X(n+1-d))} \circ (\mathcal{O}_X(n+2-d) \otimes )
\]

\[
\cong j^* \circ (\mathcal{O}_X(n+2-d) \otimes ),
\]

which proves the assertion. \( \Box \)

**Remark 1.24.** Motivated by the description of \( A_X \) as a category of matrix factorizations, see Section 1.7, the restriction \( T \) of \( \mathbb{O} \) to \( A_X \) is also called the *degree shift functor*

\[
T := \mathbb{O}|_{A_X} : A_X \longrightarrow A_X, \quad E \longrightarrow j^!(j_*E \otimes \mathcal{O}(1)).
\]

The corollary and its proof show that \( T \) is indeed an auto-equivalence of \( A_X \) and that we can write

\[
S_{A_X} \cong T^{d-n-2} \circ [n].  \tag{1.7}
\]

Here is an alternative way of proving this isomorphism: Use the adjunction \( j^* \dashv j_* \dashv j^! \) and the description of the Serre functor (1.6), to deduce functorial isomorphisms

\[
\text{Hom}(S_{A_X}^{-1}E, F) \cong \text{Hom}(E, S_{A_X}F) \cong \text{Hom}(E, j^!(j_*F \otimes \mathcal{O}_X(d-(n+2))[n]))
\]

\[
\cong \text{Hom}(j_*E \otimes \mathcal{O}_X(n+2-d)[-n], j_*F)
\]

\[
\cong \text{Hom}(j^!(j_*E \otimes \mathcal{O}_X(n+2-d))[-n], F)
\]

\[
\cong \text{Hom}(T^{n+2-d}E[-n], F),
\]

which by applying the Yoneda lemma proves \( T^{n+2-d} \cong S_{A_X}^{-1} \circ [n] \). Note that this second argument is not quite complete, as it does not explain why \( T^{n+2-d} \) is really given by \( E \longrightarrow j^*(j_*E \otimes \mathcal{O}(n+2-d)) \).
Example 1.25. For cubic hypersurfaces $X \subset \mathbb{P}^{n+1}$ the condition $d \leq n + 1$ reads $2 \leq n$ and $n + 1 - d < d$ becomes $n \leq 4$. In this light, everything that will follow works well for cubic surfaces $S$, cubic threefolds $Y$, and cubic fourfolds $X$. In these three cases, one has semi-orthogonal decompositions

$$D^b(S) = \langle A_S, \mathcal{O}_S \rangle, \ D^b(Y) = \langle A_Y, \mathcal{O}_Y, \mathcal{O}_Y(1) \rangle, \text{ and } D^b(X) = \langle A_X, \mathcal{O}_X, \mathcal{O}_X(1), \mathcal{O}_X(2) \rangle. $$

The proof of the next result [297] will be given at the end of this subsection.

**Proposition 1.26 (Kuznetsov).** Assume $X \subset \mathbb{P}^{n+1}$ is a smooth hypersurface of degree $d$ with $n + 1 < 2d$ and let $c := \gcd(d, n + 2)$. Then $A_X$ is a fractional Calabi–Yau category. More precisely,

$$S^{d/c}_{A_X} : E \mapsto E[(n + 2)(d - 2)/c].$$

Thus, if $d \mid (n + 2)$, then $A_X$ is a Calabi–Yau $N$-category with $N = (n + 2)(d - 2)/d \in \mathbb{Z}$.

Example 1.27. To be explicit, for a cubic surface $S$, a cubic threefold $Y$, and a cubic fourfold $X$ the result means

$$S^1_{A_S} \simeq [4], \ S^2_{A_Y} \simeq [5], \text{ and } S_{A_X} \simeq [2],$$

i.e. $A_S$ is a Calabi–Yau $(4/3)$-category, $A_Y$ is a Calabi–Yau $(5/3)$-category, and $A_X$ is a Calabi–Yau $2$-category.

Note that in dimension two and three, the fractional Calabi–Yau property excludes the Kuznetsov component from being geometric, see Exercise 1.18, i.e. for any smooth projective variety $Z$

$$A_S \neq D^b(Z) \text{ and } A_Y \neq D^b(Z).$$

**Remark 1.28.** Observe that the number $\sigma := (n + 2)(d - 2)$ played a central role in the study of the Jacobian ring of a hypersurface, see Section 1.4.1. This is not a coincidence and we will come back to this point, see (1.10) in Section 1.7.

We will need some preparations before entering the proof of Proposition 1.26. First observe that the functor $T$ is isomorphic to the restriction of a Fourier–Mukai functor

$$T \simeq \Phi_{\mathcal{Q}_1}|_{A_X} \text{ with kernel } \mathcal{Q}_1 := [\mathcal{O}_X(1) \boxtimes \mathcal{O}_X \longrightarrow \mathcal{O}_{\Delta_X}(1)]. \quad (1.8)$$

Indeed, since $T \simeq L_{\mathcal{Q}_1} \circ (\mathcal{O}_X(1) \boxtimes )$, $(\mathcal{O}_X(1) \boxtimes ) \simeq \Phi_{\mathcal{O}_{\Delta_X}(1)}$, and $L_{\mathcal{Q}_1} \simeq \Phi_{C}$ with $C := C(\mathcal{O}_X \boxtimes \mathcal{O}_X \longrightarrow \mathcal{O}_{\Delta_X})$, see Exercise 1.18, standard rules for the convolution of Fourier–Mukai kernels give the result, cf. [246, Prop. 5.10].

Similarly, using the Euler sequence on $\mathbb{P}^{n+1}$, one proves that $T^i$, $i = 1, \ldots, n + 1$, is isomorphic to the restriction of a Fourier–Mukai functor

$$T^i \simeq \Phi_{\mathcal{Q}_i}|_{A_X} \text{ with kernel } \mathcal{Q}_i := [\mathcal{O}_X(1) \boxtimes \mathcal{O}_X^{i-1}(i-1)|_X \longrightarrow \cdots \longrightarrow \mathcal{O}_X(i-1) \boxtimes \mathcal{O}_X(i)|_X \longrightarrow \mathcal{O}_X(i) \boxtimes \mathcal{O}_X \longrightarrow \mathcal{O}_{\Delta_X}(i)].$$
Lemma 1.29 (Kuznetsov). The degree shift functor \( T: \mathcal{A}_X \rightarrow \mathcal{A}_X \) satisfies:

(i) There exists an isomorphism \( T^d \cong [2] \).

(ii) The functor \( T \) is an equivalence.

**Proof** The second assertion follows from the first one, but it was in fact already proved in Remark 1.24. The first assertion comes down to an isomorphism between the projections of the Fourier–Mukai kernels \( \mathcal{Q}_d \) and \( \mathcal{O}_{\Delta} [2] \) of the two functors.

First, one proves that the pull-back \( \varphi^* \mathcal{O}_{\Delta} \) under \( \varphi: X \times X \hookrightarrow \mathbb{P} \times \mathbb{P} \) is concentrated in degree 0 and \(-1\) with cohomology sheaves \( \mathcal{H}^0 \cong \mathcal{O}_{\Delta} \) and \( \mathcal{H}^{-1} \cong \mathcal{O}_{\Delta}(-d) \). For this, view \( \mathcal{H}' \) as \( \mathcal{H}'(\mathcal{O}_{XX} \otimes_{\mathbb{P} \times \mathbb{P}} \mathcal{O}_{\Delta}) \) which is then computed by means of the Koszul resolution

\[
\mathcal{O}(-d,-d) \longrightarrow \mathcal{O}(-d,0) \oplus \mathcal{O}(0,-d) \longrightarrow \mathcal{O}_{\mathbb{P} \times \mathbb{P}} \longrightarrow \mathcal{O}_{XX}
\]

as \( \mathcal{H}' \cong \mathcal{H}'[\mathcal{O}_{\Delta}(-2d) \longrightarrow \mathcal{O}_{\Delta}(-2d) \otimes \mathcal{O}_{\Delta}] \). In particular, \( \mathcal{H}' \cong 0 \) for \( i \neq -2, -1, 0 \).

Also, since \( \mathcal{O}_{\Delta}(-2d) \longrightarrow \mathcal{O}_{\Delta}(-2d) \otimes \mathcal{O}_{\Delta} \) is clearly injective, one finds \( \mathcal{H}'^{\geq 2} = 0 \). Furthermore, \( \mathcal{H}'^{-1} = \text{Coker}(\mathcal{O}_{\Delta}(-2d) \longrightarrow \mathcal{O}_{\Delta}(-d)) \cong \mathcal{O}_{\Delta}(-d) \).

Second, writing out the above provides us with an exact triangle

\[
\mathcal{H}^{-1} [1] \cong \mathcal{O}_{\Delta}(d)[1] \longrightarrow \varphi^* \mathcal{O}_{\Delta} \longrightarrow \mathcal{O}_{\Delta} \cong \mathcal{H}'[0],
\]

which after tensoring with \( \mathcal{O}(d,0) \) and rotating becomes

\[
\varphi^* \mathcal{O}_{\Delta}(d) \longrightarrow \mathcal{O}_{\Delta}(d) \longrightarrow \mathcal{O}_{\Delta}[2].
\]

This exact triangle is now compared to the natural exact triangle

\[
\mathcal{Q}_d \longrightarrow \mathcal{O}_{\Delta}(d) \longrightarrow \mathcal{Q}_d.
\]

where by definition

\[
\mathcal{Q}_d := [\mathcal{O}(1) \otimes \Omega^{d-1}_{\mathcal{E}}(d-1)|_X \longrightarrow \cdots \longrightarrow \mathcal{O}(d-1) \otimes \Omega^{d-1}_{\mathcal{E}}(1)|_X \longrightarrow \mathcal{O}(d) \otimes \mathcal{O}_X].
\]

To conclude the proof, it suffices to show that for \( E \in \mathcal{A}_X \) one has \( \Phi_{[\mathcal{Q}_d]}(E) \cong \Phi_{\varphi^* \mathcal{O}_{\Delta}(d)}(E) \) as part of the commutative diagram of exact triangles

\[
\begin{array}{ccc}
\Phi_{[\mathcal{Q}_d]}(E) & \longrightarrow & \Phi_{\mathcal{O}_{\Delta}(d)}(E) \\
\downarrow \cong & & \downarrow \cong \\
\Phi_{\varphi^* \mathcal{O}_{\Delta}(d)}(E) & \longrightarrow & \Phi_{\mathcal{O}_{\Delta}(d)}(E) \cong T^d(E)
\end{array}
\]

This follows from the standard Koszul resolution of \( \mathcal{O}_{\Delta} \) tensored with \( \mathcal{O}(d) \otimes \mathcal{O} \) and the observation that the Fourier–Mukai functor with kernel \( \mathcal{O}_{\Delta}(d-i) \otimes \Omega^{d-i}_E(0) \) applied to any \( E \in \mathcal{A}_X \) is trivial for \( i = d, \ldots, n + 1 \), because then \( H^i(X, E \otimes \mathcal{O}(d-i)) = 0 \). □
Proof of Proposition 1.26. One combines the above results: Raising the isomorphisms (1.7) in Remark 1.24 and Lemma 1.29 to the power $d/c$ and $-(n+2-d)/c$, we obtain

$$S^d_{A_X} \cong T^{-(n+2-d)/c} \circ [nd/c] \circ [nd/c] \cong [(n+2)(d-2)/c],$$

which is what we had to prove.

Remark 1.30. Let us also explain how to view the projection $j^*: \mathcal{D}^b(X) \longrightarrow A_X$ as a Fourier–Mukai functor. Indeed, there exists an object $P_0 \in \mathcal{D}^b(X \times X)$ such that the associated Fourier–Mukai functor

$$\Phi_{P_0}: \mathcal{D}^b(X) \longrightarrow \mathcal{D}^b(X), \quad E \longmapsto E \otimes p_2^*(p_1^*E \otimes P_0)$$

is $\Phi_{P_0} \cong j_\ast \circ j^*$. The Fourier–Mukai kernel $P_0$ is described as the projection of $\mathcal{O}_X$, which is the Fourier–Mukai kernel of the identity functor, to the admissible subcategory

$$J_\ast: \mathcal{C} := A_X(-(n+1-d)) \otimes A_X \longrightarrow \mathcal{D}^b(X \times X). \quad (1.9)$$

By definition, $\mathcal{C}$ is the right orthogonal category of the collection of all objects

$$\mathcal{O}_X(k) \cong F, \quad d-n-1 \leq k \leq 0, \quad \text{and} \quad F \otimes \mathcal{O}_X(\ell), \quad 0 \leq \ell \leq n+1-d.$$

Alternatively, $\mathcal{C}_X$ is the intersection of $A_X(-(n+1-d)) \otimes \mathcal{D}^b(X)$ and $\mathcal{D}^b(X) \otimes A_X$.

Here, for any triangulated subcategory $\mathcal{B} \subset \mathcal{D}^b(X)$, one defines $\mathcal{B} \otimes \mathcal{D}^b(X) \subset \mathcal{D}^b(X \times X)$ as the full triangulated subcategory of all objects $E \in \mathcal{D}^b(X \times X)$ such that $p_1^*(E \otimes p_2^* F) \in \mathcal{B}$ for all $F \in \mathcal{D}^b(X)$. The category $\mathcal{D}^b(X) \otimes \mathcal{B}$ is defined analogously. This theory has been developed by Kuznetsov in much broader generality [297].

For an object $P \in \mathcal{D}^b(X \times X)$ and its associated functor $\Phi_P: \mathcal{D}^b(X) \longrightarrow \mathcal{D}^b(X)$, cf. [292] or [255, Lem. 1.5], one then has:

(i) The object $P$ is contained in $\mathcal{D}^b(X) \otimes A_X$ if and only if the essential image of $\Phi_P$ is contained in $A_X$.

(ii) The object $P$ is contained in $A_X(-(n+1-d)) \otimes \mathcal{D}^b(X)$ if and only if the functor $\Phi_P$ is the composition of $j^*: \mathcal{D}^b(X) \longrightarrow A_X$ and a functor $A_X \longrightarrow \mathcal{D}^b(X)$.

This leads to the Fourier–Mukai description of the left adjoint $j^*: \mathcal{D}^b(X) \longrightarrow A_X$ as

$$j^* \cong \Phi_{j_\ast \mathcal{O}_X},$$

where $j^*: \mathcal{D}^b(X \times X) \longrightarrow \mathcal{C}$ is the left adjoint of (1.9).

1.7 Matrix factorizations The residual category $A_X = \langle \mathcal{O}_X, \ldots, \mathcal{O}_X(n+1-d) \rangle^\perp \subset \mathcal{D}^b(X)$ admits an interpretation as a category of matrix factorizations. We briefly outline this side of the theory and provide references for further reading.
Example 1.31. Let us recall a few classical examples of matrix factorizations.

(i) The adjoint matrix of an invertible matrix \( A \in \text{GL}(n, k) \) is the matrix \( A^{\text{adj}} := \det(A_{ij}) \) where \( A_{ij} \) is the \( ij \)-th minor of the matrix \( A \). The importance of this notion stems from the fact that

\[
A \cdot A^{\text{adj}} = \det(A) \cdot I_n = A^{\text{adj}} \cdot A.
\]

In other words, the differentials \( \partial \) in the two-periodic ‘complex’

\[
\cdots \longrightarrow k^n \xrightarrow{A^{\text{adj}}} k^n \xrightarrow{A} k^n \xrightarrow{A^{\text{adj}}} k^n \xrightarrow{A} \cdots
\]

satisfy \( \partial^2 = \det(A) \cdot \text{id} \).

(ii) Let \( F \in k[x_0, \ldots, x_{n+1}]_d \) be a homogenous polynomial, defining a hypersurface \( X \subset \mathbb{P}^{n+1} \) of degree \( d \), and let \( K \) and \( L \) denote two copies of \( S := k[x_0, \ldots, x_{n+1}] \) as a module over itself. Then the differentials in the two-periodic sequence of \( S \)-modules

\[
\cdots \longrightarrow L \xrightarrow{F} K \xrightarrow{\text{id}} L \xrightarrow{F} K \xrightarrow{\text{id}} \cdots,
\]

satisfy \( \partial^2 = F \cdot \text{id} \). If the grading is taken into account, this is written as

\[
\cdots \longrightarrow L(-d) \xrightarrow{F} K \xrightarrow{\text{id}} L \xrightarrow{F} K(d) \xrightarrow{\text{id}} \cdots,
\]

where for a graded \( S \)-module \( M = \bigoplus M_i \) the graded \( S \)-module \( M(m) := \bigoplus M(m)_i \) is defined by \( M(m)_i := M_{m+i} \).

(iii) Let now \( K := S \) and \( L := K(d-1)^{\mathbb{P}^{n+2}} \). Then the Euler equation \( \sum x_i \partial_i F = d \cdot F \) for \( F \in k[x_0, \ldots, x_{n+1}]_d \) as before leads to another two-periodic sequence

\[
\cdots \longrightarrow L(-d) \xrightarrow{(x_i)_j^t} K \xrightarrow{\frac{1}{d}(F)} L \xrightarrow{(x_i)_j^t} K(d) \xrightarrow{\frac{1}{d}(F)} \cdots.
\]

Again, the differentials satisfy \( \partial^2 = F \cdot \text{id} \).

(iv) Let as before \( F \in k[x_0, \ldots, x_{n+1}]_d \) be a homogenous polynomial and consider the graded quotient ring \( R := S/(F) \). A finite \( R \)-module \( M \) is called maximal Cohen–Macaulay if \( \text{depth}_R(M) = \dim(R) \).

Although for us the hypersurface \( X = V(F) \subset \mathbb{P}^{n+1} \) is typically smooth, the quotient ring \( R \) is not regular, as the affine hypersurface has a singularity at the origin. In particular, the Auslander–Buchsbaum formula does not necessarily hold and, thus, a maximal Cohen–Macaulay module may not be projective. However, the Auslander–Buchsbaum formula holds for \( M \) as an \( S \)-module and \( \text{depth}_S(M) = \text{depth}_R(M) \), which altogether shows that a maximal Cohen–Macaulay module \( M \) over \( R \) admits a resolution

\[
0 \longrightarrow K \xrightarrow{a} L \longrightarrow M \longrightarrow 0
\]

by finite free \( S \)-modules \( K \) and \( L \). Since \( M \) is a module over \( R = S/(F) \), multiplication
with $F$ defines an endomorphism of the complex $(K \longrightarrow L)$ which is homotopic to zero, i.e. there exists a morphism $\beta: L \longrightarrow K$ with $\beta \circ \alpha = F \cdot \text{id} = \alpha \circ \beta$.

Thus, one associates with a maximal Cohen–Macaulay module over $R$ a two-periodic complex

$$\cdots \longrightarrow L \xrightarrow{\beta} K \xrightarrow{\alpha} L \xrightarrow{\beta} K \xrightarrow{\alpha} \cdots$$

with $\partial^2 = F \cdot \text{id}$. The stable category of maximal Cohen–Macaulay modules $\text{MCM}(R)$ has as objects maximal Cohen–Macaulay modules $M$ and as morphisms elements in $\text{Hom}_R(M_1, M_2)/\sim$, where $g \sim g' : M_1 \longrightarrow M_2$ if $g - g'$ factors through a finite free $R$-module. The category $\text{MCM}(R)$ was shown to be naturally triangulated by Buchweitz [98, Sec. 4.7].

Fix a homogenous polynomial $F \in S = k[x_0, \ldots, x_{n+1}]$ of degree $d$. Then the associated category of graded matrix factorizations $\text{MF}(F, \mathbb{Z})$ is defined as follows: Its objects are of the form

$$(K \xrightarrow{\alpha} L \xrightarrow{\beta} K(d)).$$

Here, $K$ and $L$ are finitely generated, graded, free $S$-modules, so isomorphic to a finite direct sum $\bigoplus S(n_i)$, and $\alpha$ and $\beta$ are homomorphisms of graded $S$-modules such that the compositions satisfy

$$\beta \circ \alpha = F \cdot \text{id} \text{ and } \alpha(d) \circ \beta = F \cdot \text{id}.$$  

Morphisms in $\text{MF}(F, \mathbb{Z})$ are homotopy classes of commutative diagrams

$$
\begin{array}{ccc}
K & \xrightarrow{\alpha} & L \\
\downarrow{\varphi} & & \downarrow{\varphi(d)} \\
K' & \xrightarrow{\alpha'} & L' \\
\end{array}
\begin{array}{ccc}
& & \xrightarrow{\beta} \\
& & \downarrow{\beta'} \\
& & K'(d), \\
\end{array}
$$

where $\varphi$ and $\psi$ are homomorphisms of graded $S$-modules and $(\varphi, \psi) \sim 0$ if there exist graded $S$-module homomorphisms $h_K: K \longrightarrow L'(-d)$ and $h_L: L \longrightarrow K'$ such that

$$\varphi = h_L \circ \alpha + \beta'(-d) \circ h_K \text{ and } \psi = h_K(d) \circ \beta + \alpha' \circ h_L.$$  

For example, $(S \xrightarrow{id} S \xrightarrow{F} S(d))$ is an object in $\text{MF}(F, \mathbb{Z})$. However, since $(id, id) \sim 0$ via the homotopy $h_K = 0$ and $h_L = \text{id}$, it is isomorphic to the zero object.

The category $\text{MF}(F, \mathbb{Z})$ comes with a natural auto-equivalence, the shift functor,

$$[1]: \text{MF}(F, \mathbb{Z}) \xrightarrow{\sim} \text{MF}(F, \mathbb{Z})$$
that sends an object \((K \xrightarrow{a} L \xrightarrow{\beta} K(d))\) to
\[(K \xrightarrow{a} L \xrightarrow{\beta} K(d))[1] \coloneqq (L \xrightarrow{-\beta} K(d) \xrightarrow{-\alpha(d)} L(d)).\]

The construction is similar to the one of the homotopy category of complexes and, indeed, with this structure the category \(\text{MF}(F, \mathbb{Z})\) becomes a triangulated \(k\)-linear category, see [376, Sec. 3.1] or [378, Sec. 3.1]. The exact triangles are those that are isomorphic to the standard triangles constructed by taking cones.

The fact that we work over a graded ring and with graded modules has not played a role so far. This comes in now. The category \(\text{MF}(F, \mathbb{Z})\) is endowed with an additional exact auto-equivalence, the degree shift functor,

\[(1) : \text{MF}(F, \mathbb{Z}) \longrightarrow \text{MF}(F, \mathbb{Z})\]

that sends an object \((K \xrightarrow{a} L \xrightarrow{\beta} K(d))\) to
\[(K \xrightarrow{a} L \xrightarrow{\beta} K(d))(1) \coloneqq (K(1) \xrightarrow{\alpha(1)} L(1) \xrightarrow{\beta(1)} K(d + 1)).\]

If the auto-equivalences \([m]\) and \((m)\) are defined as the \(m\)-fold compositions \([1] \circ \cdots \circ [1]\) and \((1) \circ \cdots \circ (1)\), then clearly
\[(d) \simeq [2],\]
which is reminiscent of Lemma 1.29, (i).

**Remark 1.32.** The category of matrix factorizations was first studied in the ungraded case. There as well it leads to a triangulated category \(\text{MF}(F)\), which is naturally \(\mathbb{Z}/2\mathbb{Z}\)-graded. Observe that \((1) \simeq \text{id} \simeq [2]\). Also, \((K \xrightarrow{a} L \xrightarrow{\beta} K) \longmapsto \text{Coker}(\alpha)\) describes an equivalence

\[\text{MF}(F) \simeq \text{MCM}(S/(F)).\]

Furthermore, Auslander [30] shows that \(\text{MF}(S/(F))\) is a Calabi–Yau category of dimension \(\dim(X) = \dim(R) - 1\). An explicit description of the Calabi–Yau pairing was provided in physics terms by Kapustin and Li [267], see also [167, 363, 392].

For any object \(E\) in \(\text{MF}(F, \mathbb{Z})\), multiplication with \(s \in k[x_0, \ldots, x_{n+1}]_m\) defines a morphism \(E \longrightarrow E(m)\). In other words, there exists a natural map
\[k[x_0, \ldots, x_{n+1}]_m \longrightarrow \text{Hom}(\text{id}, (m)).\]

The crucial observation is that the induced map \(k[x_0, \ldots, x_{n+1}] \longrightarrow \text{Hom}(\text{id}, \bigoplus(m))\) factorizes via the surjection \(k[x_0, \ldots, x_{n+1}] \longrightarrow R(F)\) onto the Jacobian ring, see Section 1.4.1. This is the next result.
Lemma 1.33. For any object $E$ in $\text{MF}(F, \mathbb{Z})$, multiplication with $\partial_i F \in k[x_0, \ldots, x_{n+1}]$ defines the trivial morphism $E \to E(d-1)$ in $\text{MF}(F, \mathbb{Z})$.

Proof. If $E = (K \xrightarrow{\alpha} L \xrightarrow{\beta} K(d))$, then $(\varphi = \partial_i F, \psi = \partial_i F) \sim 0$ via the homotopy given by $h_L \beta \partial_i \alpha : L \to K(d-1)$ and $h_K \partial_i \alpha : K(d) \to L(d-1)$. Here, we think of $\alpha$ and $\beta$ as matrices of polynomials to which partial derivatives can be applied. The verification of this observation is based on the product formula for derivatives, e.g. $F \cdot \text{id} = \beta \circ \alpha$ implies $\partial_i F \cdot \text{id} = \partial_i \beta \circ \alpha + \beta \circ \partial_i \alpha$. □

This eventually leads to a natural injection, see [255, Prop. 2.5]:

$$R(F) = k[x_0, \ldots, x_{n+1}]/(\partial_i F) \hookrightarrow \text{Hom}(\text{id}, \bigoplus(m)),$$

(1.10)

The category of matrix factorizations $\text{MF}(F, \mathbb{Z})$ seems a more concrete and manageable category associated with a homogenous polynomial $F$. However, by a result of Orlov [378, Thm. 2.13], this category is in fact equivalent to the Kuznetsov component.

Theorem 1.34 (Orlov). Let $X \subset \mathbb{P}^{n+1}$ be a smooth hypersurface defined by a polynomial $F$ of degree $d \leq n + 2$. Then there exists an exact linear equivalence

$$\text{MF}(F, \mathbb{Z}) \cong \mathcal{A}_X$$

between the category of matrix factorizations $\text{MF}(F, \mathbb{Z})$ and the Kuznetsov component $\mathcal{A}_X = \langle \mathcal{O}_X, \ldots, \mathcal{O}_X(n+1-d) \rangle^\perp \subset \text{D}^b(X)$.

Furthermore, the equivalence can be chosen such that the degree shift functor (1) on $\text{MF}(F, \mathbb{Z})$ corresponds to the functor $T$ on $\mathcal{A}_X$, see Remark 1.24 and Lemma 1.29.

For $d = n + 2$, i.e. the case that $\omega_X$ is trivial, the assertion should be interpreted as saying $\text{MF}(F, \mathbb{Z}) \cong \text{D}^b(X)$. There is also a corresponding statement for $d > n + 2$. In this case, the roles are reversed and $\text{D}^b(X)$ becomes an admissible subcategory of $\text{MF}(F, \mathbb{Z})$.

The proof of this result is difficult and quite involved. It uses yet another natural triangulated category, namely the singularity category $\text{D}^b_{\text{sing}}(\text{Spec}(S/(F)))$ of the isolated singularity of the affine variety defined by $F$. The transition from one point of view to the other is not easy. For example, it is usually difficult to describe the matrix factorization that corresponds to an object in $\text{D}^b(X)$, even to a very easy one like the structure sheaf $\mathcal{O}_X$ or a skyscraper sheaf $k(x)$. As we will not use the result in any essential way, we refrain from going into the details.

A similar equivalence in the ungraded case was established earlier by Buchweitz [98]:

$$\text{MF}(F) \cong \text{MCM}(S/(F)) \cong \text{D}^b_{\text{sing}}(\text{Spec}(S/(F))).$$

The crucial point here is a result of Eisenbud [173] that any finite $S/(F)$-module admits a free resolution that eventually becomes two-periodic.
Chapter 7. Derived categories of cubic hypersurfaces

The Calabi–Yau property for the \( \mathbb{Z}/2\mathbb{Z} \)-category \( \text{MF}(F) \) of ungraded factorizations was established early on by Auslander [30], see also [167, 363, 392]. However, the corresponding result in the graded case, namely that \( \text{MF}(F;\mathbb{Z}) \cong \mathcal{A}_X \) is a fractional Calabi–Yau category, see Proposition 1.26, has been proved relatively late and not directly for \( \text{MF}(F;\mathbb{Z}) \) but for its geometric incarnation \( \mathcal{A}_X \).

1.8 Derived category of the Fano variety

Following the general philosophy of Section 2.5, one should try to link \( D^b(X) \) and \( \mathcal{A}_X \) via the Fano correspondence to the derived category of the Fano variety of lines \( F(X) \).

The yoga of Fourier–Mukai transformation suggests what to do: Use the ideal sheaf \( \mathcal{I}_L \) of the universal line regarded as a subvariety \( L \subset F(X) \times X \) and define the Fourier–Mukai functor

\[
\Phi := \Phi_{\mathcal{I}_L} : D^b(F(X)) \to D^b(X), \quad E \mapsto q_* (p^* E \otimes \mathcal{I}_L).
\]

It maps \( k([L]) \) to the ideal sheaf \( \mathcal{I}_L \in D^b(X) \) and its left adjoint is the functor

\[
\Psi : D^b(X) \to D^b(F(X)), \quad G \mapsto p_* (q^* G \otimes \mathcal{I}_L \otimes \omega_X[3]).
\]

However, these two functors do not behave particularly well. For example, \( \Phi \) is neither full nor faithful. To see this, compare the dimensions of the two extension spaces \( \text{Ext}^1_{F(X)}(k([L]),k([L'])) \) and \( \text{Ext}^1_{\mathcal{I}_L}(\mathcal{I}_L,\mathcal{I}_L) \). Replacing \( \mathcal{I}_L \) by any of its twists \( \mathcal{I}_L(i) \) does not improve the situation, but see Section 3.6 for the case of cubic fourfolds.

The better strategy is to relate the two derived categories \( D^b(F(X)) \) and \( D^b(X^{[2]}) \) via the diagram (4.4) in Remark 2.4.4.

Applying Orlov’s blow-up formula (0.3) to \( B := \mathbb{B}k_{\langle L \rangle} \approx \mathbb{B}k_{\langle X \rangle} \) leads to two semi-orthogonal decompositions

\[
\langle D^b(L^{[2]}), D^b(L), D^b(L \mid x) \rangle = D^b(B) = \langle D^b(L^{[2]}), D^b(X^{[2]}) \rangle. \tag{1.11}
\]

Here, using the notation from Section 2.4.5, we denote by \( D^b(L^{[2]}) \) the image of the fully faithful functor \( D^b(L) \subset D^b(B), F \mapsto j_!(\tau_1^* F \otimes \mathcal{O}(E)|_{L^2}) \) and by \( D^b(L^{[2]}), D^b(X^{[2]}) \) the image of the fully faithful functor \( D^b(L^{[2]}), D^b(X^{[2]}) \mapsto D^b(B), F \mapsto j_!(\tau_1^* F \otimes \mathcal{O}(E)|_{L^2}), \) etc.

Furthermore, applying Orlov’s formula (0.1) to the projective bundles

\[
L \mid x \to X, \quad p : L \to F(X), \quad \text{and} \quad p^{[2]} : L^{[2]} \to F(X)
\]

with fibres \( \mathbb{P}^n, \mathbb{P}^1, \) and \( \mathbb{P}^2 \), gives rise to three semi-orthogonal decompositions:

\[
D^b(L) = \langle D^b(X), D^b(X)(1), \ldots, D^b(X)(n) \rangle, \quad D^b(L) = \langle D(F(X)), D^b(F(X))(1) \rangle,
\]

and \( D^b(L^{[2]}) = \langle D^b(F(X)), D^b(F(X))(1), D^b(F(X))(2) \rangle. \)

Inserted into (1.11) one obtains semi-orthogonal decompositions

\[
\langle D_1, \ldots, D_4, E_0, \ldots, E_n \rangle = D^b(B) = \langle D_5, D_6, D_7, D^b(X^{[2]}) \rangle
\]
with $D_i = \mathcal{D}^b(F(X))$ and $\mathcal{E}_i \simeq \mathcal{D}^b(X)$. This implies equality in the appropriate Grothendieck group as we explain next.

Bondal, Larsen, and Lunts [85] introduced the Grothendieck ring $K_0(\text{dg-cat}_k)$ of (dg-enhanced) triangulated categories over a field $k$. It is generated by classes $[D]$ for each such category $D$ with one relation $[D] \sim [D_1] + [D_2]$ for each semi-orthogonal decomposition $D = \langle D_1, D_2 \rangle$. This implies equality in the appropriate Grothendieck group as we explain next.

Bondal, Larsen, and Lunts [85] introduced the Grothendieck ring $K_0(\text{dg-cat}_k)$ of (dg-enhanced) triangulated categories over a field $k$. It is generated by classes $[D]$ for each such category $D$ with one relation $[D] \sim [D_1] + [D_2]$ for each semi-orthogonal decomposition $D = \langle D_1, D_2 \rangle$. The next result, cf. [395], is an immediate consequence and should be viewed as an analogue of the following three facts:

(i) $\ell^2 \cdot [F(X)] + [\mathbb{P}^n] \cdot [X] = [X^{[2]}]$ in $K_0(\text{Var}_k)$, see Proposition 2.4.2,
(ii) $h^0(F(X))(-2) \oplus \bigoplus_{i=0}^{n} h^0(X)(-i) \simeq h^0(X^{[2]})$ in $\text{Mot}(k)$, see (4.8) in Section 2.4.2, and
(iii) $H^*(F(X), \mathbb{Q}) \oplus (H^*(\mathbb{P}^n, \mathbb{Q}) \otimes H^*(X, \mathbb{Q}))(2) \simeq H^*(X^{[2]}, \mathbb{Q})(2)$ in $\text{HS}_\mathbb{Q}$, see (4.19) in Section 2.4.4.

**Corollary 1.35.** The following equation

$$[\mathcal{D}^b(F(X))] + (n+1) \cdot [\mathcal{D}^b(X)] = [\mathcal{D}^b(X^{[2]})]$$

holds in the Grothendieck ring $K_0(\text{dg-cat}_k)$ of triangulated categories. \(\square\)

**Remark 1.36.** The equality (1.12) can alternatively be deduced directly from the equation (i) in $K_0(\text{Var}_k)$ by applying a result of Bondal–Lunts–Larson [85, Prop. 7.5] asserting the existence of a ring homomorphism $K_0(\text{Var}_k) \rightarrow K_0(\text{dg-cat}_k)$ that sends a smooth projective variety $Z$ to the class of its derived category $[\mathcal{D}^b(Z)]$.

The corollary has recently been upgraded to an actual semi-orthogonal decomposition.

**Proposition 1.37** (Belmans–Fu–Raedschelders). For a smooth cubic hypersurface $X \subset \mathbb{P}^{n+1}$, $n \geq 0$, there exists a semi-orthogonal decomposition

$$\mathcal{D}^b(X^{[2]}) = \langle \mathcal{D}^b(F(X)), \mathcal{E}_0, \ldots, \mathcal{E}_n \rangle$$

with $\mathcal{E}_i \simeq \mathcal{D}^b(X)$.

**Proof** We follow the proof in [63, App. A]. The idea is to realize the two categories $\mathcal{D}^b(F)$ and $\mathcal{D}^b(X^{[2]})$ as subcategories $\mathcal{D}^b(F) \subset \mathcal{D}^b(B)$ and $\mathcal{D}^b(X^{[2]}) \subset \mathcal{D}^b(B)$ via

$$B \xrightarrow{i} E \xrightarrow{\tau} L \xrightarrow{p} F(X) \quad \text{and} \quad B \xrightarrow{p} X^{[2]}$$

and then apply the formal mutation formalism.

To ease the notation, let $\mathcal{D} := \mathcal{D}^b(F(X))$ and denote by $\mathcal{D}(a, b) \subset \mathcal{D}^b(B)$ the full subcategory given by the image of

$$\mathcal{D}^b(F(X)) \xrightarrow{j} \mathcal{D}^b(B), \quad F \xrightarrow{j_* \tau_* p^* (F) \otimes \mathcal{O}(a, b)}$$
or, equivalently, as the image of

\[ D^b(F(X)) \xrightarrow{\sim} D^b(B), \quad F \mapsto j_* (\tau^*_1 \mathcal{P}^{[2]}(F) \otimes \mathcal{O}(a, b)), \]

where \( \mathcal{O}(a, b) := \tau^*_1 \mathcal{O}_P(a) \otimes \tau^*_2 \mathcal{O}_P(b) \in \text{Pic}(E). \)

It is not difficult to check that both functors define equivalences \( D \xrightarrow{\sim} D(a, b). \)

Also, for later use, observe that \( \mathcal{O}(E)|_E \cong \mathcal{O}(-1, -1) \) up to a line bundle on \( F(X) \), which is of no importance in what follows.

Now, the right-hand side of (1.11) is refined to

\[ D^b(B) = (D^b(L^{[2]}), D^b(X^{[2]})) = (D(-1, -2), D(-1, -1), D(-1, 0), D^b(X^{[2]})), \]

where we use (0.1) to write \( D^b(L^{[2]}) = (D(0, -1), D(0, 0), D(0, 1)) \otimes \mathcal{O}(E). \)

Next one refines the left-hand side of (1.11), using \( D^b(L^{[2]})_2 = (D(0, 0), D(1, 0)) \otimes \mathcal{O}(2E) \) and \( D^b(L^{[2]})_1 = (D, D(1, 0)) \otimes \mathcal{O}(E), \text{ }5 \)

and starts mutating while applying the rules in Exercise 1.11:

\[ D^b(B) = (D^b(L^{[2]}), D^b(L^{[1]}), D^b(L^{[1]})) \]

\[ = (D(-2, -2), D(-1, -2), D(-1, -1), D(0, -1), D^b(L^{[1]})) \]

\[ = (D(-1, -2), D(-1, -1), D(0, -1), D(-1, 0), \mathbb{R}_{D(-1, 0)} D^b(L^{[1]})) \]

\[ = (D(-1, -2), D(-1, -1), D(-1, 0), \mathbb{R}_{D(-1, 0)} D(0, -1), \mathbb{R}_{D(-1, 0)} D^b(L^{[1]})). \]

Here, we used \( \mathbb{R}_{D(-1, 0)} D(-2, -2) = S^{-1} \mathcal{O}(D(-1, -2)) = D(-1, 0), \) which is a consequence of \( \omega_B|_E \cong \mathcal{O}(-1, -2) \) up to line bundles on \( F(X) \) and Lemma 1.14. Altogether, one obtains

\[ D^b(X^{[2]}) = (D(-1, -2), D(-1, -1), D(-1, 0)) \otimes (\mathbb{R}_{D(-1, 0)} D(0, -1), \mathbb{R}_{D(-1, 0)} D^b(L^{[1]})). \]

Conclude by using the two equivalences \( \mathbb{R}_{D(-1, 0)} D^b(L^{[1]})(X) = (D^b(X), \ldots, D^b(X)(n)) \) and \( \mathbb{R}_{D(-1, 0)} D(0, -1) = D(0, -1) \cong D^b(F(X)). \text{ }5 \)

Remark 1.38. In [63] it is also observed that for any smooth cubic hypersurface \( X \subset \mathbb{P}^{n+1} \) of dimension at least three, the Hilbert scheme \( X^{[2]} \) is a Fano variety, i.e. its canonical bundle is anti-ample.

This allows one to use (1.13) to say that \( F(X) \) is a Fano visitor of the Fano host \( X^{[2]} \).

5 From now on, the component that will eventually provide the copy of \( D^b(F(X)) \) in \( D^b(X^{[2]}) \) appears in bold face.

6 This composition of isomorphism describes the embedding \( D^b(F(X)) \xrightarrow{\sim} D^b(X^{[2]}), \) in the assertion of the proposition. Due to the right mutation, it is not obvious how to make this more explicit, e.g. for objects of the form \( k([L]). \)
2 Cubic surfaces and cubic threefolds

Of course, this is only an interesting statement for $n = 3$ and $n = 4$, as for $n \geq 5$ the variety $F(X)$ itself is a Fano variety, see Section 2.3.1.

Note that every smooth projective variety is conjectured to be a Fano visitor, but this has been proved only in few cases, e.g. curves, complete intersections, cf. Remark 3.15.

See Remark 3.28 for a link between $D^b(F(X))$ and the categorical symmetric square $\mathcal{A}^{[2]}_\lambda$ of $\mathcal{A}_\lambda$ for cubic fourfolds.

2 Cubic surfaces and cubic threefolds

From dimension three on, the Kuznetsov component sheds a new light on certain geometric phenomena encountered before. The role of the Kuznetsov component is clarified by the derived global Torelli theorem of Bernardara, Macrì, Mehrotra, and Stellari [66] asserting that the Kuznetsov component $\mathcal{A}_Y \subset D^b(Y)$ determines the cubic threefold $Y$, see Proposition 2.4. This is not totally surprising in view of the Bondal–Orlov theorem that $D^b(Y)$ determines $Y$, cf. Theorem 1.1. However, for cubic fourfolds the situation is more subtle which in turn makes the derived global Torelli for cubic threefolds quite interesting. We will also sketch a Hodge theoretic approach to the result inspired by techniques of Addington and Thomas [9] for cubic fourfolds, see Remark 2.6.

From the perspective of the global Torelli theorem, $\mathcal{A}_Y$ should be seen as a categorical version of the intermediate Jacobian $J(Y)$ or, equivalently, of the Prym variety $\text{Prym}(C_L/D_L)$, see Section 5.3.2. The Hodge theoretic reflection of this point of view is an isomorphism of Hodge structures of weight one:

$$\widetilde{H}^1(\mathcal{A}_Y, \mathbb{Z}) \cong H^1(Y, \mathbb{Z})(1) \cong H^1(\text{Prym}(C_L/D_L), \mathbb{Z}) \cong H^1(C_L, \mathbb{Z})^-.$$ 

In the light of the discussion in Section 5.5.1, it is natural to wonder whether nodal cubic threefolds allow for a similar and maybe easier treatment. However, Kalck, Pavic, and Shinder [264] show that in this case $D^b(Y)$ does not admit a decomposition in which the category $\mathcal{A}_Y$ would be contained in the category of perfect complexes.

2.1 Cubic surfaces

The theory is most interesting and most developed for cubic threefolds and cubic fourfolds. For cubic surfaces it is much easier but still quite interesting. Here are a few comments.

Viewing $S$ as a blow-up $\tau: S \cong \text{Bl}_{\{x_1, \ldots, x_6\}}(\mathbb{P}^2) \to \mathbb{P}^2$ in six points $x_1, \ldots, x_6 \in \mathbb{P}^2$, the semi-orthogonal decomposition $D^b(\mathbb{P}^2) = \langle O(2), O(-1), O \rangle$, see Example 1.9, together with Orlov’s blow-up formula (0.3) immediately provides the semi-orthogonal decomposition

$$D^b(S) = \bigoplus_{i=1}^{6} O_{S,i}(-1), O_{S}(-2), O_{S}(-1), O_{S}$$

(2.1)
and hence a semi-orthogonal decomposition of the Kuznetsov component

$$\mathcal{A}_S = \bigoplus_{i=1}^{6} \mathcal{O}_{E_i}(-1), \mathcal{O}_S(-2), \mathcal{O}_S(-1).$$

Here, $O_S(i) = \tau^*O(i)$ and $E_i \cong \mathbb{P}^1$ are the six exceptional lines.

### 2.2 Kuznetsov component as a category of Clifford sheaves

We begin by a rather technical result that allows one to view the Kuznetsov component $\mathcal{A}_Y \subset \mathcal{D}^b(Y)$, a fractional Calabi–Yau (5/3)-category, as a part of another semi-orthogonal decomposition.

Let $L \subset Y$ be a line and $\tau: \tilde{Y} := \text{Bl}_L(Y) \rightarrow Y$ its blow-up. By $\pi: E \rightarrow L$ we denote the exceptional divisor and its projection to $L$. As in Section 1.5.2, we consider the projection from $L$ as a conic fibration $\phi: \tilde{Y} \rightarrow \mathbb{P}^2$.

By applying a right mutation to Orlov’s blow-up formula (0.3), one obtains the semi-orthogonal decomposition $\mathcal{D}^b(\tilde{Y}) = (\mathcal{D}^b(Y), \mathcal{D}^b(L) \otimes \omega_L^{-1})$, see Exercise 1.13. Since $\omega_{\tilde{Y}} \cong \tau^*\omega_Y \otimes \mathcal{O}(E)$, this becomes $\mathcal{D}^b(\tilde{Y}) = (\mathcal{D}^b(Y), j_*\pi^*\mathcal{D}^b(L))$. Combined with $\mathcal{D}^b(L) = \langle \mathcal{O}_L, \mathcal{O}_L(1) \rangle$ and $\mathcal{D}^b(Y) = \langle \mathcal{A}_Y, \mathcal{O}_Y, \mathcal{O}_Y(1) \rangle$, this leads to

$$\mathcal{D}^b(\tilde{Y}) = \langle \mathcal{A}_Y, \mathcal{O}_Y, \mathcal{O}_Y(1), \mathcal{O}_L, \mathcal{O}_L(1) \rangle. \quad (2.2)$$

In the notation we omit the pull-back and simply write $\mathcal{O}_Y(1)$ for $\tau^*\mathcal{O}_Y(1), \mathcal{O}_{\mathbb{P}^2}(1)$ for $\phi^*\mathcal{O}_{\mathbb{P}^2}(1), \mathcal{O}_L(1)$ for $j_*\pi^*\mathcal{O}_L(1)$, etc.

The next step consists of applying a number of left mutations, we follow [66, Sec. 2.1]. Exploiting the description (1.4) of the right mutation functor, the isomorphism $\mathcal{O}_{\mathbb{P}^2}(1) \cong \mathcal{O}_Y(1)(-E)$, and the rules in Exercise 1.11, we find

$$\mathcal{D}^b(\tilde{Y}) = \langle \mathcal{A}_Y, \mathcal{O}_Y, \mathcal{O}_Y(1), \mathcal{O}_L, \mathcal{O}_L(1) \rangle \quad (2.3)$$

$$\setminus \langle \mathcal{A}_Y, \mathcal{O}_Y(1), \mathcal{O}_L = \mathcal{O}_L, \mathcal{O}_Y(1), \mathcal{O}_L(1) \rangle$$

$$\setminus \langle \mathcal{A}_Y, \mathcal{O}_Y(1), \mathcal{O}_L \cong \mathcal{O}(-E)[1], \mathcal{O}_Y, \mathcal{O}_Y(1), \mathcal{O}_L(1) \rangle$$

$$\setminus \langle \mathcal{A}_Y, \mathcal{O}(-E), \mathcal{O}_Y, \mathcal{O}_{\mathbb{P}^2}(1), \mathcal{O}_L(1) \rangle$$

$$\setminus \langle \mathcal{A}_Y, \mathcal{O}(-E), \mathcal{O}_Y, \mathcal{O}_{\mathbb{P}^2}(1), \mathcal{O}_Y(1) \rangle. \quad (2.4)$$

This semi-orthogonal decomposition will be compared with the one that can be produced starting with the following result. For the definition of $\mathcal{C}_0$ see the proof of the next proposition.

**Proposition 2.1** (Kuznetsov). For the sheaf of even Clifford algebras $\mathcal{C}_0$ on $\mathbb{P}^2$ determined by $Y \subset \mathbb{P}^4$ there exists a semi-orthogonal decomposition

$$\mathcal{D}^b(\tilde{Y}) = (\mathcal{D}^b(\mathbb{P}^2, \mathcal{C}_0), \mathcal{D}^b(\mathbb{P}^2)) = (\mathcal{D}^b(\mathbb{P}^2, \mathcal{C}_0), \mathcal{O}_{\mathbb{P}^2}(-1), \mathcal{O}_{\mathbb{P}^2}, \mathcal{O}_{\mathbb{P}^2}(1)). \quad (2.5)$$
describes the second component of (2.5). Similarly, one defines $D_{ple 1.20}$, and the second one is the decomposition for a Brauer–Severi variety $P$ with a Brauer class $\alpha$ of order two, cf. (0.2). The singular fibres of $Y \longrightarrow \mathbb{P}^2$ make the situation more complicated. So the component $D_{b}(\mathbb{P}^2, \alpha)$ should be seen as the relative version of $A_{O}$ and, at the same time, as a generalization of $D_{b}(\mathbb{P}^2, \alpha)$. Its left orthogonal $D_{b}(\mathbb{P}^2)_{-\alpha}$ is the relative version of $O_{Y}.$

For some more details, recall first that $Y \subset \mathbb{P}(F^*)$ is cut out by a symmetric equation $q : F^* \longrightarrow \mathbb{F} \otimes O(1)$ on $\mathbb{P}^2$ with $\mathbb{F} \cong O(1) \oplus O^{02}$, see Section 1.5.2. The associated sheaf of Clifford algebras splits in an even and an odd part $C = C_{0} \oplus C_{1}$. Explicitly,

$$C_{0} \cong O \oplus (\Lambda^{2} F^*)(-1) \cong O \oplus O(-1) \oplus O(2)^{02} \text{ and }$$

$$C_{1} \cong F^* \oplus (\Lambda^{3} F^*)(-1) \cong O^{02} \oplus O(-1) \oplus O(-2).$$

Clifford multiplication leads to a natural map $\varphi^{*}C_{0} \otimes O_{Y}(-2) \longrightarrow \varphi^{*}C_{1} \otimes O_{Y}(-1)$ on $\mathbb{P}(F^*)$, where $\varphi : \mathbb{P}(F^*) \longrightarrow \mathbb{P}^2$ is the projection. It is straightforward to check that this map drops rank only along $Y \subset \mathbb{P}(F^*)$ and there exactly by two, cf. [294, Lem. 2.5]. This provides us with a short exact sequence

$$0 \longrightarrow \varphi^{*}C_{0} \otimes O_{Y}(-2) \longrightarrow \varphi^{*}C_{1} \otimes O_{Y}(-1) \longrightarrow \mathcal{E} \longrightarrow 0,$$

where $\mathcal{E}$ is a locally free sheaf of rank two on $Y$ and by construction a module over $\varphi^{*}C_{0}$. Restricted to a fibre $P_{y} = \mathbb{P}(F^*(y)) \cong \mathbb{P}^2$ the short exact sequence is of the form $0 \longrightarrow O_{P_{y}}(-2)^{04} \longrightarrow O_{P_{y}}(-1)^{04} \longrightarrow \mathcal{E}_{y} \longrightarrow 0$ with $\mathcal{E}_{y}$ a locally free sheaf of rank two on the conic $Q_{y} \subset P_{y} \cong \mathbb{P}^2$. Note that in particular $H^*(Q_{y}, \mathcal{E}_{y}) = 0$ and hence $\phi_{*}\mathcal{E} = 0$.

The functor $D_{b}(\mathbb{P}^2) \longrightarrow D_{b}(Y), F \longmapsto \phi^{*}F$ is fully faithful, since $\phi_{*}O_{Y} \cong O_{\mathbb{P}^2}$. This describes the second component of (2.5). Similarly, one defines

$$D_{b}(\mathbb{P}^2, C_{0}) \longrightarrow D_{b}(Y), F \longmapsto \phi^{*}F \otimes_{\phi_{*}C_{0}} \mathcal{E}$$

and shows that it is fully faithful. It is also not difficult to prove that with these definitions $D_{b}(\mathbb{P}^2, C_{0}) \subset D_{b}(\mathbb{P}^2)^{+}$, which essentially follows from adjunction and $\phi_{*}\mathcal{E} = 0$.

The proof is then concluded by showing that the two subcategories together span $D_{b}(Y)$, which is a non-trivial statement. □
We now modify (2.5) by a number of right mutations, following again [66, Sec. 2.1]:

\[
D^b(\tilde{Y}) = \langle D^b(\mathbb{P}^2, \mathcal{O}_{\mathbb{P}^2}), \mathcal{O}_{\mathbb{P}^2}(-1), \mathcal{O}_{\mathbb{P}^2}, \mathcal{O}_{\mathbb{P}^2}(1) \rangle \\
= \langle \mathcal{O}_{\mathbb{P}^2}(-1), \mathcal{R}O_{\mathbb{P}^2(-1)}D^b(\mathbb{P}^2, \mathcal{O}_{\mathbb{P}^2}), \mathcal{O}_{\mathbb{P}^2}, \mathcal{O}_{\mathbb{P}^2}(1) \rangle \\
= \langle \mathcal{D}_1, \mathcal{O}_{\mathbb{P}^2}(-1) \otimes \omega_{\mathbb{P}^2}^* \rangle \\
= \langle \mathcal{R}O_{\mathbb{P}^2(-1)}D^b(\mathbb{P}^2, \mathcal{O}_{\mathbb{P}^2}), \mathcal{O}_{\mathbb{P}^2}, \mathcal{O}_{\mathbb{P}^2}(1), \mathcal{O}_{\mathbb{P}^2}(1) \rangle. \tag{2.6}
\]

Since by our convention \( O_Y \cong \mathcal{O}_{\mathbb{P}^2} \) and clearly \( \mathcal{R}O_{\mathbb{P}^2(-1)}D^b(\mathbb{P}^2, \mathcal{O}_{\mathbb{P}^2}) \cong D^b(\mathbb{P}^2, \mathcal{O}) \), comparing the results of the two mutations procedures (2.4) and (2.6) implies the following.

**Corollary 2.2.** There exists a natural semi-orthogonal decomposition

\[
D^b(\mathbb{P}^2, \mathcal{O}_0) = \langle A_Y, \mathcal{O}(-E) \rangle. \quad \Box
\]

This new presentation of \( A_Y \) as an admissible category has several advantages. For example, it allows one to prove the existence of stability conditions and, in particular, of bounded \( t \)-structures. This is the content of the next result [66] which will play a key technical role in the proof of the derived global Torelli theorem.

**Corollary 2.3 (Bernardara–Macrì–Mehrotra–Stellari).** The Kuznetsov component \( A_Y \) of a smooth cubic threefold \( Y \subset \mathbb{P}^4 \) admits a bounded \( t \)-structure with heart \( C_Y \) and a linear exact auto-equivalence \( A_Y \cong D^b(C_Y) \). Furthermore, \( C_Y \) can be chosen such that \( I_L \in C_Y \) for every line \( L \subset Y \) and \( \text{Ext}^i(E_1, E_2) = 0 \) for all \( E_1, E_2 \in C_Y \) and \( j > 2 \).

**Proof** The proof is quite ingenious, but too technical to be presented here in full without entering into the theory of stability conditions.

The main idea of [66, Sec. 3.2] is the following: As a derived category, \( D^b(\mathbb{P}^2, \mathcal{O}_0) \) has a natural bounded \( t \)-structure with heart \( \text{Coh}(\mathbb{P}^2, \mathcal{O}_0) \). This \( t \)-structure can be tilted with respect to a well chosen torsion theory defined in terms of slope stability for sheaves on \( \mathbb{P}^2 \). The result is a bounded \( t \)-structure with a heart \( \text{Coh}^0 \subset D^b(\mathbb{P}^2, \mathcal{O}_0) \) such that all objects in \( \text{Coh}^0 \) are concentrated in degree \(-1\) and 0. A computation reveals that the image of \( I_L \in A_Y \) under the inclusion \( A_Y \subset D^b(\mathbb{P}^2, \mathcal{O}_0) \) is a sheaf in the torsion part of the torsion theory defining \( \text{Coh}^0 \), i.e. \( I_L \in \text{Coh}^0 \cap \text{Coh}(\mathbb{P}^2, \mathcal{O}_0) \). Since \( \mathbb{P}^2 \) is a surface, \( \text{Ext} \)-groups between objects in \( \text{Coh}(\mathbb{P}^2, \mathcal{O}_0) \) and also in \( \text{Coh}^0 \) are supported in degree 0, 1, and 2. The proof is concluded by defining \( C_Y \) as the subcategory \( A_Y \cap \text{Coh}^0 \) and showing that it is the heart of a bounded \( t \)-structure on \( A_Y \). \( \Box \)

### 2.3 Categorical global Torelli theorem

According to the result of Bondal and Orlov, see Theorem 1.1, the bounded derived category \( D^b(Y) \) of a smooth cubic threefold determines the cubic \( Y \) uniquely. From this perspective, the next result, the main result of [66], which replaces \( D^b(Y) \) by \( A_Y \), is maybe not so surprising. However, in dimension...
four the Kuznetsov component stops determining the cubic uniquely, which draws a clear line between cubics of dimension three and those of dimension four.

**Proposition 2.4** (Bernardara–Macrì–Mehrotra–Stellari). Assume \( Y, Y' \subset \mathbb{P}^4 \) are two smooth cubic threefolds. Then there exists a linear exact equivalence \( A_Y \cong A_{Y'} \) between their Kuznetsov components if and only if \( Y \cong Y' \).

**Proof** We sketch the original proof [66]. The Grothendieck group \( K(Y) = K(D^b(Y)) \) is naturally endowed with the non-symmetric quadratic form \( \chi(\ , \ ) \). Its quotient by the radical \( \{ \alpha | \chi(\ , \alpha) \equiv 0 \} \) is by definition the numerical Grothendieck group \( N(D^b(Y)) \), which is of rank four, since the algebraic cohomology of \( Y \) is \( H^0(Y, \mathbb{Q}) = (H^0 \oplus H^2 \oplus H^4 \oplus H^6)(Y, \mathbb{Q}) \cong \mathbb{Q}^4 \).

An explicit identification is described by the Mukai vector

\[
N(D^b(Y)) \otimes \mathbb{Q} \longrightarrow H^0(Y, \mathbb{Q}), \quad [E] \longmapsto \nu(E) := \text{ch}(E) \cdot \sqrt{\text{td}(Y)}.
\]

Similarly, the numerical Grothendieck group of \( A_Y \) can be defined as the quotient of \( K(A_Y) \) by its radical or, alternatively, as the subgroup of \( N(D^b(Y)) \)

\[
N(A_Y) := \{ [\mathcal{O}_Y], [\mathcal{O}_Y(1)] \}^+ := \{ [E] \mid \chi(\mathcal{O}_Y, E) = \chi(\mathcal{O}_Y(1), E) = 0 \},
\]

which is of rank two. To compute the pairing on \( N(A_Y) \) recall from Exercise 1.21 that for a line \( L \subset Y \) we have \( \mathcal{I}_L \in A_Y \) and consider the two classes \( [\mathcal{I}_L] \) and \( [S_{A_Y}(\mathcal{I}_L)] \). For example,

\[
\chi(\mathcal{I}_L, \mathcal{I}_L) = \chi([\mathcal{O}_Y] - [\mathcal{O}_L], [\mathcal{O}_Y] - [\mathcal{O}_L]) = \chi(\mathcal{O}_Y, \mathcal{O}_Y) - \chi(\mathcal{O}_Y, \mathcal{O}_L) - \chi(\mathcal{O}_L, \mathcal{O}_Y) + \chi(\mathcal{O}_L, \mathcal{O}_L) = \chi(\mathcal{O}_Y) - \chi(\mathcal{O}_L) + \chi(\mathcal{O}_L(-2)) = -1,
\]

where we used Serre duality and \( \chi(\mathcal{O}_L, \mathcal{O}_L) = 0 \), a consequence of \( \nu(\mathcal{O}_L) \in H^2 \oplus H^6 \).

By the properties of the Serre functor \( S_{A_Y} \), this also gives \( \chi(S_{A_Y}(\mathcal{I}_L), S_{A_Y}(\mathcal{I}_L)) = \chi(\mathcal{I}_L, \mathcal{I}_L) = -1 \), as well as \( \chi(\mathcal{I}_L, S_{A_Y}(\mathcal{I}_L)) = \chi(\mathcal{I}_L, \mathcal{I}_L) = -1 \). Eventually, one computes

\[
\chi(S_{A_Y}(\mathcal{I}_L), \mathcal{I}_L) = \chi(\mathcal{I}_L, S^2_{A_Y}(\mathcal{I}_L)) = \chi(\mathcal{I}_L, S^3_{A_Y}(\mathcal{I}_L)[5]) = -\chi(S_{A_Y}(\mathcal{I}_L), \mathcal{I}_L),
\]

where we used \( S^3_{A_Y} = [5] \), see Example 1.27, and then concludes from it the vanishing \( \chi(S_{A_Y}(\mathcal{I}_L), \mathcal{I}_L) = 0 \).

This immediately implies that \( N(A_Y) \) is generated by \( [\mathcal{I}_L] \) and \( [S_{A_Y}(\mathcal{I}_L)] \) and that with respect to this basis the (non-symmetric!) intersection matrix is

\[
\begin{pmatrix}
-1 & -1 \\
0 & -1
\end{pmatrix}
\]

Observe that only the classes \( v = \pm [\mathcal{I}_L], \pm [S_{A_Y}(\mathcal{I}_L)] \) satisfy \( \chi(v, v) = -1 \).
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Here, we use the intersection numbers computed above to conclude that \([S^2_{A_Y}(I_L)] = [S_{A_Y}(I_L)][I_L]\).

Now, any exact equivalence \(\Phi: A_Y \rightarrowtail A_Y\) induces naturally an isometry

\[\Phi^*: N(A_Y) \rightarrowtail N(A_Y),\]

and we may assume that \(\Phi^*[I_L] = [I_L]\) after composing \(\Phi\) with \(S_{A_Y}, S^2_{A_Y}\), and \([1]\) if necessary. In fact, using Lemma 2.5 below, we conclude that \(\Phi(I_L) \in C_{Y'}\) for all lines \(L \subset Y\). It is not difficult to see that the shift appearing there is independent of the line \(L\).

The next step consists of showing that actually

\[\Phi: \{ I_L \} \rightarrowtail \{ \Phi(I_L) \} = \{ I_L \}.\] (2.7)

This is the technical heart of the proof which makes use of Corollary 2.3. We have to refer to [66] for the complete argument. Geometrically, one has to prove that the moduli space of (stable) objects in \(C_Y\) with numerical class \([I_L]\) is connected. This is reminiscent of a similar fact for moduli spaces of stable sheaves on K3 surfaces, see [253, Thm. 6.1.8]. However, the situation here is more complicated because \(C_Y\) is not a Calabi–Yau 2-category.

We conclude the proof under the simplifying assumption that \(\Phi\) is a Fourier–Mukai functor so that the bijection (2.7) immediately defines an isomorphism \(F(Y) \simeq F(Y')\), which by the geometric global Torelli theorem, see Proposition 2.3.12, is enough to conclude \(Y \simeq Y'\).

**Lemma 2.5.** Assume \(E \in A_Y\) satisfies \(\dim \Ext^1(E, E) = 2\). Then some shift \(E[n]\) of \(E\) is contained in the heart \(C_Y\).

**Proof** The proof uses the standard spectral sequence, cf. [193, IV.2.2]:

\[\Ext^p_q(E) = \bigoplus \Ext^p_q(H^i(E), H^{i+q}(E)) \Rightarrow \Ext^{p+q}(E, E),\]

where the \(H^i = H^i(E) \in C_Y\) are the cohomology objects with respect to the bounded \(t\)-structure with heart \(C_Y\). Since \(\Ext^1(E_1, E_2) = 0\) for all \(E_1, E_2 \in C_Y\) and \(j > 2 \text{ or } j < 0\), the \(E^1\) survives and thus injects into \(\Ext^2(E, E)\). Therefore, \(\dim \Ext^1(H^i, H^i) \leq \dim \Ext^1(E, E) = 2\).

Let us assume \(H^i \neq 0\) and then write \([H^i] = a[I_L] + b[S_{A_Y}(I_L)]\). Then, using \(\dim \Ext^0(H^i, H^i) \geq 1\) and \(\chi(H^i, H^i) = -a^2 - ab - b^2 < 0\), we find \(\dim \Ext^1(H^i, H^i) \geq 2\). Hence, at most one of the cohomology objects \(H^i\) can be non-zero, i.e. \(E[n] \in C_Y\) for some \(n\).

**Remark 2.6.** Here is an outline of an approach to the above result that is closer in spirit to the arguments of Addington and Thomas [9] for cubic fourfolds, see Section 6.5.4 and Section 3.5. Instead of passing through an isomorphism \(F(Y) \simeq F(Y')\) between their
Fano varieties one uses Hodge theory to see that an equivalence $A_Y \cong A_Y'$ implies a polarized isomorphism $J(Y) \cong J(Y')$ between the intermediate Jacobians and then uses the global Torelli theorem 5.4.3.\footnote{In fact, in the original proof [66] the argument was concluded by passing from $F(Y) = F(Y')$ to $J(Y) = J(Y')$, for the result of Charles [115], cf. Proposition 2.3.12, was not yet available.} The argument proceeds in several steps as follows.

(i) We aim at defining a Hodge structure $H^i(A_Y, \mathbb{Z})$ of weight one. For this recall that the graded topological K-theory $K^i_{\text{top}}(Y) = K_{\text{top}}(Y) \oplus K^1_{\text{top}}(Y)$ of $Y$ is torsion free and that the Chern character defines a graded isomorphism, see [27, §2.5]:

\[ \text{ch}: K^*_{\text{top}}(Y) \otimes \mathbb{Q} \longrightarrow H^{ev}(Y, \mathbb{Q}) \oplus H^{odd}(Y, \mathbb{Q}). \]

(ii) Consider the orthogonal complement $K'_{\text{top}}(Y)$ of $[\mathcal{O}_Y], \mathcal{O}_Y(1)]$ in $K_{\text{top}}(Y)$ and in $K^*_{\text{top}}(Y)$. The latter simply is $K'_{\text{top}}(Y) \oplus K^1_{\text{top}}(Y)$. Then define $H(A_Y, \mathbb{Z})$ as $K'_{\text{top}}(Y) \oplus K^1_{\text{top}}(Y)$ endowed with the Euler–Poincaré pairing, cf. Remark 6.5.2. It contains a natural Hodge structure $H^i(A_Y, \mathbb{Z}) \subset H(A_Y, \mathbb{Z})$ of weight one by declaring $H^{1,0}(A_Y) : = v^{-1}(H^{1,1}(Y))$, cf. Section 6.5.4. Then one needs to show that $H^1(A_Y, \mathbb{Z}) \cong H^1(Y, \mathbb{Z})(1)$ as polarized Hodge structures of weight one. There are technical details to be checked, but similar techniques have recently been exploited by Perry [386, §5.3].

(iii) Any equivalence $A_Y \sim A_Y'$ of Fourier–Mukai type induces a graded isomorphism of lattices $K'_{\text{top}}(Y) \oplus K^1_{\text{top}}(Y) \sim K'_{\text{top}}(Y') \oplus K^1_{\text{top}}(Y')$, see [231, Rem. 3.4]. Furthermore, since it is compatible with the given Hodge structure, it provides an isometry $H(A_Y, \mathbb{Z}) \cong H(A_Y', \mathbb{Z})$ and a Hodge isometry

\[ \tilde{H}^1(A_Y, \mathbb{Z}) \longrightarrow \tilde{H}^1(A_Y', \mathbb{Z}). \]

The latter then gives rise to an isomorphism of polarized abelian varieties

\[ J(Y) \longrightarrow J(Y'). \]

A more algebraic argument to deduce a polarized isomorphism $J(Y) \cong J(Y')$ from any equivalence $A_Y \cong A_Y'$ was worked out by Bernardara and Tabuada [67].

**Remark 2.7.** Instead of studying $F(Y)$ from the perspective of $A_Y$ via the ideal sheaves $\mathcal{I}_x \in \mathcal{A}_Y$ one could look at $Y$ itself, realized as the collection of point sheaves $\{k(x) : x \in Y\} \subset D^b(Y)$. This has been recently undertaken by Bayer et al [40].

(i) First observe that the objects $k(x)$ are not contained in $A_Y$ but one can always project them via $j' : D^b(Y) \longrightarrow A_Y$. As it turns out, for every $x \in Y$ the natural map

\[ k^{\text{op}} \cong \text{Ext}_{A_Y}^1(k(x), k(x)) \longrightarrow \text{Ext}_{A_Y}^1(j'k(x), j'k(x)) \cong k^{\text{op}} \]

is still injective, but the target space is four-dimensional. Also, in $N(A_Y)$ we have

\[ [j'k(x)] = [\mathcal{I}_x] + [\mathcal{S}_{A_Y}(\mathcal{I}_x)]. \]
(ii) Thus, the moduli space of (stable) objects in $\mathcal{A}_Y$ with numerical class $[I_L] + [S_{\mathcal{A}_Y}(I_L)]$ admits a four-dimensional component $M$ containing all objects of the form $j^*k(x)$. This can be viewed as a closed immersion $Y \hookrightarrow M$.

(iii) The main result in [40] now shows that $M$ is isomorphic to the blow-up $\text{Bl}_0(\Xi)$ of the theta divisor $\Xi \subset J(Y)$ in the intermediate Jacobian with $Y \subset \mathcal{M}$ corresponding to the exceptional divisor of $\text{Bl}_0(\Xi) \longrightarrow \Xi$, see Section 5.4.2 and Corollary 5.4.7.

See Remark 3.24 for the analogous phenomenon in dimension four.

3 Cubic fourfolds

For a smooth cubic fourfold $X \subset \mathbb{P}^5$, the standard semi-orthogonal decomposition of its derived category is of the form

$$D^b(X) = \langle \mathcal{A}_X, \mathcal{O}_X, \mathcal{O}_X(1), \mathcal{O}_X(2) \rangle,$$

for which the category $\mathcal{A}_X$ is a Calabi–Yau 2-category, i.e. the double shift $E \rightarrow E[2]$ defines a Serre functor. Note that according to Exercise 1.17 any further semi-orthogonal decomposition $\mathcal{A}_X = \langle D_1, D_2 \rangle$ is actually orthogonal, i.e. $\mathcal{A}_X \simeq D_1 \oplus D_2$. However, it can be shown that $\mathcal{A}_X$ cannot be a non-trivial direct sum\(^8\) and so it does not admit any non-trivial semi-orthogonal decomposition.

The following conjecture [296, Conj. 1.1], see also [298, Conj. 4.2], has triggered a lot of interest in derived categories among classical algebraic geometers.

**Conjecture 3.1 (Kuznetsov).** A smooth cubic fourfold $X \subset \mathbb{P}^5$ is rational if and only if there exists a K3 surface $S$ and an exact linear equivalence $\mathcal{A}_X \simeq D^b(S)$.

The conjecture is wide open. As mentioned before, at this moment not a single smooth cubic fourfold is known to be irrational.

Kuznetsov’s rationality conjecture coexisted with Hassett’s rationality conjecture, see Conjecture 6.5.15, until the two conjectures were eventually shown to be equivalent, see Section 3.4.

**Remark 3.2.** There is a rivaling criterion for rationality of cubic fourfolds put forward by Galkin and Shinder [189]. It predicts that $X$ is rational if and only if $F(X)$ is birational to the Hilbert scheme $S^{[2]}$ of a K3 surface. The argument that lends credibility to this belief is similar to the one for cubic threefolds explained in Remark 5.4.15. This prediction is not compatible with the Hassett–Kuznetsov criterion as was shown by Addington [4]. The numerical condition is (**) in Corollary 6.5.22.

\(^8\) Geometrically this is very intuitive, for in many cases $\mathcal{A}_X$ is equivalent to the derived category of a (twisted) K3 surface, which is indecomposable. In general, one can use Hochschild cohomology and more precisely the fact that $\text{HH}^0(\mathcal{A}_X)$ is one-dimensional, cf. [292]. Possibly, the description of $\mathcal{A}_X$ as a category of matrix factorization could be used alternatively.
For three types of cubic fourfolds Kuznetsov [296] established a direct link between the category $A_X$ and the derived category of a (twisted) K3 surfaces: For cubic containing a plane, see Section 6.1.2, for nodal cubics, see Section 6.1.4, and for Pfaffian cubics, see Section 6.2. For other cubic fourfolds, essentially for all smooth cubics satisfying the Hassett condition (** or (**′) in Section 6.5, a link between $A_X$ and the derived category of a (twisted) K3 surface has been obtained via deformation [9, 250].

For cubics containing a plane and for Pfaffian cubics the basic construction is similar. The ideal sheaf of the two natural correspondences, see (1.5) in Section 6.1.1 and (2.10) in Section 6.2.5,

$$L_{P_r} \to X \quad \Sigma_U \to X_V$$

$$\downarrow \quad \downarrow \quad \downarrow \quad \downarrow$$

$$F_P \quad P(S_P) \quad S_P \quad S_V$$

are used as Fourier–Mukai kernels to link $D^b(X)$ with $D^b(S)$. For nodal cubics we follow Kuznetsov’s original argument based on a sequence of mutations.

### 3.1 Fourfolds containing a plane

Consider a smooth cubic fourfold $X \subset \mathbb{P}^5$ containing a plane $P \subset X$. Projecting from $P$ defines a quadric surface fibration $\phi: \tilde{X} := Bl_P(X) \to \mathbb{P}^2$, which has been discussed in length in Section 6.1.2.

In particular, we saw that its relative Fano variety $\tilde{F} := \tilde{F}_P \to \mathbb{P}^2$ factors through a K3 surface which is a double cover $\pi: S_P \to \mathbb{P}^2$ ramified over the discriminant sextic curve $D_P \subset \mathbb{P}^2$ of $\phi$. The projection $\tilde{\pi}: \tilde{F} \to S_P$ is a Brauer–Severi variety and its Brauer class was denoted by $\alpha_P, X \in Br(S_P)$.

The goal of this subsection is to establish a categorical link between cubic fourfolds containing a plane and K3 surfaces expressed by the following result.

**Proposition 3.3** (Kuznetsov). For the generic cubic fourfold $X \subset \mathbb{P}^5$ containing a plane $\mathbb{P}^2 \cong P \subset X$ there exists an exact linear equivalence

$$D^b(S_P, \alpha_P, X) \cong A_X$$

between the bounded derived category of $\alpha_P, X$-twisted coherent sheaves on $S_P$ and the Kuznetsov component $A_X \subset D^b(X)$.

**Remark 3.4.** The assumption that $X$ is generic is simply the condition that the discriminant curve $D_P \subset \mathbb{P}^2$ is smooth. The case when $D_P$ is nodal has been investigated by Moschetti [355]. The double cover $S_P \to \mathbb{P}^2$ ramified over $D_P$ is singular in this case, but replacing $S_P$ by its minimal resolution, a smooth K3 surface, the above equivalence still holds.
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Since by Lemma 6.1.14 the Brauer class \( \alpha_{P,X} \) is trivial if and only if the quadric fibration has a rational section, one finds that in this case the Kuznetsov component is equivalent to the bounded derived category of a K3 surface.

**Corollary 3.5.** If the quadric fibration \( \phi: \tilde{X} \longrightarrow \mathbb{P}^2 \) has a rational section, then there exists an exact linear equivalence \( D^b(P\phi) \cong A_X \).

For Kuznetsov’s original proof we refer to [296, Prop. 4.3] or the outline in [298, Prop. 4.10]. We shall describe a geometrically more intuitive argument, inspired by the treatment of Pfaffian cubics by Addington and Lehn [8], cf. Section 3.2 below.

Let \( p: \mathbb{L}_P \longrightarrow \tilde{F} \) be the universal line over the relative Fano variety, which is the pull-back of the universal line \( \lambda \longrightarrow F(X) \). We think of \( \mathbb{L}_P \) as a closed subscheme of \( \tilde{F} \times X \) and denote its ideal sheaf by \( I \). Then we use \( I(1) \coloneqq I \otimes (O_{\tilde{F}} \boxplus O_X(1)) \) as a Fourier–Mukai kernel to define the exact linear functor

\[
\Phi \coloneqq \Phi_{I(1)}: D^b(\tilde{F}) \longrightarrow D^b(\mathbb{F}).
\]

As recalled in Section 0.1, the bounded derived category \( D^b(\mathbb{F}) \) of the Brauer–Severi variety \( \mathbb{F} : \tilde{F} \longrightarrow S_P \) admits a semi-orthogonal decomposition

\[
D^b(\mathbb{F}) = \langle D^b(S_P, \alpha_{P,X}), D^b(S_P) \rangle.
\]

Here, \( D^b(S_P) \) is embedded via the pull back, so \( D^b(S_P) \cong \tilde{\kappa}^* D^b(S_P) \subset D^b(\tilde{F}) \), and its right orthogonal is the image of \( D^b(S_P, \alpha_{P,X}) \cong D^b(S_P, \alpha_{P,X}^{-1}) \) under the fully faithful embedding \( E \longrightarrow \tilde{\kappa}^* E \otimes O_{\tilde{F}}(-1) \) obtained by composing the pull-back and the tensor product with the twisted relative \( O_{\tilde{F}}(-1) \). For example, the structure sheaf \( k(\mathcal{I}) \in D^b(S_P, \alpha_{P,X}) \) of \( x \in S_P \) viewed as a twisted sheaf corresponds to \( O_{\tilde{F}}(-1) \in D^b(\tilde{F}) \), where \( F_x \coloneqq \tilde{\kappa}^{-1}(x) \cong \mathbb{P}^1 \).

**Lemma 3.6.** Composing the left adjoint functor \( \Psi: D^b(\mathbb{F}) \longrightarrow D^b(X) \) of \( \Phi \) with the inclusion \( D^b(S_P, \alpha_{P,X}) \subset D^b(\mathbb{F}) \) defines an exact linear functor

\[
\Psi': D^b(S_P, \alpha_{P,X}) \longrightarrow D^b(X).
\]

Its image is contained in the Kuznetsov component \( A_X = \{ O_X, O_X(1), O_X(2) \}^\perp \).

**Proof** Since by Serre duality \( A_X = \{ O_X(-3), O_X(-2), O_X(-1) \} \), the assertion is equivalent to \( \text{Hom}(\Psi(E), O_X(j)) = 0 \) for \( -3 \leq j \leq -1 \) and all \( E \in D^b(S_P, \alpha_{P,X}) \subset D^b(\mathbb{F}) \). By adjunction, this is equivalent to \( \Phi(O_X(j)) \in D^b(S_P, \alpha_{P,X})^\perp \subset D^b(\mathbb{F}) \) for \( -3 \leq j \leq -1 \).

To prove this, we use the short exact sequence

\[
0 \longrightarrow I \longrightarrow O_{F \times X} \longrightarrow O_{\mathbb{P}^1} \longrightarrow 0
\]

and Bott vanishing on the fibres \( \mathbb{P}^1 \cong P^{-1}(t) \) of \( p: \mathbb{L}_P \longrightarrow \tilde{F} \). This immediately gives

\[9\] Note that compared to (0.2) we have passed from the semi-orthogonal decomposition \( (D^b(S_P), D^b(S_P, \alpha_{P,X}^{-1}), D^b(S_P)) \) to \( (D^b(S_P, \alpha_{P,X}^{-1}), D^b(S_P)) \) using the Serre functor of \( D^b(\mathbb{F}) \), cf. Exercise 1.13.
follows from Hom(E, \Phi(\mathcal{O}(−3))) = 0 for all E \in D^b(S^\bullet, \alpha_{P,x}) is equivalent to Hom(\mathcal{O}(−1), E \otimes \omega_F) = 0, which one only needs to prove for the spanning class of point sheaves E = k(x) ∈ D^b(S^\bullet, \alpha_{P,x}) and their shifts. The latter then follows from Hom^i(\mathcal{O}(−1), \mathcal{O}_F(−1) \otimes \omega_F) ≃ \mathcal{H}^i(F_x, \mathcal{O}_F(−1) \otimes \mathcal{O}_F(−2) \otimes \mathcal{O}_F(1)|_{F_x}) = \mathcal{H}^i(F_x, \mathcal{O}_F(−1)) = 0, where we use that the Plücker polarization on F(X) restricts to \mathcal{O}_F(2) on P^1 \cong F_x, see Remark 6.1.9.

To prove the faithfulness of \Psi', we need to compute the image \Psi'(k(x)) of the structure sheaf of a point x ∈ S^\bullet. The Fourier–Mukai kernel of the left adjoint functor \Psi is \mathcal{T}(1)^\vee \otimes (\omega_F \otimes \mathcal{O}_X)[3], cf. [246, Prop. 5.9]. Hence, the image \Psi'(k(x)) is the direct image of \mathcal{I}_x(1)^\vee \otimes ((\omega_F \otimes \mathcal{O}_F(−1)) \otimes \mathcal{O}_X)[3] under the projection r: F_x × X → X. Here, \mathcal{I}_x is the ideal sheaf of the surface \mathbb{L}_{F_x} ⊂ F_x × X.

Using again Remark 6.1.9 and applying Grothendieck–Verdier duality, one finds

\begin{align*}
\Psi'(k(x)) & \cong r_* \mathcal{H}om(\mathcal{I}_x, \mathcal{O}_F(1) \otimes \mathcal{O}_X)[1] \\
& \cong r_* (\mathcal{I}_x \otimes (\mathcal{O}_F(1) \otimes \mathcal{O}_X))^\vee \otimes \mathcal{O}_X[1][2].
\end{align*}

The short exact sequence 0 → \mathcal{I}_x → \mathcal{O}_{F_x \times X} → \mathcal{L}_{F_x} → 0 allows one to compute r_*(\mathcal{I}_x \otimes (\mathcal{O}_F(1) \otimes \mathcal{O}_X)) as

\[\Psi'(k(x))^\vee \otimes \mathcal{O}_X[1][2] \cong \mathcal{K}_x := \text{Ker} \left( H^0(F_x, \mathcal{O}_F(1)) \otimes \mathcal{O}_X \rightarrow \mathcal{O}_{Q_1}(1) \right).\]

Here, Q_1 ⊂ X is the image of \mathbb{L}_{F_x}, which is nothing but the residual quadric surface Q_1 of P ⊂ \mathbb{P} × X with y := π(x) ∈ \mathbb{P}^2, and by definition the line bundle \mathcal{O}_{Q_1}(1) is the pull-back of \mathcal{O}_F(1) under Q_1 → F_x. Recall that Q_1 is a quadric cone for y contained in the discriminant curve D_P ⊂ \mathbb{P}^2 and Q_1 ∼ L_{F_x} ∼ \mathbb{P}(S_{F_x}) ∼ P^1 × P^1 otherwise.

**Lemma 3.7.** The functor \Psi': D^b(S^\bullet, \alpha_{P,x}) → \mathcal{A}_X is fully faithful.

**Proof** Adapting the criterion of Bondal and Orlov, cf. [246, Prop. 7.1], to the twisted case, it suffices to show that for x ∈ S^\bullet the image object \Psi'(k(x)) is simple and that

\[\text{Ext}^i(\Psi'(k(x_1)), \Psi'(k(x_2))) = 0\]

for i < 0, i > 2, and for any i when x_1 ≠ x_2 ∈ S^\bullet.

By the comments above, we have natural isomorphisms Ext^i(\Psi'(k(x_1)), \Psi'(k(x_2))) ≃ Ext^i(\mathcal{K}_{x_1}, \mathcal{K}_{x_2}). Thus, \Psi'(k(x)) is simple if \mathcal{K}_x is simple, which in turn follows from the observation that the reflexive hull of \mathcal{K}_x is \mathcal{O}^{\mathbb{P}^2}_X. The vanishing for i < 0 is clear, since the
$\mathcal{K}_x$ are sheaves, and the vanishing for $i > 2$ then follows from Serre duality in $\mathcal{A}_X$, see Example 1.27. To prove the vanishing for $x_1 \neq x_2$, one has to deal with two cases: First, $\pi(x_1) = \pi(x_2)$, in which case $Q_\alpha = Q_\beta$, but the two line bundles $\mathcal{O}_{Q_\alpha}(-1), \mathcal{O}_{Q_\beta}(-1)$ are different, since pulled back by the two projections of $Q_x = L_{F_{\alpha}} \cong F_\alpha \times F_\beta$. Second, $\pi(x_1) \neq \pi(x_2)$, in which case the two quadrics are distinct.

In both cases the vanishing for $i = 0$ is immediate and for $i = 2$ it follows again from Serre duality in $\mathcal{A}_X$. The remaining vanishing $\text{Ext}^1(\mathcal{K}_{x_2}, \mathcal{K}_{x_3}) = 0$ is proved by a Riemann–Roch computation using $[\mathcal{K}_{x_1}] = 2[\mathcal{O}_X] - [\mathcal{O}_{Q_x}(1)]$ in the Grothendieck ring:

$$\chi(\mathcal{K}_{x_2}, \mathcal{K}_{x_3}) = 4\chi(\mathcal{O}_X, \mathcal{O}_X) - 2\chi(\mathcal{O}_X, \mathcal{O}_X(1)) - 2\chi(\mathcal{O}_{Q_x}(1), \mathcal{O}_X) + \chi(\mathcal{O}_{Q_x}, \mathcal{O}_{Q_x})$$

$$= 4 - 2 \cdot 2 - 2 \chi(\omega_X \otimes \mathcal{O}_{Q_x}(1)) + 4 = 0,$$

where we use $\omega_X \cong \mathcal{O}_{(-3, -3)}$ on the quadric $Q_x = \mathbb{P}^1 \times \mathbb{P}^1$ and $(\mathcal{O}_{Q_x}, \mathcal{O}_{Q_x}) = 4$, see Exercise 6.1.2.

The last step in the proof of Proposition 3.3 consists of arguing that the fully faithful Fourier–Mukai functor $D^b(S_P, \alpha_{P, X}) \hookrightarrow \mathcal{A}_X$ between the two Calabi–Yau 2-categories is automatically an equivalence. This follows from $\mathcal{A}_X$ being indecomposable, as mentioned at the beginning of this section, and the fact that the image of a fully faithful Fourier–Mukai functor is always admissible.

**Remark 3.8.** The twisted derived category $D^b(S_P, \alpha_{P, X})$ can also be realized as the derived category $D^b(S_P, B_0)$ of coherent sheaves over a certain sheaf of Azumaya algebras $B_0$ of rank four, see Remark 6.1.11. The latter can in turn be interpreted as the derived category $D^b(\mathbb{P}^2, C_0)$ of coherent sheaves over the direct image $C_0 \cong \pi_* B_0$ under the projection $\pi: S_P \longrightarrow \mathbb{P}^2$. Thus,

$$\mathcal{A}_X \cong D^b(S_P, \alpha_{P, X}) \cong D^b(S_P, B_0) \cong D^b(\mathbb{P}^2, C_0).$$

The last equivalence is given by the direct image functor $E \longrightarrow \pi_* E$ and its inverse by $G \longrightarrow \pi^* G \otimes_{\mathcal{O}_{C_0}} B_0$.

Recall from Remarks 6.1.11 and 6.1.12 that the sheaf of Azumaya algebras $C_0$ on $\mathbb{P}^2$ is the sheaf of even Clifford algebras associated with the quadratic form $q: F^* \longrightarrow F \otimes \mathcal{O}(1)$ on $\mathbb{P}^2$. The Brauer class of $B_0$ is $\alpha_{P, X}$.

The general theory of derived categories in quadric fibrations has been developed by Kuznetsov [294].

### 3.2 Pfaffian cubic fourfolds

We now come back to Pfaffian cubic fourfolds $X_V \subset \mathbb{P}(V)$ and their associated K3 surfaces $S_V \subset \mathbb{P}(V^*)$ discussed in detail in Section 6.2. According to Hassett’s Hodge theoretic considerations, see Proposition 6.2.34, there is a close link between the cubic fourfold $X_V$ and the K3 surface $S_V$. This is lifted to the level of derived categories by the following result.
Proposition 3.9 (Kuznetsov). There exists a linear exact equivalence
\[ D^b(S_V) \cong A_{X_V} \]
between the bounded derived category of the K3 surface \( S_V \) and the Kuznetsov component \( A_{X_V} \subset D^b(X_V) \).

Kuznetsov’s original proof [293] uses the machinery of homological projective duality. We shall outline the more direct and geometrically intuitive argument, valid at least for generic Pfaffian cubic fourfolds, that was given by Addington and Lehn [8].

We will stick to the notation introduced in Section 6.2 and in particular denote by \( \Sigma_V \subset S_V \times X_V \) the incidence correspondence of all \( (P, \omega) \) with \( P \cap \text{Ker}(\omega) \neq 0 \). We denote the two projections from \( S_V \times X_V \) by \( p_S \) and \( p_X \). According to Lemma 6.2.14 and Lemma 6.2.20, the fibres \( \Sigma_P \) of the first projection \( p_S : \Sigma_V \rightarrow S_V \) are quartic rational normal scrolls in \( X_V \), so all isomorphic either to \( \mathbb{P}^3 \times \mathbb{P}^1 \) or to the Hirzebruch surface \( \mathbb{F}_2 \) and the second projection \( p_X : \Sigma_V \rightarrow X_V \) is generically finite of degree four. In the following, we often simplify the notation and just write \( S = S_V, X = X_V, \) and \( \Sigma = \Sigma_V \).

The twist of the ideal sheaf
\[ I(-1) \cong I_{\Sigma} \otimes p_X^* O_X(-1) \]
of the inclusion \( \Sigma \subset S \times X \) induces a Fourier–Mukai functor
\[ \Phi := \Phi_{I(-1)} : D^b(X) \rightarrow D^b(S). \]
Its right adjoint \( \Psi : D^b(S) \rightarrow D^b(X) \) is the Fourier–Mukai functor with kernel \( I(-1)^\vee \otimes p_X^* O_X(-3)[4], \) cf. [246, Prop. 5.9].

Lemma 3.10. The image of the right adjoint functor \( \Psi : D^b(S_V) \rightarrow D^b(X_V) \) is contained in the Kuznetsov component \( A_{X_V} = \{ O_X, O_X(1), O_X(2) \}^\perp \).

Proof. We have to show that \( \text{Hom}(O_X(j), \Psi(E)) = 0 \) for \( j = 0, 1, 2 \) and all \( E \in D^b(S) \). By adjunction, this is equivalent to proving \( \Phi(O_X(j)) = 0 \) for \( j = 0, 1, 2 \), which follows from the short exact sequence \( 0 \rightarrow I_{\Sigma} \rightarrow O_{S \times X} \rightarrow O_{\Sigma} \rightarrow 0 \).

Indeed, the vanishing \( \Phi(O_X) = 0 \) is deduced from \( H^i(X, O_X(-1)) = 0 \) and the fibrewise vanishing \( H^i(\Sigma_P, O_S(-2, -1)) = 0 \). Here, restricting to the case \( \Sigma_P \cong \mathbb{P}^3 \times \mathbb{P}^1 \) for simplicity, we use the fact that \( O_X(1)_{|_{\Sigma_P}} \cong O(2, 1) \), see the proof of Lemma 6.2.20. Similarly, the vanishing \( \Phi(O_X(1)) = 0 \) follows from \( H^{>0}(\Sigma_P, O_{\Sigma_P}) = 0 \) and the isomorphism \( H^0(X, O_X) \xrightarrow{\cong} H^0(\Sigma_P, O_{\Sigma_P}) \). Eventually, the proof of the vanishing \( \Phi(O_X(2)) = 0 \) uses \( H^{>0}(\Sigma_P, O_{\Sigma_P}(2, 1)) = 0 \) and the projective normality of \( \Sigma_P \subset X \) which ensures that \( H^0(X, O_X(1)) \xrightarrow{\cong} H^0(\Sigma_P, O_{\Sigma_P}(2, 1)) \) is an isomorphism. \( \square \)

Lemma 3.11. The functor \( \Psi : D^b(S_V) \rightarrow A_{X_V} \subset D^b(X_V) \) is fully faithful.
Chapter 7. Derived categories of cubic hypersurfaces

Proof According to the criterion of Bondal and Orlov, cf. [246, Prop. 7.1], it suffices to show that for any point \( P \in S \) the image object \( \Psi(k(P)) = \mathcal{I}_{\mathbb{Z}_p}(-1)^i(-3)[4] \) is simple, which follows from \( \mathcal{I}_{\mathbb{Z}_p} \) being simple, and that

\[
\operatorname{Ext}^i(\Psi(k(P_1)), \Psi(k(P_2))) = 0
\]

when \( i < 0 \) or \( i > 2 \) or \( P_1 \neq P_2 \in S \). To prove this vanishing, observe first that

\[
\operatorname{Ext}^i(\Psi(k(P_1)), \Psi(k(P_2))) \cong \operatorname{Ext}^i(\mathcal{I}_{\mathbb{Z}_p}(-1)^i(-3)[4], \mathcal{I}_{\mathbb{Z}_p}(-1)^i(-3)[4])
\]

\[
\cong \operatorname{Ext}^i(\mathcal{I}_{\mathbb{Z}_p}, \mathcal{I}_{\mathbb{Z}_p}).
\]

Now, since there are no negative non-trivial extensions between sheaves, we certainly have \( \operatorname{Ext}^0(\mathcal{I}_{\mathbb{Z}_p}, \mathcal{I}_{\mathbb{Z}_p}) = 0 \), which by Serre duality in \( \mathcal{A}_X \), see Example 1.27, also implies the vanishing for \( i > 2 \). Now assume \( P_1 \neq P_2 \). Then \( \operatorname{Hom}(\mathcal{I}_{\mathbb{Z}_p}, \mathcal{I}_{\mathbb{Z}_p}) = 0 \), since \( \Sigma_{P_1}, \Sigma_{P_2} \subset X \) are two distinct irreducible surfaces, which by Serre duality in \( \mathcal{A}_X \) also implies the vanishing for \( i = 2 \). It remains to prove \( \operatorname{Ext}^1(\mathcal{I}_{\mathbb{Z}_p}, \mathcal{I}_{\mathbb{Z}_p}) = 0 \) which follows from a Riemann–Roch computation

\[
\chi(\mathcal{I}_{\mathbb{Z}_p}, \mathcal{I}_{\mathbb{Z}_p}) = \chi(\mathcal{I}_{\mathbb{Z}_p}, \mathcal{I}_{\mathbb{Z}_p}) = \chi(\mathcal{O}_X, \mathcal{O}_X) - \chi(\mathcal{O}_X, \mathcal{O}_{\Sigma_p}) - \chi(\mathcal{O}_{\Sigma_p}, \mathcal{O}_X) + \chi(\mathcal{O}_{\Sigma_p}, \mathcal{O}_{\Sigma_p}) = 1 - 1 - \chi(\Sigma_p, \omega_{\Sigma_p}) + \chi(\mathcal{O}_{\Sigma_p}, \mathcal{O}_{\Sigma_p}) = -\chi(\mathcal{O}^1, \mathcal{O}(-6)) \cdot \chi(\mathcal{O}^1, \mathcal{O}(-3)) + 10 = 0,
\]

where we use \( (\mathcal{I}_{\mathbb{Z}_p}, \mathcal{I}_{\mathbb{Z}_p}) = 10 \) to determine \( \chi(\mathcal{O}_{\Sigma_p}, \mathcal{O}_{\Sigma_p}) \), see Lemma 6.2.20. □

The last step in the proof of Proposition 3.9 consists of arguing that the fully faithful Fourier–Mukai functor \( \mathcal{D}^b(\mathbb{P}^4) \hookrightarrow \mathcal{A}_X \) between the two Calabi–Yau 2-categories is automatically an equivalence, which follows from \( \mathcal{A}_X \) being indecomposable as in the proof of Proposition 3.3. □

3.3 Nodal cubic fourfolds The third class of cubics for which \( \mathcal{A}_X \) is directly accessible is provided by nodal cubic fourfolds \( X \subset \mathbb{P}^5 \), i.e. cubics with one ordinary double point \( x_0 \in X \) as only singularity. We will use the notation introduced in Section 6.1.4.

The derived category \( \mathcal{D}^b(\tilde{X}) \) of the blow-up \( \tau: \tilde{X} = \mathbb{Bl}_{x_0}(X) \longrightarrow X \) admits two natural semi-orthogonal decompositions. First, \( (0.3) \) applied to the blow-up \( \phi: \tilde{X} \longrightarrow \mathbb{P}^4 \) gives

\[
\mathcal{D}^b(\tilde{X}) = \langle \mathcal{D}^b(\mathbb{P}^4), \phi^*\mathcal{D}^b(\mathbb{P}^4) \rangle
\]

\[
\cong \langle \mathcal{D}^b(\mathbb{P}^4), \phi^*\mathcal{O}(-3), \phi^*\mathcal{O}(-2), \phi^*\mathcal{O}(-1), \phi^*\mathcal{O}, \phi^*\mathcal{O}(1) \rangle.
\]

Next, from \( (0.3) \) applied to \( \tau: \tilde{X} \longrightarrow X \) one obtains

\[
\mathcal{D}^b(\tilde{X}) = \langle i_*\mathcal{O}_E(-2), i_*\mathcal{O}_E(-1), \mathcal{A}_X, \tau^*\mathcal{O}_X, \tau^*\mathcal{O}_X(1), \tau^*\mathcal{O}_X(2) \rangle.
\]

Here, \( i: E \hookrightarrow \tilde{X} \) is the inclusion of the exceptional divisor of \( \tau \) and the category \( \mathcal{A}_X \) is in this case defined as the intersection

\[
\mathcal{A}_X := \langle i_*\mathcal{O}_E(-2), i_*\mathcal{O}_E(-1) \rangle \cap \langle \tau^*\mathcal{O}_X, \tau^*\mathcal{O}_X(1), \tau^*\mathcal{O}_X(2) \rangle.
\]
which mimics the situation of the blow-up of a smooth point.\(^\text{10}\) Implicitly we are using that \(i_!\mathcal{O}_E(\mathbb{N})\), \(i_!\mathcal{O}_E(\mathbb{N})\) in \((\tau^*\mathcal{O}_X, \tau^*\mathcal{O}_X(1), \tau^*\mathcal{O}_X(2))\), which is easy to check.

**Proposition 3.12** (Kuznetsov). There exists an exact linear equivalence \(\mathcal{D}^b(S) \cong \mathcal{A}_X\).

**Proof** The idea of the proof is to relate the two semi-orthogonal decompositions (3.1) and (3.2) in order to identify \(\mathcal{D}^b(S)\) and \(\mathcal{A}_X\). Instead of projecting \(\mathcal{D}^b(S)\) to \(\mathcal{A}_X\) directly via one of the projections \(\jmath^*\) or \(\jmath^*\), one uses a more systematic way by applying mutations and in this way pass from one semi-orthogonal decomposition to the other. We sketch Kuznetsov’s original proof \([296, \text{Cor. 5.7}]\).

To simplify the notation, let \(\mathcal{A}_X \coloneqq \mathcal{D}^b(S) \subset \mathcal{D}^b(\tilde{X})\) and \(\mathcal{O}(k) \coloneqq \phi^*\mathcal{O}(k)\). Then, using the standard formulae for mutations, see Exercise 1.11, one computes:

\[
\mathcal{D}^b(\tilde{X}) = \langle \mathcal{A}_X, \mathcal{O}(-3), \mathcal{O}(-2), \mathcal{O}(-1), \mathcal{O}, \mathcal{O}(1) \rangle
\]

\[
= \langle \mathcal{L}_{\mathcal{A}_X} \mathcal{O}(-3), \mathcal{A}_X, \mathcal{O}(-2), \mathcal{O}(-1), \mathcal{O}, \mathcal{O}(1) \rangle
\]

\[
= \langle \mathcal{L}_{\mathcal{A}_X} \mathcal{O}(-3), \mathcal{L}_{\mathcal{A}_X} \mathcal{O}(-2), \mathcal{A}_X, \mathcal{O}(-1), \mathcal{O}, \mathcal{O}(1) \rangle
\]

\[
= \langle \mathcal{L}_{\mathcal{A}_X} \mathcal{O}(-3), \mathcal{L}_{\mathcal{A}_X} \mathcal{O}(-2), \mathcal{L}_{\mathcal{A}_X} \mathcal{O}(-1), \mathcal{A}_X, \mathcal{O}, \mathcal{O}(1) \rangle
\]

\[
= \langle \mathcal{L}_{\mathcal{A}_X} \mathcal{O}(-3), \mathcal{L}_{\mathcal{A}_X} \mathcal{O}(-2), \mathcal{L}_{\mathcal{A}_X} \mathcal{O}(-1), \mathcal{O}, \mathcal{R}_\mathcal{O}(\mathcal{A}_X), \mathcal{O}(1) \rangle
\]

\[
= \langle \mathcal{L}_{\mathcal{A}_X} \mathcal{O}(-3), \mathcal{L}_{\mathcal{A}_X} \mathcal{O}(-2), \mathcal{L}_{\mathcal{A}_X} \mathcal{O}(-1), \mathcal{O}, \mathcal{R}_\mathcal{O}(\mathcal{A}_X), \mathcal{R}_\mathcal{O}(\mathcal{A}_X) \rangle
\]

\[
= \langle \mathcal{L}_{\mathcal{A}_X} \mathcal{O}(-3), \mathcal{L}_{\mathcal{A}_X} \mathcal{O}(-2), \mathcal{L}_{\mathcal{A}_X} \mathcal{O}(-1), \mathcal{O}, \mathcal{R}_\mathcal{O}(\mathcal{A}_X), \mathcal{R}_\mathcal{O}(\mathcal{A}_X) \rangle
\]

\[
= \langle \mathcal{L}_{\mathcal{A}_X} \mathcal{O}(-3), \mathcal{L}_{\mathcal{A}_X} \mathcal{O}(-2), \mathcal{L}_{\mathcal{A}_X} \mathcal{O}(-1), \mathcal{O}, \mathcal{R}_\mathcal{O}(\mathcal{A}_X), \mathcal{R}_\mathcal{O}(\mathcal{A}_X) \rangle
\]

\[
\mathcal{D}_1 \mathcal{D}_2
\]

Here, we used the shorthand \(\mathcal{L} \coloneqq \mathcal{L}_{\mathcal{O}_E} \mathcal{A}_X \mathcal{O}(-2)\) in the definition of \(\mathcal{D}_2\) and in line seven that \(\mathcal{O}\) and \(\mathcal{L}_{\mathcal{A}_X} \mathcal{O}(-1)\) are orthogonal, so that their order can be changed. For the latter we claim that \(\mathcal{L}_{\mathcal{A}_X} \phi^* F = \phi^* F \otimes \mathcal{O}(E')\), where \(E' \subset \tilde{X}\) is the exceptional divisor of \(\phi : \tilde{X} \to \mathbb{P}^4\). This is proved as follows: The right adjoint \(\Phi_{\mathcal{P}}\) of the Fourier–Mukai functor

\[
\Phi_{\mathcal{P}} \mathcal{O}_E(-1) : \mathcal{D}^b(S) \to \mathcal{D}^b(S) \to \mathcal{D}^b(\tilde{X}) \to \mathcal{F} \to \mathcal{J}, \mathcal{P} \to \mathcal{J}, \mathcal{P} \otimes \mathcal{O}(E'),
\]

is the Fourier–Mukai functor \([2] \circ \Phi_{\mathcal{P}} : \mathcal{D}^b(\mathbb{P}^4) \to \mathcal{D}^b(S)\), cf. [246, Rem. 5.8]. The dual \(\mathcal{P}^\vee\) of \(\mathcal{P} = \mathcal{O}_E(E')\) is computed as \(\mathcal{O}_E(\mathbb{P}^4)\) using [246, Cor. 3.40]. Hence, \([2] \circ \Phi_{\mathcal{P}}\) is

\(^{10}\) Note that for the blow-up of a smooth point one would also expect \(i_!\mathcal{O}_E(-3)\) to be part of the semi-orthogonal decomposition. However, for the blow-up of a node \(i_!\mathcal{O}_E(-3)\) is not orthogonal to \(\mathcal{O}_E\).
\(G \xrightarrow{p} p_*(G_{|E}|[-1])\). Thus, on the one hand, \(\Phi_F \circ \Phi_{pE}\), which we identify with \(i_* \circ i'\) for the inclusion \(i_* : A_X \hookrightarrow \mathbb{D}^b(X)\), is \(G \xrightarrow{(p^* p_* G_{|E}|) \otimes \mathcal{O}(E')[-1]}\).

On the other hand, the adjunction map \(i_* \circ i' \longrightarrow \text{id}\) is induced by the first map in the exact triangle \(\mathcal{O}_E(E')[-1] \longrightarrow \mathcal{O}_X \longrightarrow \mathcal{O}_X(E')\), which in turn is obtained by rotating the natural short exact sequence \(0 \longrightarrow \mathcal{O}_X \longrightarrow \mathcal{O}_X(E') \longrightarrow \mathcal{O}_E(E') \longrightarrow 0\). Hence, for \(G \cong \phi^* F\) one obtains \(C(i_* i' \phi^* F) \longrightarrow \phi^* F \cong \phi^* F \otimes \mathcal{O}(E')\) as claimed.

Thus we found the following semi-orthogonal decomposition
\[
\mathbb{D}^b(X) = \langle D_1, D_2 \rangle = \langle \mathcal{L}_{\mathcal{A}_X}(D_1), D_1 \rangle = \langle D_2 \otimes \omega_X, D_1 \rangle = \langle D_2 \otimes \omega_X \otimes \tau^* \mathcal{O}(1), D_1 \rangle.
\]

The final step in the proof is the verification of the following isomorphisms (up to shift) for which we refer to [296]:
\[
\mathbb{R}\mathcal{O}_{\mathcal{L}_{\mathcal{A}_X}}(\mathcal{O}(-2) \otimes \omega_X \otimes \tau^* \mathcal{O}(1)) \cong i_* \mathcal{O}_E(-2),
\]
\[
\mathbb{R}\mathcal{O}_{\mathcal{L}_{\mathcal{A}_X}}(\mathcal{O}(-1) \otimes \omega_X \otimes \tau^* \mathcal{O}(1)) \cong i_* \mathcal{O}_E(-1)
\]
and, using \(\mathcal{L}_{\mathcal{A}_X} \phi^* F \cong \phi^* F \otimes \mathcal{O}(E')\) as above and the isomorphisms (1.11) in Section 6.1.4,
\[
\mathcal{L}_{\mathcal{A}_X} \mathcal{O}(-3) \otimes \tau^* \mathcal{O}(1) \cong \mathcal{O} \quad \text{and} \quad \mathcal{L}\mathcal{O}(1) \otimes \tau^* \mathcal{O}(1) \cong \tau^* \mathcal{O}(2).
\]
Together with \(\mathbb{R}\mathcal{O}_{\mathcal{L}_{\mathcal{A}_X}}(\mathcal{A}_S) \otimes \omega_X \otimes \tau^* \mathcal{O}(1) \cong \mathcal{A}_S\) this proves \(\mathcal{A}_S \cong \mathcal{A}_X\).

The equivalence \(\mathbb{D}^b(S) \xrightarrow{\text{Fun}} \mathcal{A}_X\) in the proof above is the functor
\[
\mathcal{F} \longrightarrow \mathbb{R}\mathcal{O}_{\mathcal{L}_{\mathcal{A}_X}}(j^* \mathcal{O}(E') \otimes \omega_X \otimes \tau^* \mathcal{O}(1)).
\]
Since the right mutations \(\mathbb{R}\mathcal{O}_{\mathcal{L}_{\mathcal{A}_X}}\) and \(\mathbb{R}\mathcal{O}_{\mathcal{L}_{\mathcal{A}_X}}\) are cones of coevaluation maps, see Example 1.7, this can, at least in principle, be explicitly described as a Fourier–Mukai functor. However, unlike the case of cubics containing a plane and Pfaffian cubics the Fourier–Mukai kernel does not seem to be simply the twist of the ideal sheaf of some natural correspondence.

**Remark 3.13.** The subcategory \(\langle \mathcal{A}_X, \tau^* \mathcal{O}_X, \tau^* \mathcal{O}_X(1), \tau^* \mathcal{O}_X(2) \rangle \subset \mathbb{D}^b(X)\) is a crepant categorical resolution of the singular variety as introduced by Kuznetsov [295]. Similarly, \(\mathcal{A}_X \cong \mathbb{D}^b(S)\) can be viewed as a crepant categorical resolution of the perfect right orthogonal \(\langle \mathcal{O}_X, \mathcal{O}_X(1), \mathcal{O}_X(2) \rangle^\perp \subset \text{Perf}(X)\), see [296, Thm. 5.2].

### 3.4 Addington–Thomas

The rationality conjectures of Hassett and Kuznetsov, see Conjecture 6.5.15 and Conjecture 3.1, are equivalent as shown by the next result. The result was first proved by Addington and Thomas [9] for generic cubic fourfolds in each Noether–Lefschetz divisor and later extended to all in [39].
Theorem 3.14 (Addington–Thomas). Let $X \subset \mathbb{P}^5$ be a smooth cubic fourfold. There exists a K3 surface $S$ and an exact linear equivalence $A_X \cong D^b(S)$ if and only if $X$ is contained in a Hassett divisor $C_d$ with $d$ satisfying condition $(\ast \ast)$ in Proposition 6.5.10.

The idea to prove the result is to start with a Hassett divisor $C_d$ and a cubic $X \in C_d \cap C_8$. In particular, $X$ contains a plane $P^2 \cong P \subset X$ which by Proposition 3.3 shows $A_X \cong D^b(S_P, \alpha_{P,X})$ provided the discriminant curve $D_P \subset P^2$ is smooth. The latter can be assured by choosing $X \in C_d \cap C_8$ general, i.e. such that $H^2(X, \mathbb{Z})$ is of rank two, and using Remark 6.1.5, (ii). Moreover, one can pick $X \in C_d \cap C_8$ such that $\alpha_{P,X}$ is trivial, see Remark 6.6.17.

After possibly modifying the given equivalence, using the hypothesis $(\ast \ast)$, deformation theory of complexes applied to the Fourier–Mukai kernel of the equivalence shows that the kernel deforms sideways with $X$ within the Hassett divisor $C_d$. This is enough to prove the assertion for the generic cubic in $C_d$ and stability conditions are used to specialize to every other cubic in $C_d$.

Theorem 3.14 can be rephrased in terms of the rational map $\Phi_\varepsilon : M_d \dashrightarrow M$, see Remark 6.6.21. If $\Phi_\varepsilon$, which depends on the additional choice of an isometry $\varepsilon : \Gamma_d \setmap \Lambda_d$, is regular at a point $(S, L) \in M_d$ with $X = \Phi_\varepsilon(S, L)$, then $A_X \cong D^b(S)$.

Remark 3.15. The K3 surfaces $S$ of degree $d$ satisfying $(\ast \ast)$ and occurring in the above theorem, so $D^b(S) \cong A_X$ for some cubic fourfold $X$, form a Zariski dense open subset of the moduli space of all polarized K3 surfaces of degree $d$, see Remark 6.6.21. Thus, via $D^b(S) \cong A_X \subset D^b(X)$ the generic polarized K3 surface of degree $d$ satisfying $(\ast \ast)$, is realized as a Fano visitor of the Fano host $X$. This is not known for (generic) K3 surfaces of arbitrary degree. See also Remark 1.38

Remark 3.16. A twisted version of the theorem was established in [250] for the generic cubic in each Noether–Lefschetz divisor $C_d$:

If for a smooth cubic fourfold $X \subset \mathbb{P}^5$ there exists a K3 surfaces $S$ with a Brauer class $\alpha \in Br(S)$ and an exact linear equivalence $A_X \cong D^b(S, \alpha)$, then $X \in C_d$ for some $d$ satisfying $(\ast \ast \ast)$, see Remark 6.5.20. Conversely, for each $d$ satisfying $(\ast \ast \ast)$ there exists a Zariski dense open subset $U_d \subset C_d$ such that for all $X \in U_d$ one finds a twisted K3 surface $(S, \alpha)$ with $A_X \cong D^b(S, \alpha)$.

3.5 Fourfolds with equivalent Kuznetsov components. Recall that for a projective K3 surface $S$ the Hodge structure $\bar{H}(S, \mathbb{Z})$ determines the derived category $D^b(S)$ and a twisted version of the result exists. The general situation is summarized as follows, see [249, Prop. 16.3.5 & 16.4.2] for references.

Theorem 3.17 (Mukai, Orlov, Huybrechts–Stellari). Two twisted K3 surfaces $(S, \alpha)$ and
(\(S', \alpha'\)) are derived equivalent, i.e. there exists an exact linear equivalence \(D^b(S, \alpha) \cong D^b(S', \alpha')\), if and only if there exists a Hodge isometry \(\tilde{H}(S, \alpha, \mathbb{Z}) \cong \tilde{H}(S', \alpha', \mathbb{Z})\) that respects the natural orientation of the four positive directions.

The result has the consequence that the set of Fourier–Mukai partner is always finite, i.e. for a fixed K3 surface \(S\) there exist at most finitely many isomorphism classes of K3 surfaces \(S'\) with \(D^b(S) \cong D^b(S')\), cf. [249, Prop. 16.3.10]. A similar result holds for twisted K3 surfaces, see [256, Cor. 0.5].

It is natural to wonder whether any of these results well known for K3 surfaces also hold for the Calabi–Yau 2-categories \(\mathcal{A}_X\) naturally associated with smooth cubic fourfolds \(X \subset \mathbb{P}^5\). The result has not been established in full generality but almost, see [250, Thm. 1.4]. In order to formulate the result we write

\[
\tilde{H}(\mathcal{A}_X, \mathbb{Z}) := \tilde{H}(X, \mathbb{Z}),
\]

as introduced in Section 6.5.4. The next result can be seen as a categorical global Torelli theorem for general and Hassett general cubic fourfolds.

**Theorem 3.18** (Huybrechts). Let \(X\) and \(X'\) be two smooth cubic fourfolds.

(i) If \(X\) is not contained in any Noether–Lefschetz divisor \(C_d\), then \(\mathcal{A}_X \cong \mathcal{A}_{X'}\) if and only if \(X \cong X'\).

(ii) If \(X \in C_d\) is general, then \(\mathcal{A}_X \cong \mathcal{A}_{X'}\) if and only if there exists a Hodge isometry \(\tilde{H}(\mathcal{A}_X, \mathbb{Z}) \cong \tilde{H}(\mathcal{A}_{X'}, \mathbb{Z})\).

The key observation to prove these results is that any Fourier–Mukai equivalence \(\mathcal{A}_X \cong \mathcal{A}_{X'}\) induces a Hodge isometry \(\tilde{H}(\mathcal{A}_X, \mathbb{Z}) \cong \tilde{H}(\mathcal{A}_{X'}, \mathbb{Z})\). Since the transcendental part of \(\tilde{H}(\mathcal{A}_X, \mathbb{Z})\) up to Tate twist is Hodge isometric to the transcendental part of \(H^4(X, \mathbb{Z})\), the assertion in (i) follows from the global Torelli theorem for cubic fourfolds, see Theorem 6.3.17. The proof of (ii) is more involved.

Note that unlike the case of K3 surfaces, any Hodge isometry \(\tilde{H}(\mathcal{A}_X, \mathbb{Z}) \cong \tilde{H}(\mathcal{A}_{X'}, \mathbb{Z})\) can be modified to be orientation preserving, so this condition does not show up in (ii).

As a consequence of the discussion in this and in the last section, let us also mention the following categorical interpretation of the results in Section 6.5.4, see Remark 6.5.20.

**Corollary 3.19.** Assume \(X\) is a smooth cubic fourfold and \((S, \alpha)\) is a twisted K3 surface. Then there exists an equivalence \(\mathcal{A}_X \cong D^b(S, \alpha)\) if and only if there is a Hodge isometry \(\tilde{H}(\mathcal{A}_X, \mathbb{Z}) \cong \tilde{H}(S, \alpha, \mathbb{Z})\).

\[\Box\]

For technical reasons, all exact equivalences \(\mathcal{A}_X \cong \mathcal{A}_{X'}\) are assumed to be of Fourier–Mukai type, i.e. induced by an object in \(D^b(X \times X')\). This should be automatic, but it has not strictly been proved yet.

See recent paper by Li, Pertusi and Zhao.
Remark 3.20. (i) The analogue of the finiteness result mentioned above also holds true [250, Thm. 1.1]: For a fixed smooth cubic fourfold \( X \subset \mathbb{P}^5 \) there exist at most finitely many isomorphism classes of smooth cubic fourfolds \( X' \subset \mathbb{P}^5 \) with \( A_X \cong A_{X'} \). Using the above theorem, this is reduced to a finiteness argument for Hodge structures. In the same spirit, Pertusi [387] uses the result to count cubic fourfolds with equivalent Kuznetsov components.

(ii) Unlike the case of projective K3 surfaces, for which the group of exact auto-equivalences \( \text{Aut}(\mathcal{D}(S)) \) is always highly non-trivial, cf. [249, Conj. 16.3.14], the very general cubic fourfold is much easier in this respect [250, Thm. 1.2]: For the very general smooth cubic fourfold \( X \) the group of all exact auto-equivalences of \( A_X \) that act trivially on \( \tilde{H}^{2,0}(A_X) \) is an infinite cyclic group containing the subgroup of even shifts \([2n]\) as a subgroup of index three:

\[
\text{Aut}_c(A_X) / \mathbb{Z} \cdot [2] \cong \mathbb{Z}/3\mathbb{Z}.
\]

In contrast to the case of cubic threefolds, see Proposition 2.4, there do exist non-isomorphic smooth cubic fourfolds \( X, X' \subset \mathbb{P}^5 \) with equivalent Kuznetsov components \( A_X \cong A_{X'} \). At this point it is not clear what this means geometrically, but in view of Conjecture 3.1 one might venture a guess and propose the following.

Conjecture 3.21. Assume \( A_X \cong A_{X'} \). Then \( X \) and \( X' \) are birational.

Note that the converse does not hold, as, for example, all Pfaffian cubics are rational but according to Theorem 3.18 the Kuznetsov components \( A_X \) and \( A_{X'} \) of two generic Pfaffian cubics are certainly not equivalent. Some evidence for this conjecture has been provided by Fan and Lai [176].

Remark 3.22. Recall that for cubic threefolds, the Kuznetsov component \( A_Y \) determines the cubic threefold \( Y \). So, why exactly do the arguments to prove Proposition 2.4 not work for cubic fourfolds?

There are two main reasons: First, the numerical Grothendieck group \( N(A_X) \) is of rank \( \dim H^{2,2}(X, \mathbb{Q})_{pr} + 2 \), which varies between 2 and 22. This, in general, makes it impossible to modify a given equivalence \( \Phi: A_X \to A_{X'} \) to one that respects the class of \([\mathcal{O}_L] = -[\mathcal{O}'_L] \in N(A_X)\). In other words, \( \Phi \) may not lead to an isomorphism between the Fano varieties \( F(X) \to F(X') \). But even if it does, in order to apply the geometric global Torelli theorem, see Proposition 2.3.12, one would need it to be polarized which might not be possible.

\(12\) For example if \( X \in C_d \) is general with \( d \) satisfying \((\ast\ast)\) in Proposition 6.5.10, \( d \equiv 2 \mod 6 \) and \( d/2 \) not prime, then \( A_X = D^b(S) \) for a K3 surface \( S \) with non-isomorphic Fourier–Mukai partner \( S' \) which is associated with a non-isomorphic cubic \( X' \in C_d \). So, \( A_X = D^b(S) = D^b(S') = A_{X'} \).
3.6 Fano variety as a moduli space in $A_X$

As seen in Exercise 1.21, the projection $j^*(I_L(1)) \in A_X$ of the twist of the ideal sheaf of a line $L \subset X$ is, up to shift, the torsion free sheaf of rank three $F_L$, which by definition is the kernel of the evaluation map $H^0(X, I_L(1)) \otimes O_X \longrightarrow I_L(1)$. This leads to a map

$$F(X) \longrightarrow \text{Ob}(A_X), \ [L] \longmapsto F_L = j^*(I_L(1))[−1],$$

(3.3)

which lets us recover the symplectic structure on the Fano variety, cf. Remark 6.3.16.

**Proposition 3.23** (Kuznetsov–Markushevich). The map (3.3) is injective and induces an isomorphism

$$\text{Ext}^1(I_L, I_L) \simeq \text{Ext}^1(F_L, F_L) \text{ (3.4)}$$

on the level of first order deformations.

**Proof** The map (3.3) is injective, as $F_L$ is locally free at a point $x \in X$ if and only if $x \in X \setminus L$. Applying $\text{Hom}(I_L(1),)$ and $\text{Hom}(, F_L)$ to the short exact sequence

$$0 \longrightarrow F_L \longrightarrow O_X^{\oplus 4} \longrightarrow I_L(1) \longrightarrow 0,$$

(3.5)

one obtains horizontal and vertical exact sequences

$$\begin{align*}
\text{Ext}^1(O_X, F_L)^{\oplus 4} & \longrightarrow \text{Ext}^1(I_L, I_L), \\
\text{Ext}^1(I_L(1), O_X)^{\oplus 4} & \longrightarrow \text{Ext}^2(I_L(1), F_L) \longrightarrow \text{Ext}^2(I_L(1), O_X)^{\oplus 4} \end{align*}$$

$$\begin{align*}
\text{Ext}^1(F_L, F_L) & \longrightarrow \text{Ext}^1(O_X, F_L)^{\oplus 4}.
\end{align*}$$

In the vertical direction, use $H^1(X, F_L) = 0 = H^2(X, F_L)$, which also follows from (3.5), to check that $\gamma$ is injective. For the horizontal exact sequence, use Serre duality $\text{Ext}^1(I_L(1), O_X) \approx H^1(X, I_L(−2))^* = 0$ to see that $\gamma$ is injective.

Again by virtue of the short exact sequence (reseq:Fldefses), the sheaves $F_L$ are all stable and hence $\dim \text{Hom}(F_L, F_L) = 1$. By Serre duality in $A_X$, we then also have $\dim \text{Ext}^2(F_L, F_L) = 1$ and $\text{Ext}^2(F_L, F_L) = 0$. A simple Riemann–Roch computation for the sheaf $F_L$ finally reveals that $\chi(F_L, F_L) = −2$ and, therefore, $\dim \text{Ext}^1(F_L, F_L) = 4$. Hence, (3.4) is an isomorphism. □

**Remark 3.24.** There is an analogous but different story for the LLSvS eightfold $Z(X)$, see Remark 6.5.25. As proved in [302], its blow-up in the naturally embedded $X \subset Z(X)$ can be realized as a moduli space of objects in $A_X$. Roughly, the projection of the objects
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$k(x) \in D^b(X)$ into the Kuznetsov component $\mathcal{A}_X$ deform in a larger eight-dimensional family, which is shown to be birational to $Z(X)$. So the analogue of Proposition 3.23 for $I_{L}(1)$ replaced by $k(x)$ does not hold.

The embedding $X \subset Z(X)$ for cubic fourfolds not containing a plane was studied by Addington and Lehn [8] and for those containing a plane by Ouchi [383].

Observe the similarity with the phenomenon in dimension three in Remark 2.7.

Combined with the fact that $A_X$ is a Calabi–Yau 2-category, which can be interpreted as saying that for all $F \in A_X$ the space of first order deformations $\text{Ext}^1(F, F)$ is endowed with a natural symplectic structure, the result provides a new perspective on the symplectic nature of $F(X)$, see Remark 6.3.16.

Corollary 3.25. The natural pairing

$$\text{Ext}^1(I_L, I_L) \times \text{Ext}^1(I_L, I_L) \to \text{Ext}^1(F_L, F_L) \times \text{Ext}^1(F_L, F_L) \to k$$

is non-degenerate. In particular, $F(X)$ is naturally endowed with a closed symplectic form $\sigma \in H^0(F(X), \Omega^2_{F(X)})$.

Proof The pairing on $\text{Ext}^1(F_L, F_L)$ is non-degenerate by Serre duality in $A_X$. Using $T[1]F(X) \cong \text{Hom}(I_L, \mathcal{O}_L) \cong \text{Ext}^1(I_L, I_L) \cong \text{Ext}^1(I_L(1), I_L(1))$, see Section 2.1.3, and the isomorphism (3.4), one obtains a non-degenerate alternating pairing on $T[1]F(X)$, i.e. a symplectic form $\sigma$.

Since $F(X)$ is a smooth projective variety, any differential form is closed. Kuznetsov and Markushevich [300] show this fact by a local argument similar to the standard one for moduli spaces of sheaves on K3 surfaces, cf. [253, Ch. 10].

Remark 3.26. The equivalence $A_X \cong D^b(S)$ or $A_X \cong D^b(S, \alpha)$ also explains why the numerical conditions $(**)$ and $(**')$ in Section 6.1.1 also decide whether $F(X)$ is birational to a moduli space of (twisted) sheaves on $S$, cf. Remark 6.5.23.

3.7 Spherical functor and the Hilbert square $A_X^{[2]}$. We add two further comments that shed some light on the derived category of the Fano variety.

Remark 3.27. Although the Fano correspondence does not provide any useful link between $D^b(X)$ and $D^b(F(X))$ directly, it can be refined for cubic fourfolds to provide a spherical functor.

This has been worked out by Addington [3, §4]: Consider the structure sheaf $\mathcal{O}_L$ of the Fano correspondence $L \subset F(X) \times X$ and the associated Fourier–Mukai functor $\Psi := p_* \circ q^*: D^b(X) \to D^b(F(X))$. Restricted to the Kuznetsov component it gives

$$\Psi: A_X \to D^b(F(X)).$$
For the right adjoint $\Phi \colon D^b(F(X)) \to A_X$, the adjunction morphism $\text{id} \to \Phi \circ \Psi$ splits and its cone is the shift functor $[-2]$. In other words, $\Psi$ is a spherical functor, i.e.

$$\Phi \circ \Psi \simeq \text{id} \oplus [-2],$$

see [3, §4.2]. In particular, $\Psi$ is faithful. It cannot also be full for more than one reason, e.g. because the derived category of the Calabi–Yau variety $F(X)$ does not admit non-trivial semi-orthogonal decompositions, cf. Exercise 1.17.

In this situation, the cone $T := C(\Psi \circ \Phi \to \text{id})$ of the other adjunction morphism is an auto-equivalence $T \colon D^b(F(X)) \to D^b(F(X))$, the associated spherical twist, cf. [351] for a streamlined argument.

**Remark 3.28.** Ganter and Kapranov [191] introduced the notion of the symmetric square $D^{[2]}$ of a triangulated category $D$.

(i) If $D$ is the derived category $D^b(X)$, then the symmetric square $D^b(X)^{[2]}$ is the equivariant category $D^b_{X_2}(X \times X)$ of all linearized objects $(\mathcal{F}, \phi \colon \mathcal{F} \to i^*\mathcal{F})$, where $\mathcal{F} \in D^b(X \times X)$ and $i$ swaps the two factors of $X \times X$.

The construction has the property that for a smooth projective surface $S$ there exists an exact equivalence $D^b(S^{[2]}) \simeq D^b(S)^{[2]}$.

More generally, by a result of Krug, Ploog, and Sosna [288, Thm. 4.1], for a smooth projective variety $X$ of dimension $n \geq 2$ there exists a semi-orthogonal decomposition

$$D^b(X^{[2]}) = \langle D^b(X)^{[2]}, \mathcal{D}_1, \ldots, \mathcal{D}_{n-2} \rangle$$

with $\mathcal{D}_i \simeq D^b(X)$. This decomposition can also be used to define $D^b(X)^{[2]}$ alternatively as the right orthogonal of the images of the naturally defined Fourier–Mukai functors $D^b(X) \to \mathcal{D}_i \subset D^b(X^{[2]})$. In any case, in the Grothendieck ring of (dg-enhanced) triangulated categories, see Section 1.8, one has

$$[D^b(X^{[2]})] = [D^b(X)^{[2]}] + (n-2) \cdot [D^b(X)] \in K_0(\text{dg-cat}_X).$$

(ii) The construction of the symmetric square also applies to the Kuznetsov component $A_X$ and provides us with a triangulated category $A_X^{[2]}$. Once the square $A_X \cong A_X$ is defined, the symmetric square $A_X^{[2]}$ is simply the equivariant category $(A_X \boxtimes A_X)_{X_2}$ with respect to the $\mathbb{Z}_2$-action on $A_X \boxtimes A_X$. Viewing $A_X$ as an admissible subcategory of $D^b(X)$, the square $A_X \boxtimes A_X \subset D^b(X \times X)$ can be explicitly realized as the right orthogonal complement of all objects of the form $O_X(i) \boxtimes \mathcal{F}$, $\mathcal{F} \boxtimes O_X(i) \in D^b(X \times X)$ with $i = 0, \ldots, n-2$. In particular, $A_X^{[2]} \subset D^b(X)^{[2]}$ and one can show that in $K_0(\text{dg-cat}_X)$ we have $[D^b(X)^{[2]}] = [A_X^{[2]}] + (n-1) \cdot [D^b(X)]$.

(iii) Comparing the result with Corollary 1.35, we deduce that for $n = 4$ one has

$$[A_X^{[2]}] = [D^b(F(X))] \in K_0(\text{dg-cat}_X).$$

(Note that for a cubic threefold $Y \subset \mathbb{P}^4$ one finds $[A_Y^{[2]}] = [D^b(F(Y))] + [D^b(Y)]$ and in
4 Chow groups and Chow motives

In this very last section we summarize the most important results on Chow groups and Chow motives of cubic hypersurfaces. Some of the results have been mentioned and partially proved in earlier chapters and for others we refer to the literature.

4.1 Chow groups

Recall that the integral Chow ring of a smooth projective variety $X$ of dimension $n$ is naturally graded $\text{CH}^i(X) \simeq \bigoplus_{j=0}^{n} \text{CH}^{i-j}(X)$. Neither the kernel nor the image of the cycle class map $(\text{CH}^i(X) \to H^{2i}(X, \mathbb{Z}))$ is well understood in general. The kernel, i.e. the homological trivial part, comes with the Abel–Jacobi map $\text{CH}^i(X) \to J^{i-1}(X)$, cf. [474, §19.2], but its kernel, if not zero, is hard to analyze.

For smooth cubic hypersurfaces of dimension two, three, and four, the Chow ring decomposes as follows

$$\text{CH}^i(S) = \bigoplus_{j=0}^{2} \text{CH}^j(S) \simeq \mathbb{Z} \oplus \mathbb{Z}^{\oplus 7} \oplus \mathbb{Z},$$

$$\text{CH}^i(Y) = \bigoplus_{j=0}^{3} \text{CH}^j(Y) \simeq \mathbb{Z} \oplus \mathbb{Z} \oplus (J(Y) \oplus \mathbb{Z}) \oplus \mathbb{Z},$$

$$\text{CH}^i(X) = \bigoplus_{j=0}^{4} \text{CH}^j(X) \simeq \mathbb{Z} \oplus \mathbb{Z} \oplus \mathbb{Z}^{\oplus \rho(X)} \oplus (\text{CH}^{3}(X)_{\text{hom}} \oplus \mathbb{Z}) \oplus \mathbb{Z}.$$

The assertion for cubic surfaces is clear and for cubic threefolds, the identification $\text{CH}^{2}(Y)_{\text{hom}} \simeq J(Y)$ is the content of Corollary 5.3.16.
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For cubic fourfolds, \( \rho(X) \) denotes the rank of \( H^{2,2}(X, \mathbb{Z}) \). Note that by [476, Thm. 18] or [480, Thm. 1.4] the cycle class map \( \text{CH}^2(X) \to H^{2,2}(X, \mathbb{Z}) \) is indeed surjective, i.e. the integral Hodge conjecture holds, cf. Section 6.3.4. In fact, the cycle class map is an isomorphism, i.e. \( \text{CH}^2(X)_{\text{hom}} = 0 \), an assertion that holds for all smooth cubic hypersurfaces of dimension \( n \geq 4 \).

Indeed, by a result of Bloch and Srinivas [73, Thm. 1 (ii)] one knows that for a smooth complex projective variety \( X \) with \( \text{CH}_0(X) \cong \mathbb{Z} \) the Abel–Jacobi map induces isomorphisms of groups \( \text{CH}^2(X)_{\text{alg}} \cong \text{CH}^2(X)_{\text{hom}} = J^3(X) \), cf. (3.11) in the proof of Corollary 5.3.16. This indeed proves

\[
\text{CH}^2(X)_{\text{hom}} = 0 \text{ if } \dim(X) \geq 4,
\]
as \( H^3(X, \mathbb{Q}) = 0 \) for cubics of dimension at least four.

For cubic hypersurfaces of dimension \( n \geq 5 \), Paranjape [385] shows that \( \text{CH}^{n-1}(X) \otimes \mathbb{Q} \cong \mathbb{Q} \), see also [427] and the discussion after (4.1) below. Furthermore, one expects

\[
\text{CH}_i(X) \otimes \mathbb{Q} \cong \mathbb{Q} \text{ for } 3(i+1) \leq n + 1,
\]
see [385, Conj. 1.8].

A quadratic bound is implied by a result of Esnault, Levine, and Viehweg [175]: For a smooth cubic hypersurface \( \text{CH}_i(X) \otimes \mathbb{Q} \cong \mathbb{Q} \) holds for all \( i \) with \( \frac{n+1}{2} \leq n + 1 \). Furthermore, in dimension five, results by Otwinowska [382], Hirschowitz–Iyer [234], and Lewis [320] also show that \( \text{CH}^3(X) \otimes \mathbb{Q} \cong \mathbb{Q} \). Hence, for a smooth cubic hypersurface \( X \subset \mathbb{P}^n \) all Chow groups are trivial.\(^{13}\)

\[
\text{CH}^i(X) \otimes \mathbb{Q} \cong \mathbb{Q}, \ i = 0, \ldots, 5.
\]

The ring structure of \( \text{CH}^*(X) \) is another interesting object of study. Not much is known but recently Diaz [153] showed that the multiplication map

\[
(\text{CH}^i(X) \otimes \mathbb{Q}) \otimes (\text{CH}^j(X) \otimes \mathbb{Q}) \to \text{CH}^{i+j}(X) \otimes \mathbb{Q}
\]
is of rank at most one.

Following the general philosophy of these notes that cubic hypersurfaces should be studied by means of their Fano varieties of lines, one would like to describe the Chow group \( \text{CH}_1(X) \) of one-dimensional cycles and the subgroup generated by lines. As first observed by Paranjape [385, Sec. 4.1] and later reproved and extended by Shen [427, Thm. 1.1], lines do generate the full \( \text{CH}_1(X) \) or, equivalently, for a smooth cubic hypersurface \( X \subset \mathbb{P}^{n+1} \) of dimension \( n > 1 \) the Fano correspondence induces a surjection

\[
\text{CH}_0(F(X)) \to \text{CH}_1(X).
\]

\(^{13}\) Thanks to R. Laterveer for help with the references.
Paranjape’s original idea uses quadric fibrations of cubics as discussed in Section 1.5.2 and the classical fact that Chow groups of one-cycles on quadric hypersurfaces are generated by lines.

By Section 2.3.1, for smooth cubics of dimension at least five the Fano variety $F(X)$ is Fano, i.e. the dual of its canonical bundle is ample, and hence $F(X)$ is rationally connected. Thus, $\text{CH}_0(F(X)) \cong \mathbb{Z}$ and, therefore, (4.1) implies $\text{CH}_1(X) \cong \mathbb{Z}$. For smooth cubic hypersurfaces of dimension $n \geq 5$ the group of two-dimensional cycles $\text{CH}_2(X)$ has been investigated by Mboro [349] showing that it is generated by rational surfaces and in fact by planes contained in $X$ for $n \geq 7$.

**Remark 4.1.** For cubics of dimension three and four, (4.1) is more interesting. In particular, the map is not injective.

(i) For example, for smooth cubic threefolds, we have the decomposition $\text{CH}_1(Y) = \text{CH}^3(Y) \cong \mathbb{Z} \oplus \text{CH}^2(Y)_{\text{hom}} \cong \mathbb{Z} \oplus J(Y)$, while the Chow group $\text{CH}_6(F(Y))$ of the Fano surface $F(Y)$ is non-representable, i.e. the kernel of (4.1) cannot be parametrized by a scheme of finite type.

(ii) For a smooth cubic fourfold $X \subset \mathbb{P}^5$ the kernel of (4.1) is divisible. This was observed by J. Shen and Yin [425, Lem. 1.2] relying on a result by M. Shen and Vial [429, Sec. 20]. Since $\text{CH}_6(F(X))$ is torsion free by Roitman’s theorem, this proves that $\text{CH}_1(X)$ is torsion free as well. The kernel of (4.1) was described more explicitly by M. Shen and Vial as the homologically trivial part of the subgroup generated by $[L_1] + [L_2] + [L_3]$ for triangles $\mathbb{P}^2 \cap X = L_1 \cup L_2 \cup L_3$. In Remark 6.3.24 it was mentioned already that $\text{CH}^3(X)_{\text{alg}} \otimes \mathbb{Q} \cong \text{CH}^3(X)_{\text{hom}} \otimes \mathbb{Q} \cong \text{CH}^2(F(X))_{\text{hom}} \otimes \mathbb{Q}$.

The Chow ring of the Fano variety $F(X)$ of a smooth cubic fourfold has been investigated from the hyperkähler perspective in great detail by Shen and Vial [429]. In particular, they define a natural filtration of $\text{CH}^i(F(X))$, $i = 0, \ldots, 4$ and introduce a certain splitting. The filtration should be seen as an instance of the Bloch–Beilinson filtration conjectured to exist, with natural functoriality properties, for arbitrary smooth projective varieties. The splitting of the filtration is, however, a special feature of hyperkähler manifolds. This was initiated by Beauville [53] and further studied by Voisin [478]. In particular, the cycle class map injects the subring of $\text{CH}^i(F(X))$ generated by $\text{CH}^i(F(X))$ (and all Chern classes of $F(X)$) into cohomology. This ‘weak splitting property’ was first observed for K3 surfaces by Beauville and Voisin [60], but it remains an open question for general hyperkähler manifolds.

### 4.2 Decomposition of the diagonal

A smooth projective variety $X$ of dimension $n$ is said to have an integral Chow theoretic decomposition of the diagonal if

$$[\Delta] = [X \times \{x\}] + [Z] \in \text{CH}^n(X \times X)$$

(4.2)
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for some point $x \in X$ and such that the first projection $Z \to X$ is not surjective. If (4.2) only holds with rational coefficients, so

$$N \cdot [\Delta] = N \cdot [X \times \{x\}] + [Z] \text{ in } \text{CH}^n(X \times X) \quad (4.3)$$

for some $N > 0$ and with $Z$ as before, one says that $X$ has a rational Chow theoretic decomposition of the diagonal. Further weaker versions can be introduced by requiring (4.2) to hold only up to algebraic equivalence or in integral or rational cohomology.

This notion has its origin in the paper by Bloch and Srinivas [73] and has more recently been explored in a series of papers by Voisin [480, 481, 483]. We summarize some of the results that concern cubic hypersurfaces.

• First, Bloch and Srinivas [73] prove that any smooth complex projective variety of dimension $n$ with $\text{CH}^0(X) = \text{CH}^n(X) \cong \mathbb{Z}$, so for example a rationally connected variety, admits a rational Chow theoretic decomposition of the diagonal. This certainly applies to unirational varieties and so to all cubic hypersurfaces of dimension at least two. A rational or stably rational variety even admits an integral Chow theoretic decomposition, which is not true for general rationally connected varieties.

• Second, a smooth projective variety $X$ admits an integral Chow theoretic decomposition of the diagonal if and only if its $\text{CH}^0$ is universally trivial, i.e. $\text{CH}^0(X_K) = \mathbb{Z}$ for all field extensions $K/k$.

• Third, if there exists a dominant rational map $\mathbb{P}^n \to X$ of degree $N$ then (4.3) exists with this $N$. In particular, using Corollary 2.1.21, for any smooth cubic hypersurface $X \subset \mathbb{P}^{n+1}$ of dimension $n \geq 2$ there exists a decomposition of the form

$$2 \cdot [\Delta] = 2 \cdot [X \times \{x\}] + [Z] \text{ in } \text{CH}^n(X \times X)$$

with $Z$ as before.

**Example 4.2.** If a cubic hypersurface also admits a parametrization $\mathbb{P}^n \to X$ of odd degree $N$, then it admits an integral Chow theoretic decomposition of the diagonal.

Thus, by results of Hassett [227, Cor. 40] and Lai [304, Thm. 0.1] the generic cubic fourfold $X \in C_d$ with $d = 14, 18, 26, 30, 38, 42$ admits an integral Chow theoretic decomposition of the diagonal, cf. Remark 6.5.17.

Note that rationality of $X$ implies the existence of (4.3), but at least conjecturally the generic $X \in C_d$ for $d = 18$ or $d = 30$ provides a counterexample to the converse.

The first result of Voisin [483, Thm. 1.1] to be mentioned here states that the possible variants of integral decompositions of the diagonal essentially all coincide for cubic hypersurfaces (with certain restrictions on the dimensions). This makes use of the fact that the residual map $X^{[2]} \to \mathbb{P}^n | X \to X$ is rationally a $\mathbb{P}^n$-bundle, see Section 2.4.1.
Theorem 4.3 (Voisin). Let \( X \subset \mathbb{P}^{n+1} \) be a smooth cubic fourfold or a cubic hypersurface of odd dimension \( n \). Then \( X \) admits an integral Chow theoretic decomposition of the diagonal if and only if it admits an integral cohomological decomposition of the diagonal.

Another concept of interest is the essential \( \text{CH}_0 \)-dimension, defined as the minimal \( m \) such that there exists a closed subset \( Z \subset X \) of dimension \( m \) for which the pushforward \( \text{CH}_0(Z_K) \rightarrow \text{CH}_0(X_K) \) surjective for all field extensions \( K/k \). Clearly, if \( X \) admits an integral Chow theoretic decomposition of the diagonal, then its essential \( \text{CH}_0 \)-dimension is zero. According to [483, Thm. 1.3], only one other essential \( \text{CH}_0 \)-dimension is possible for very general cubic hypersurfaces.

Theorem 4.4 (Voisin). If \( X \subset \mathbb{P}^{n+1} \) is a very general cubic hypersurface of dimension \( n \), then its essential \( \text{CH}_0 \)-dimension is 0 or \( n \).

Remark 4.5. An integral (Chow theoretic or, equivalently, cohomological) decomposition of the diagonal is known to exist for certain cubic hypersurfaces of dimension three and four:

(i) According to [483, Thm. 5.6], a smooth cubic threefold \( Y \subset \mathbb{P}^4 \) admits a decomposition of the diagonal if and only if the class \( (1/4!) \cdot [\Xi]^4 \in H^6(J(Y), \mathbb{Z}) \) is algebraic, cf. Section 5.3.3 and Remark 5.4.14. Moreover, Voisin shows [483, Thm. 4.5] that there exists a countable union of closed subsets of codimension at most three in \( |\mathcal{O}_{\mathbb{P}^3}(3)|_{\text{sm}} \) for which this condition is satisfied and which, therefore, parametrize cubics that admit an integral Chow theoretic decomposition of the diagonal. In these cases, \( J(Y) \) is shown to be isogenous to a Jacobian of a curve via an isogeny of odd degree.

The cohomological condition on the intermediate Jacobian \( J(Y) \) is satisfied for stably rational cubic threefolds, but at this point no smooth stably rational cubic threefold is known.

(iii) Generalizing the examples mentioned in Example 4.2, Voisin proves [483, Thm. 5.6] that every cubic fourfold \( X \in \mathcal{C}_d \) with \( d \equiv 2 \pmod{4} \) admits an integral decomposition of the diagonal. Note that this numerical condition is implied by the stronger condition \( (\ast \ast) \) in Section 6.5.2, which by Conjecture 6.5.15 is expected to be equivalent to the rationality of \( X \). As a rational cubic fourfold certainly admits an integral decomposition of the diagonal, the picture is consistent. However, it also shows again that rationality should be strictly stronger than the existence of an integral decomposition of the diagonal.

4.3 Finite-dimensional motives

Recall from Remark 1.1.11 that the motive \( h(X) \) of a smooth hypersurface \( X \subset \mathbb{P}^{n+1} \) of degree \( d \) in the category of rational Chow motives \( \text{Mot}(k) \) admits a (multiplicative) decomposition, cf. [153, 184, 388]:

\[
h(X) = h(X)_{\text{pr}} \oplus \bigoplus_{i=0}^{n} \mathbb{Q}(-i),
\]
for which the primitive part \( h(X)_{pr} \) has cohomology concentrated in degree \( n \) and its Chow group \( CH^n(h(X)_{pr}) \) contains the homological trivial part of \( CH^n(X) \). Guletskiï [213] uses a constant cycle surface in \( F(X) \) constructed by Voisin [478] to prove that for cubic fourfolds the decomposition is in fact defined integrally.

In earlier parts of these notes we have studied links between the motive of the cubic \( X \subset P^{n+1} \) and the motive of its Fano variety \( F(X) \). For example, in Section 2.4.2 we expressed \( h(F(X)) \) as a direct summand of the symmetric product \( S^2 h(X) \). More specifically, in Remark 5.3.17 we observed an isomorphism of rational Chow motives

\[
h^3(Y) \cong h^1(F(Y))
\]

for a smooth cubic threefold \( Y \subset P^4 \) and in Remark 6.3.24 the isomorphism

\[
h(X)_{tr} \cong h^2(F(X))_{tr}(1)
\]

for smooth cubic fourfolds \( X \subset P^5 \) was mentioned.

The rational Chow motive \( h(X) \) of any smooth projective variety \( X \) is conjectured to be finite-dimensional in the sense of Kimura and O’Sullivan [21, 272]. But even in small dimensions this is still an open problem.

For example, only very few K3 surfaces are known to have motives of finite dimension. For complex projective varieties the following criterion, observed by Vial [469, Thm. 4], is sometimes useful.

**Proposition 4.6.** Assume that \( X \) is a smooth complex projective variety such that all Abel–Jacobi maps \( CH^i(X)_{hom} \otimes \mathbb{Q} \hookrightarrow J^{2i-1}(X) \otimes \mathbb{Q} \) are injective. Then the rational Chow motive \( h(X) \) of \( X \) is finite-dimensional.

**Remark 4.7.** (i) Recall from the discussion in Section 2.4.2 that with \( h(X) \) for a cubic hypersurface \( X \) also the motive \( h(F(X)) \) of its Fano variety of lines is finite-dimensional [307].

(ii) For smooth cubic hypersurfaces finite-dimensionality is known in dimension \( n \leq 3 \). For cubic curves and cubic surfaces this is obvious and for cubic threefolds this was discussed already in Remark 5.3.17, tacitly relying on Proposition 4.6.

For cubic threefolds one can alternatively follow arguments by Diaz [152] and first use the Albanese map \( a: F = F(Y) \longrightarrow A(F) \) in conjunction with Corollary 5.3.16 to produce a split surjection \( h(A(F)) \longrightarrow h(F) \). Since the motive of an abelian variety is finite-dimensional, one obtains the finite-dimensionality of \( h(F) \) and consequently also of \( h(Y) \).

(iii) For cubic fourfolds the question is wide open. In particular, it is known that the Abel–Jacobi map \( CH^3(X)_{hom} \longrightarrow J^3(X) = 0 \) is not injective and so Proposition 4.6 does not apply.

However, maybe not surprisingly, since the Kimura–O’Sullivan conjecture is open for the general polarized K3 surface of any degree, nothing is known for the general cubic in any of the Hassett divisors $M \cap C_d \subset M$.

Just to mention one example, a cubic fourfold that can be described as a triple cover $X \rightarrow P^4$ branched over a cubic threefold $Y \subset P^4$, see Section 1.5.6, has a finite-dimensional Chow motive. Indeed, Laterveer [308] deduces this from the surjective morphism $\text{Bl}_{S \times X_0} (Y \times E) \rightarrow X$ constructed in Section 1.5.6. Here, $E$ is an elliptic curve and $X_0$ consists of three points, which both have finite-dimensional motives. Cubic fourfolds of this type account for a ten-dimensional family in the moduli space of all cubic fourfolds and intersecting with the family with Hassett divisors leads to nine-dimensional families of K3 surfaces of unbounded degree with finite-dimensional motives.

Similarly, the motive of a smooth cubic fourfold given by an equation of the form $F = f(x_0, x_1, x_2, x_3) + x_3^4 + x_3^5$ is finite-dimensional [307, Cor. 17].

(iii) Somewhat surprisingly, smooth cubic hypersurfaces $X \subset P^6$ of dimension five are also known to have finite-dimensional motives. This follows again from Proposition 4.6 and $\text{CH}^i(X) \otimes \mathbb{Q} \cong \mathbb{Q}$, $i = 0, \ldots, 5$, mentioned before.\footnote{Thanks to R. Laterveer for the explanation.}

(iv) Not much is known in this respect for cubics of dimension at least six. Of course, by induction and using the triple cover construction, one can construct smooth cubic hypersurfaces with finite-dimensional motives in any dimension.

### 4.4 Kuznetsov component versus motives

The Kuznetsov component $A_X$ of a cubic hypersurface $X \subset P^{n+1}$ is the most interesting part of the semi-orthogonal decomposition $D^b(X) = \langle A_X, O_X, \ldots, O_X(n-2) \rangle$. For example, one always has $K(X) \cong K(D^b(X)) \cong K(A_X) \oplus \mathbb{Z}^{n-1}$.

**Example 4.8.** Let us first examine the case of cubic surfaces $S \subset P^3$ and cubic threefolds $Y \subset P^4$.

(i) For a smooth cubic surface $S$ one finds

$$K(A_S) \cong \mathbb{Z}^{68}.$$ 

Indeed, this follows from the semi-orthogonal decomposition (2.1) in Section 2.1 obtained from viewing $S$ as the blow-up of $P^2$ and the resulting semi-orthogonal decomposition of the Kuznetsov component $A_S = (\bigoplus_{i=1}^6 O_{E_i}(-1), O_S(-2), O_S(-1))$.

(ii) The situation is more interesting for cubic threefolds. Here one has

$$K(A_Y) \cong J(Y) \oplus \mathbb{Z},$$
which follows from $\text{CH}^2(Y)_{\text{hom}} \cong J(Y)$. As $K(Y)$ and $\text{CH}^1(Y)$ are typically compared via the Chern character, the result is a priori only valid after tensoring with $\mathbb{Q}$.

**Example 4.9.** Assume $X \subset \mathbb{P}^5$ is a smooth cubic fourfold with $A_X \cong D^b(S)$ for some K3 surface $S$. As observed by Bülles [100, Thm. 0.3], in this case, a more geometric analogue of the isomorphism of Grothendieck groups is the isomorphisms

$$h_{\text{tr}}(S) \cong h(X)_{\text{tr}}(1) \quad (4.4)$$

in the category of rational Chow motives $\text{Mot}(k)$. Here,

$$b(S) = b_{\text{alg}}(S) \oplus b_{\text{tr}}(S) \quad \text{and} \quad b(X) = b_{\text{alg}}(X) \oplus b_{\text{tr}}(X)$$

with $b_{\text{alg}}(S) = \mathbb{Q} \oplus \mathbb{Q}(-1)^{\rho(S)} \oplus \mathbb{Q}(-2)$ and $b_{\text{alg}}(X) = \bigoplus_{i=0}^4 \mathbb{Q}(-i) \oplus \mathbb{Q}(-2)^{\rho(X)-1}$, where as before $\rho(X) = \dim H^2(X, \mathbb{Q})$.

Taking Chow groups of (4.4) leads to an isomorphism

$$\text{CH}_0(S)_{\text{hom}} \otimes \mathbb{Q} \cong \text{CH}_1(X)_{\text{hom}} \otimes \mathbb{Q}.$$

This should really be an isomorphism between the integral Chow groups. Indeed, both groups $\text{CH}_0(S)$ and $\text{CH}_1(X)$ divisible and the former is also torsion free (and probably also the latter).

**Remark 4.10.** There are well known and conjectural links between the various notions of motives summarized by the diagram

$$
\begin{array}{ccc}
\text{K}_0(\text{Var}_k) & \longrightarrow & \text{K}_0(\text{Mot}_k) \\
\downarrow & & \uparrow \text{A} \\
\text{K}_0(\text{Var}_k)[L^{-1}] & \longrightarrow & \text{K}_0(\text{dg-cat}_k). \\
\downarrow & & \downarrow \\
\text{K}_0(\text{Var}_k)/(L-1) & \longrightarrow & \text{K}_0(\text{dg-cat}_k).
\end{array}
$$

The existence of the dotted arrow on the right is unclear and should, in any case, only exist on the image of the horizontal arrow on the bottom.

For two smooth cubic hypersurfaces $X, X' \subset \mathbb{P}^{n+1}$ with equivalent Kuznetsov components $A_X \cong A_{X'}$, the diagram reflects the expectation that the classes of their motives coincide, i.e. $[b(X)] = [b(X')] \in \text{K}_0(\text{dg-cat}_k)$, or even that their motives are isomorphic, i.e. $b(X) \cong b(X')$. Note that the general conjecture that $b(Z) \cong b(Z')$ for any two smooth projective varieties with equivalent derived categories $D^b(Z) \cong D^b(Z')$ is still very much open. But it has been proved for K3 surfaces [251] and the combination of this result with Example 4.9 lends further evidence to the general conjectural picture. In fact, Fu and Vial [185] prove that for smooth cubic fourfolds $A_X \cong A_{X'}$ implies $b(X) \cong b(X')$ as Frobenius algebra objects.
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  intermediate Jacobian, 253
  Kuznetsov component, 402
  rational, 79, 252
  nodal hypersurface, 78
node
  see ordinary double point, 78
Noether–Lefschetz divisor, see Hassett divisor
normal bundle, 95
  of Fano variety, 329
  of F2 in Fano variety, 330
  of F1 in Fano variety, 336
  of Fano variety in Grassmann variety, 113
  K3 surface in P4, 277
  line in cubic fourfold, 264, 311
  line in cubic hypersurface, 97, 98
  line in cubic threefold, 206
  line in projective space, 96
  scroll in cubic fourfold, 298
universal line, 117
normal bundle sequence, 15, 17, 19, 20, 44, 48, 98, 113, 222, 268, 298, 301, 329
orbit closure, 159
ordinary double point, 31, 33, 39, 74, 75, 78, 79, 151, 211, 217, 218, 251, 253, 277, 279–282, 320, 330, 335, 347
  cubic surface, 197, 198
  maximal number, 79, 257
period domain, 162
  compact dual, 162
  cubic fourfold, 354, 356, 359
  K3 surface, 356
period map
  cubic fourfold, 164, 354
  cubic surface, 201
  cubic threefold, 164, 260
Pfaffian cubic fourfold, 285
  Fano variety, 291, 303, 308, 318, 411
  Hassett divisor, 346, 347
  Hodge structure, 302
  K3 surface, 287, 293, 296, 315, 354
  Kuznetsov component, 303, 397, 400, 401, 407
  motive, 297, 301
  plane, 269, 397
quartic scroll, 284, 297, 303
quintic del Pezzo, 288, 299–301
rational, 300, 301, 349
very general, 299, 303, 319
Pfaffian cubic surface, 184, 257, 258
Pfaffian cubic threefold, 256–258
Picard group
cubic fourfold, 263
cubic surface, 169, 171
cubic threefold, 227
Fano variety, 113, 133, 276, 303, 318, 319, 332
Hilbert scheme, 321
hypersurface, 15, 16
K3 surface, 276
Picard number
Fano variety, 207, 228, 250, 257, 322, 337
Picard–Lefschetz formula, 40
Pfackler coordinates, 119
Pfackler polarization, 91, 112, 119, 138, 141, 142,
206, 270, 287, 292, 309, 313, 321, 323, 328,
332, 337, 341, 352, 399
BBF square, 316
degree, 206, 264, 316
Fano correspondence, 137
K3 surface, 292
Pfaffian, 291
spinor varieties, 93
Voisin endomorphism, 339
polar, 81, 141, 181
pole filtration, 68
Porteous formula, 110, 295, 324, 335
Prym variety, 233, 243
as polarized abelian variety, 235
dimension, 234
not a Jacobian, 250
quadric, 117, 120, 142, 253, 277, 278, 280, 282, 292
cubic fourfold, 283, 284
Fano variety, 92
Kuznetsov component, 376
spinor bundle, 376
quadric fibration, 70, 72
Chow group, 413
cubic fourfold, 269, 274
cubic surface, 204
cubic threefold, 75, 216
derived category, 400
discriminant divisor, 73–75, 269
smooth, 269, 271
Fermat cubic, 74
section, 76, 274, 398
unirationality, 76
quotient, 147
categorical, 147, 152
geometric, 148, 152
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GIT, 148, 156, 195
good, 148, 149
rational, 14, 28, 76, 77
cubic fourfold, 77, 268, 274, 349, 350, 396
cubic surface, 78
cubic threefold, 249, 251
nodal cubic, 79, 252
Pfaffian cubic fourfold, 300, 301
stably, 251
residual category, \textit{see} Kuznetsov component
residual conic, 74, 183, 216, 217
residual line, 211–214, 220, 254, 264
residual quadric, 73, 74, 268–270, 274
resultant, 32
Rostman's theorem, 413
Schläfi double six, 191
Schläfi graph, 190
scroll, 283, 284, 297, 301, 303, 347, 349, 401
Segre cubic, 80, 256, 257
Serre functor, 373
hypersurface, 375
Kuznetsov component, 378, 381
orthogonal complement, 374
spinor variety, 93
stable, 147
(co)tangent bundle, 16
bundle, 364
cubic fourfold, 362, 364, 365
cubic surface, 197
cubic threefold, 252, 255
hypersurface, 149
semi-, 149, 255, 362, 364
sheaf, 282, 353
subcategory
admissible, 372, 374
orthogonal, 369, 372, 374
thick, 369, 370
Sylvester form, 185, 196, 257
symplectic form, 304, 308, 312, 343, 408
tangent bundle
Fano surface, 221
stable, 16
tangent space
projective, 103
tangent to a line, 101–104, 110, 211, 264, 339, 340
Tate motive, 17, 125
Tate twist, 128
Torelli
categorical, 392
Index

general, 166, 167
generic, 166, 167
cubic threefold, 167
generic, 166, 167
twisted cubic, 166
geometric, 119, 227, 313, 394, 407
global, 166
cubic fourfold, 312, 338, 359, 406
cubic threefold, 201, 202, 243, 394
cubic curve, 242, 246
derived, 389, 392, 405, 406
hyperkähler manifold, 304, 307, 312, 321
K3 surface, 167, 279, 307, 358, 359
nodal cubic, 252, 279
infinitesimal, 64, 69, 141, 165–167, 202
local, 165, 167
local versus infinitesimal, 164
strong
cubic curve, 248
cubic fourfold, 312
cubic threefold, 248
variational, 70, 166, 167, 244
transcendental lattice, 316
triple cover, 70, 83, 85, 183, 198, 202, 417
tritangent plane, 188, 189, 192, 193
Tschirnhaus bundle, 78
unirational, 14, 16, 75–77, 99, 101, 257, 350
Hassett divisor, 160, 360, 361
Lüroth problem, 100, 248
moduli space, 159
universal coefficient theorem, 14, 216
universal family, 146, 152
étale locally, 153
cubic surface, 193
K3 surface, 153
line
through point, 209
non-existence, 153
over open subsets, 153
quartic curves, 193
universal hypersurface, 26, 28, 91, 158, 195
universal line, 115–118, 123, 127, 134, 206, 208, 265, 271
universal Pfaffian, 285
vanishing class, 40, 41
vanishing cohomology, 40
vanishing lattice, 41
vanishing sphere, 40
Veronese surface, 283, 284, 347
Voisin endomorphism, 339, 341
Weil conjectures, 28, 136, 171, 205, 250
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A
Albanese variety of a Fano surface: Alb(F).

\(A_2\)
\(A_3\) lattice.

\(A_5\)
moduli space of principally polarized abelian fivefolds.

\(A_X\)
Kuznetsov component of a hypersurface.

\(a: F \rightarrow A\)
Albanese map.

\(\alpha_{P,X}\)
Brauer class associated with a plane in a cubic fourfold.

\(\text{Aut}(X)\)
group of automorphisms.

\(\text{Aut}(X, O_X(1))\)
group of polarized automorphisms.

\(\text{Aut}(\mathcal{D}^b(X)), \text{Aut}_s(\mathcal{D}^b(X))\)
group of (symplectic) exact equivalences.

\(\text{Bs}(L)\)
base locus of a line bundle \(L\).

\(\text{Bl}_L(X)\)
blow-up of a cubic in a line.

\(\text{Br}(X)\)
Brauer group.

\(\mathcal{C}\)
positive cone of a cubic surface.

\(\mathcal{C}\)
arithmetic quotient of period domain for cubic fourfolds.

\(\mathcal{C}_d\)
Hassett divisor of special cubic fourfolds.

\(\text{CH}^*\)
Chow ring.

\(C_L\)
curve of lines intersecting a given line \(L \subset Y\).

\(C_x\)
curve of lines through a point \(x\) in a cubic fourfold.

\(D_n\)
period domain for cubics of dimension \(n\).

\(\text{Coh}(X)\)
abelian category of coherent sheaves.

\(\mathcal{D}^b(X)\)
bounded derived category of coherent sheaves.

\(\mathcal{D}^b(X, \alpha)\)
bounded derived category of twisted coherent sheaves.

\(\text{Diff}(X)\)
diffeomorphism group.

\(\text{disc}(A)\)
discriminant of lattice \(A\).

\(E_8\)
\(E_8\)-lattice.

\(E_6\)
\(E_6\)-lattice.

\(F(X)\)
Fano variety of lines (in a cubic fourfold).

\(F(Y)\)
Fano variety of lines in a cubic threefold.

\(F_2(X)\)
Fano variety of lines of the second type.

\(F_2(X)\)
Fano variety of lines intersecting a given line.

\(F_p\)
Fano variety of lines intersecting a given plane.

\(g\)
Plücker polarization (as cohomology class).

\(\Gamma\)
primitive cohomology of a cubic fourfold.

\(\Gamma(d,n)\)
monodromy group \(\subset \text{O}(H^n(X, \mathbb{Z}))\).

\(\mathcal{G}\)
Grassmann variety.
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GL  general linear group.
h  cohomology class of a hyperplane section.
$H'(X,y)$  primitive cohomology.
$\tilde{H}(S,\mathbb{Z})$  Mukai lattice of a K3 surface.
$\tilde{H}(X,\mathbb{Z}),\tilde{H}(A,\mathbb{Z})$  Mukai lattice of a cubic fourfold.
b(X)  Chow motive of a variety.
HS  category of polarizable integral pure Hodge structures.
$J(Y)$  intermediate Jacobian of a cubic threefold.
$J(X)$  Jacobian ideal.
$\text{Ker}(\omega)$  kernel of a symplectic form: $\text{Ker}(\omega: W \rightarrow W^*)$.
$K(X) = K(\text{Coh}(X))$  Grothendieck group.
$K_0(\text{Var}_k)$  Grothendieck ring of varieties.
$K_{top}$  topological K-theory.
$L_d$  extended Picard lattice of a polarized K3 surface.
$L_p: L \rightarrow F$  universal line over the Fano variety.
$L_{\Theta}$  universal line over the Grassmann variety.
$q: L \rightarrow X$  universal line over a cubic.
$[L]^2$  Hilbert scheme of the universal line over the Fano variety.
$L_{D_0}$  left mutation.
$\Lambda$  lattice of a K3 surface: $H^2(S,\mathbb{Z})$. 
$\Lambda_d$  lattice of a polarized K3 of degree $d$: $H^2(S,\mathbb{Z})_{pr}$.
$\tilde{\Lambda}$  Mukai lattice: $\Lambda \oplus U$.
$\text{Mot}(k)$  category of rational Chow motives.
$\text{NS}$  Néron–Severi lattice.
$\mathcal{N}_{1/\mathbb{Q}}$  normal bundle of a line in a cubic.
$O$  orthogonal group of a lattice.
$O^+ \subset O$  kernel of the spinor norm.
$\hat{O} \subset O$  orthogonal group fixing a class $h^{n/2}$.
$\mathbb{P}(V)$  projective space of lines.
$\mathbb{P}(\mathcal{F})$  projective bundle of lines in fibres of $\mathcal{F}$.
$\text{Pf}$  Pfaffian.
$\psi: H^*(X) \rightarrow H^{n-2}(F)$  Fano correspondence.
$\phi: \text{Bl}_P \rightarrow \mathbb{P}$  quadric fibration.
$\text{Pic}(X)$  Picard group.
$\mathcal{P}^*: S \rightarrow D$  period map.
$P_L$  maximal linear space tangent to a line $L$.
$\text{Prym}(C/D)$  Prym variety.
$P'$  dual plane of lines in $P \subset X$.
$q(\alpha)$  Beauville–Bogomolov–Fujiki quadratic form.
$Q$  universal quotient bundle over the Grassmann variety.
$Q_F$  universal quotient bundle over the Fano variety.
$R_{D_0}$  right mutation.
$R(Y)$  curve of lines of the second type in cubic threefold.
$R(X)$  Jacobian ring.
$\rho(X)$  Picard number.
$\text{SL}$  special linear group.
$S$  universal subbundle over the Grassmann variety.
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_T$</td>
<td>universal subbundle over the Fano variety.</td>
</tr>
<tr>
<td>$S_X$</td>
<td>Serre functor.</td>
</tr>
<tr>
<td>$S$</td>
<td>cubic surface or K3 surface.</td>
</tr>
<tr>
<td>$S_P$</td>
<td>K3 surface associated with a plane in a cubic.</td>
</tr>
<tr>
<td>$S^{[2]}$</td>
<td>Hilbert scheme of a K3 surface.</td>
</tr>
<tr>
<td>$\Sigma_P$</td>
<td>quartic normal scroll in Pfaffian cubic.</td>
</tr>
<tr>
<td>$\text{sign}(\Lambda)$</td>
<td>signature of lattice $\Lambda$.</td>
</tr>
<tr>
<td>$\mathbb{Z}(n)$</td>
<td>Tate twist or twist of the trivial rank one lattice.</td>
</tr>
<tr>
<td>$T_1(F)$</td>
<td>tangent space of Fano variety at a line.</td>
</tr>
<tr>
<td>$T_X$</td>
<td>tangent sheaf of a variety.</td>
</tr>
<tr>
<td>$\mathbb{T}_X$</td>
<td>projective tangent space.</td>
</tr>
<tr>
<td>$U$</td>
<td>hyperbolic plane with standard basis $e, f$.</td>
</tr>
<tr>
<td>$V$</td>
<td>vector space underlying $\mathbb{P}^{n+1} = \mathbb{P}(V)$.</td>
</tr>
<tr>
<td>$W$</td>
<td>Weyl group.</td>
</tr>
<tr>
<td>$Y$</td>
<td>cubic threefold.</td>
</tr>
<tr>
<td>$X$</td>
<td>cubic fourfold.</td>
</tr>
<tr>
<td>$\Xi$</td>
<td>theta divisor of Albanese variety.</td>
</tr>
<tr>
<td>$X_V$</td>
<td>Pfaffian cubic fourfold.</td>
</tr>
<tr>
<td>$X^{[2]}$</td>
<td>Hilbert scheme of subschemes of length two.</td>
</tr>
<tr>
<td>$(,)$</td>
<td>intersection pairing.</td>
</tr>
<tr>
<td>$\chi(,)$</td>
<td>Euler pairing.</td>
</tr>
<tr>
<td>$(**)$</td>
<td>Hassett condition for special cubic fourfolds.</td>
</tr>
<tr>
<td>$(***)$</td>
<td>Addington–Hassett condition for special cubic fourfolds.</td>
</tr>
</tbody>
</table>