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1. Introduction

1.1. The theory of pure motives was introduced by Grothendieck in the 1960s and since then it

has become a powerful language to encode intersection-theoretic, cohomological, and arithmetic

data of smooth, projective varieties. The theory is held together by a large web of conjectures,

which are only proven for curves (Grothendieck standard conjectures, Kimura–O’Sullivan finite

dimensionality, Bloch–Beilinson, see [17]). The higher dimensional cases are still open, thus

the next step is to study the motive of a surface.

To this end, in [9], Kahn, Murre and Pedrini introduced a decomposition of the motive

associated to a surface, building on ideas developed in Murre’s paper [14]: Let S be a smooth,

connected, projective surface over a field k and let h(S) be its Chow motive, then

h(S) ∼= h0(S)⊕ h1(S)⊕ h2
alg(S)⊕ h2

tr(S)⊕ h3(S)⊕ h4(S).

This decomposition is called a refined Chow–Künneth decomposition for S. In the present

thesis, we study this decomposition, with emphasis on h2
tr(S), the transcendental motive of S.

The transcendental motive h2
tr(S) seems to be related to the Albanese kernel and to the

transcendental cohomology of S. However, this is hard to make precise. Moreover, the crucial

conjectures are not known for h2
tr(S). A point to start the study of h2

tr(S) is to analyze its

endomorphisms End(h2
tr(S)), or more generally Hom(h2

tr(S), h2
tr(S

′)) for surfaces S and S′.
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The main goal of this thesis is to present and prove two descriptions of Hom(h2
tr(S), h2

tr(S
′)),

following [9]:

Hom(h2
tr(S), h2

tr(S
′)) ∼=

CH2(S × S′)Q
J(S, S′)

,(1)

Hom(h2
tr(S), h2

tr(S
′)) ∼=

T
(
S′K(S)

)
F1 T

(
S′K(S)

) .(2)

In (1), J(S, S′) ⊆ CH2(S × S′)Q is the subspace generated by cycles on S × S′ that do not

dominate both factors. By the construction of motives, Hom(h2
tr(S), h2

tr(S
′)) is a subspace of

CH2(S × S′)Q. In a certain sense, description (1) is more natural, since the Chow group itself

is defined as a quotient of the cycle group.

In (2), T(S′K) is the Albanese kernel of S′K(S) = S′ ×k K(S) with rational coefficients. The

subspace F1 T(S′K(S)) is generated by the cycle classes of S′K(S) which are already defined on

S′L for some intermediate field k ⊆ L ⊆ K(S) of transcendence degree at most 1. Description

(2) witnesses the relationship of h2
tr(S) with the Albanese kernel of S.

As an application, we consider curves on surfaces. The transcendental motive lets us char-

acterize constant cycle curve, which were introduced by Huybrechts in [7]. Namely, a curve C

on S is a constant cycle curve if and only if the morphism h1(C)(1) → h2
tr(S)⊕ h3(S) is zero.

Moreover, we see that h2
tr(S) is the only obstruction for CH0(S) being the quotient CH0(C) for

a curve C on S, which essentially reproves a classical theorem of Mumford, [12].

1.2. Organization of results. In Section 2, we define Chow–Künneth decompositions in

general and introduce the refined Chow–Künneth decomposition and the transcendental motive

of a surface. In Section 3 We analyze, how morphisms behave with respect to Chow–Künneth

decompositions of curves and surfaces. In Section 4, this will be used to prove the main results

about the endomorphisms of h2
tr(S), and some easy consequences are drawn. In section 5 we

describe the relationship to constant cycle curves and Mumford’s theorem. We include two

appendices: In the first we collect some facts about extension of scalars and Galois descent. In

the second we give the foundations of Artin motives, which explains how to produce a motive

out of a Galois representation

1.3. Notation and conventions. We work over an arbitrary field k. Its separable closure is

denoted by ks, its algebraic closure by k̄. In this text, a variety is an integral scheme that is

separated and of finite type over k. A curve is smooth, connected, projective variety of dimen-

sion 1, and a surface is a smooth, connected, projective variety of dimension 2. For a variety

X, CHk(X) denotes the Chow group of codimension k-cycles modulo rational equivalence, and

CHk(X)0 and CHk(X)hom denote the subgroup of numerically respectively homologically trivial
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cycle classes. We fix a Weil cohomology theory H∗ with coefficients in a field of characteristic

0, and write cl for the cycle class map CHk(X)→ Hk(X)(k).

For an adequate equivalence relation∼, we denote the corresponding category of pure motives

by M∼, as defined in [17]. A special role is taken by 1 = (Spec k, id, 0) and the Lefschetz

motive L = (Spec k, id,−1). For a variety X, we write h(X) for the motive (X, id, 0). For any

motive M we write M(−k) for M ⊗ L⊗k. For a Chow motive M = (X, p, n), the Chow group

CHk(M)Q is by definition HomMrat(Lk,M) = p∗CHk+n(X)Q. For a morphism f : X → Y , we

get correspondences f∗ = Γf : h(X)→ h(Y ) and f∗ = Γtf : h(Y )(dX − dY )→ h(X).

1.4. Acknowledgments. I thank my advisor Daniel Huybrechts for helping me throughout

the whole process of writing this thesis, and for introducing me to Algebraic Geoemtry in

general and to the theory of motives in particular. I also would like to thank Johannes Anschütz,

Thorsten Beckmann, and Isabell Große-Brauckmann for discussions, and special thanks go to

Tim Bülles for many helpful suggestions improving an earlier version of this thesis.

2. The refined Chow–Künneth Decomposition

The goal of this section is to prove the existence of the refined Chow–Künneth decomposition

of a surface. In Sections 2.1 to 2.3 we briefly review Chow–Künneth decompositions in general,

the case of curves and Murre’s Picard and Albanese motive. This is enough to construct the

refined Chow–Künneth decomposition in Section 2.4.

2.1. Suppose X and Y are varieties over k, and let d = dim(X). For a fixed Weil cohomology

theory H∗ we consider Homgr(H
∗(X), H∗(Y )), graded vector space morphisms between H∗(X)

and H∗(Y ). There is a natural isomorphism

Φ: Homgr(H
∗(X), H∗(Y ))

'−→ H2d(X × Y )(d),

which is obtained by tensoring the Poincaré duality isomorphism H i(X)∗ ∼= H2d−i(X)(d) with

H i(Y ) and then using the Künneth isomorphism. Note that the cohomology group on the right

hand side contains all algebraic classes of degree d, i.e. cohomology classes of the form cl(Z)

for Z ∈ CHd(X × Y )Q. It is natural to ask for which morphisms f ∈ Homgr(H
∗(X), H∗(Y ))

the cohomology class Φ(f) is algebraic.

We are interested in the case Y = X. For example we may take f = id. One checks that

Φ(id) = cl[∆X ], the fundamental class of the diagonal, which is algebraic by definition. On

the other hand for i = 0, . . . , 2d let f = prHi(X) be the projection onto the degree i part.

We get cohomology classes πi := Φ(prHi(X)) satisfying
∑
πi = cl[∆X ], which are called the

Künneth components of the diagonal. One of the famous standard conjectures states that they

are algebraic, [17, 3.1.1], but this conjecture remains unsolved.

If the Künneth components are algebraic, say πi = cl(pi) for some correspondences pi ∈
CHd(X ×X)Q, then we may ask wether the equality

∑
pi = [∆X ] holds already on the level
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of rational Chow groups. Since the πi are orthogonal projectors, we also ask if the pi can be

chosen to be orthogonal projectors, that is pi ◦ pi = pi and pi ◦ pj = 0 for i 6= j. This leads to

the following definition.

Definition 2.1 ([15, Def 1.3.1]). A Chow–Künneth decomposition for X is a collection p0, . . . , p2d

of orthogonal projectors in CHd(X ×X)Q such that cl(pi) = πi and
∑
pi = [∆X ].

Murre proposed the following strengthening of the standard conjecture.

Conjecture 2.2 ([15, Conj. A]). Every smooth, projective variety has a Chow–Künneth de-

composition.

For a given Chow–Künneth decomposition p0, . . . , p2d we also get a decomposition of the

motive h(X), in every category of pure motivesM∼. Namely we set hi(X) = (X, pi, 0) and get

h(X) ∼=
2d⊕
i=0

hi(X).

If the Weil cohomology theory factors throughM∼ (for example ifM∼ =Mrat is the category

of Chow motives), then this gives a motivic splitting of the cohomology:

Hj(hi(X)) =

H i(X) if i = j

0 if i 6= j.

For geometrically connected X we have canonical isomorphisms H0(X) ∼= H0(Spec k) and

H2d(X) ∼= H2d(Pd) (the first isomorphism is induced by the canonical map X → Spec k, the

second follows by Poincaré duality). Thus we expect the motives h0(X) and h2d(X) to be

rather easy. More specific, only if x0 ∈ X(k) we take p0 = [x0 ×X], p2d = [X × x0]; if there is

no k-rational point, then we might also pick any effective zero-cycle Z0, renormalize it to have

degree 1, and set p0 = pr∗1(Z0), p2d = pr∗2(Z0). It is a classical computation, [17, 2.3(ii)], that

h0(X) := (X, p0, 0) ∼= 1 and h2d(X) := (X, p2d, 0) ∼= Ld, which corresponds to our expectations

from cohomology. Indeed all Chow–Künneth decompositions which we use in the following will

have p0, p2d as above.

2.2. (Curves). Before studying Chow–Künneth decompositions of surfaces in Section 2.4 we

review the Chow–Künneth decompositions of curves. So suppose that C is a curve and define

p0, p2 as above. We further set p1 = [∆C ] − p0 − p2, and one easily checks that p0, p1, p2 is a

Chow–Künneth decomposition for C. Note that (p1)t = p1.

The Chow groups of the Chow motives hi(C) ∈Mrat are easy to compute. Since h0(C) ∼= 1

and h2(C) ∼= L, their Chow groups are zero except for

CH0(h0(C)) ∼= Q, generated by [C] ∈ CH0(C)Q,

CH1(h2(C)) ∼= Q, generated by [Z0] ∈ CH1(C)Q.
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Now, since the Chow groups of the hi(C) have to add up to the Chow groups of C, the only

possibly nontrivial Chow group of h1(C) is CH1(h1(C)) ∼= CH1(C)Q/[Z0], which is isomorphic

to CH1(C)Q,0, the subspace generated by numerically trivial divisors.

For curves C,C ′, how does the space of morphisms HomMrat(h
i(C), hj(C ′)) look like? Since

h0(C) ∼= 1 and h2(C) ∼= L, for i 6= 1 this question reduces to the computation of the Chow

groups of hj(C ′). Note also that HomMrat(h
1(C), hj(C ′)) = HomMrat(h

2−j(C ′), h1(C))t, since

p1 is symmetric. Hence if j 6= 1 we can again reduce to computing Chow groups. So the only

exciting part is the isomorphism, [17, Thm. 2.7.2.(b)],

HomMrat(h
1(C), h1(C ′)) ∼= HomAV(JacC , JacC′)⊗Q,

where on the right side we have morphisms of abelian varieties between the Jacobians of C

and C ′. This link between Chow–Künneth components and abelian varieties will be further

explored in the next section.

2.3. (Picard and Albanese motive). Following Scholl, [19], for a smooth, projective variety

X of dimension d ≥ 2 we construct projectors p1, p2d−1 ∈ CHd(X ×X)Q lifting the Künneth

components π1, π2d−1, which we hope to complete to a full Chow–Künneth decomposition.

(This will succeed for the case that X is a surface in Section 2.4.)

In the spirit of Lemma A.1 (ii), to construct the correspondences p1, p2d−1 we may enlarge

the ground field k by a finite Galois extension k′/k. After such an extension we may pick a

smooth hyperplane section by Bertini’s theorem, [5, Thm. II.8.18]. Let h ∈ CH1(X)Q be its

class and m its degree. We take an effective zero-cycle Z0 with class the d-fold self-intersection

hd ∈ CHd(X) to construct p0 and p2d, that is p0 = 1
m pr∗1(Z0) and p2d = (p0)t.

Moreover note that the (d−1)-fold self-intersection hd−1 ∈ CHd−1(X) is the class of a smooth

connected curve C, see [5, Rem. III.7.9.1]. The inclusion i : C ↪→X induces morphisms on the

Picard and Albanese varieties, and we get a composition

α : (Pic0
X)red → (Pic0

C)red = AlbC → AlbX .

It turns out that α is an isogeny, [17, Lem. 6.2.3 (1)]. Thus by the general theory of abelian

varieties there is an isogeny β : AlbX → (Pic0
X)red and an integer n ≥ 1 such that α ◦ β and

β ◦ α are just multiplication by n. Now the universal properties of the Albanese and Picard

varieties gives us a divisor class β̃ ∈ CH1(X × X), namely β̃ = (β ◦ AJ× idX)∗c1(P), where

AJ: X → AlbX is the Abel–Jacobi map and P is the Poincaré bundle on (Pic0
X)red ×X.

We define an auxiliary correspondence

p? :=
1

n
β̃ · [C ×X]

and set

p1 := p? − 1

2
(p?)t ◦ p?, p2d−1 := (p1)t.
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We call p1 the Picard projector and p2d−1 the Albanese projector of X.1 Set hi(X) = (X, pi, 0)

for i = 0, 1, 2d− 1, 2d. Consequently, h1(X) is called the Picard motive and h2d−1(X) is called

the Albanese motive.

Theorem 2.3 ([19, Thm. 4.4, 4.5] and [14]). The correspondences p0, p1, p2d−1, p2d are orthog-

onal idempotents lifting the Künneth components of the diagonal. Moreover

(i) The Chow groups of h1(X) and h2d−1(X) vanish, except

CH1(h1(X)) = CH1(X)Q,0 ∼= (Pic0
X)red(k), CHd(h2d−1(X)) = CHd(X)Q,0/ ker(AJ).

Here, AJ: CHd(X)0 → AlbX is the Abel–Jacobi map.

(ii) (Hard Lefschetz) The following composition is an isomorphism:

h1(X) ↪→ h(X)
i∗◦i∗−−−→ h(X)(d− 1)� h2d−1(X)(d− 1)

(iii) For two varieties X,Y of dimension dX , dY with Picard and Albanese projectors as above

we have

HomMrat(h
1(X), h1(Y )) ∼= HomAV((Pic0

X)red, (Pic0
Y )red)⊗Q,

HomMrat(h
2dX−1(X)(dY − dX), h2dY −1(Y )) ∼= HomAV(AlbX ,AlbY )⊗Q .

Note that in (i) the Chow groups can be described in terms of abelian varieties: On one

hand CH1(X)Q,0 ∼= (Pic0
X)red(k)⊗Q. On the other hand, CHd(X)Q,0/ ker(AJ) ∼= AlbX(k)⊗Q,

since the Abel-Jacobi map is always surjective, see [20, Lem. 12.11] for a proof over C.

In (iii), the isomorphism does not only hold for morphisms in the category Mrat of Chow

motives, but rather inM∼ for any adequate equivalence relation ∼. This will be proved along

the way in Remark 3.9. We further remark that one does not loose any information on the left

hand side when tensoring with Q, as the following lemma shows:

Lemma 2.4. For two abelian varieties A,B the group HomAV(A,B) is torsion-free.

Proof. If φ : A→ B satisfies nφ = 0, then the image of φ is connected and lies in the finite set

of n-torsion elements in B, [13, II.6. App. 2]. This shows φ = 0. �

Remark 2.5. The correspondence p1 can be taken to be a cycle with support in C ×X, and

p3 can be taken to be a cycle with support in X × C. Indeed, p? = 1
n β̃ · [C ×X], and by the

moving lemma we may assume that β̃ intersects C × X properly, so that p? is defined as a

cycle with support in C × X. Similarly we replace (p?)t by a rationally equivalent cycle, so

that (p?)t ◦ p? is a cycle with support in C×X. The results for p? and (p?)t ◦ p? together imply

the result for p1 = p? − 1
2(p?)t ◦ p?. Taking transposes yields the result for p2d−1.

1In [19], Scholl actually defines p1 := p? − 1
2
p? ◦ (p?)t. With our definition, all the proofs still go through, but

the geometry of p1 is easier. Namely, Remark 2.5 holds.
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2.4. (Surfaces). The results above apply to a surface S, so we get orthogonal projectors

p0, p1, p3, p4. Now we just set

p2 = [∆S ]− p0 − p1 − p3 − p4,

and p0, . . . , p4 is a full Chow–Künneth decomposition of S.

The Chow groups fit into the following table

h0(S) h1(S) h2(S) h3(S) h4(S)

CH0 Q
CH1 (Pic0

S)red(k)⊗Q NS(S)Q

CH2 ker(AJ)⊗Q AlbS(k)⊗Q Q .

We get this from Theorem 2.3 and considerations similar to the case of curves. Here, NS(S) is

the Néron–Severi group of S and the empty spots are zero.

Interestingly, h2(S) is the only motive encoding two nontrivial pieces of information. This is

reflected by the fact that p2 splits into an algebraic and a transcendental part as follows.

Theorem 2.6 ([9, Pro. 2.3]). There exists a decomposition

p2 = p2
alg + p2

tr ∈ CH2(S × S)Q

into projectors that are mutually orthogonal and orthogonal to all pj , j 6= 2, such that the motive

(S, p2
alg, 0) is isomorphic to NS(Sks)Q ⊗ L. Here, NS(Sks)Q is the Artin motive associated to

the geometrical, rational Néron–Severi group NS(Sks)Q.

Definition 2.7. We call p0, p1, p2
alg, p

2
tr, p

3, p4 a refined Chow–Künneth decomposition of S. We

set h2
alg(S) = (S, p2

alg, 0) and h2
tr(S) = (S, p2

tr, 0), so that we get a splitting

h2(S) = h2
alg(S)⊕ h2

tr(S).

We call h2
tr(S) the transcendental motive of S.

By the construction which will be given in the proof we get (p2
alg)t = p2

alg, so that also

(p2
tr)

t = p2
tr. Moreover, the splitting p2 = p2

alg + p2
tr is unique. We will prove this in Corollary

2.10.

Remark 2.8. The Chow groups split as follows: By construction (see Proposition B.3)

CH1(h2
alg(S)) = NS(S)Q, CH2(h2

tr(S)) = ker(AJ)⊗Q,

and all other Chow groups vanish.

The cohomology also splits nicely: A fortiori, the only nontrivial cohomology group is H2.

We have that H2(h2
alg(S)) = H2

alg(S), the cohomology generated by the algebraic classes (up

to a Tate twist). We define the transcendental cohomology H2
tr(S) to be H2(h2

tr(S)). It is the

orthogonal complement to H2
alg(S) inside H2(S), with respect to the cup-product pairing.
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Proof of Theorem 2.6. For clarity we proceed in two steps:

(i) We prove the theorem under the additional assumptions that the Galois action on

NS(Sks)Q is trivial and ρ(Sks) = ρ(S). (This is enough for the reader who is only in-

terested in the case of a separatedly closed ground field k.) Choose an orthogonal basis

D1, . . . , Dρ of the Néron–Severi group NS(S)Q with respect to the intersection product. Con-

sider the map s : NS(S)Q → CH1(S)Q induced by taking the first Chow group of the inclusion

h2(S) ↪→ h(S). It is a section to the natural projection CH1(S)Q → NS(S)Q. This provides lifts

`i := s(Di) ∈ CH1(S)Q.

We define the correspondences αi = 1
(`i)2

`i × `i ∈ CH1(S × S)Q; they are orthogonal projec-

tors. Moreover we have

(1) p2 ◦ αi = αi ◦ p2 = αi.

Indeed by the definition of s we have p2
∗(`i) = `i and by Lieberman’s lemma, [17, Lem. 2.1.3.],

we obtain for instance p2 ◦ αi = (id×p2)∗(αi) = 1
(`i)2

[
`i × p2

∗`i
]

= αi. Also

(2) pj ◦ αi = αi ◦ pj = 0 for j 6= 2;

this follows from equation (1), since pj ◦ p2 = p2 ◦ pj = 0.

We get the correspondence p2
alg =

∑
i αi. Since the αi are orthogonal projectors, p2

alg is also

a projector. By equation (2), p2
alg is orthogonal to all pj for j 6= 2. Moreover equation (1)

implies that p2
tr := p2 − p2

alg is an orthogonal projector, the claimed properties about it follow

at once.

By assumption the Artin motive NS(Sks)Q is isomorphic to 1⊕ρ. So to prove that (S, p2
alg, 0) ∼=

NS(Sks)Q⊗L it is enough to show that (S, αi, 0) ∼= L. Indeed, we can view the `i as correspon-

dences fi = [`i × pt] ∈ CH1(X × pt)Q. (We write ”pt” for the scheme Spec k to save space.)

The inverse is given by gi = 1
(`i)2

f ti . We calculate

gi ◦ fi =
1

(`i)2
pr13∗ ([`i × pt×S] · [S × pt×`i]) =

1

(`i)2
[`i × S] · [S × `i] = αi,

and similar fi◦gi = idL. This proves that fi, gi are mutually inverse isomorphisms (S, αi, 0) ∼= L.

(ii) For general k we use a descent argument: By Proposition B.1, there always is a finite

Galois extension k′/k such that the Gal(ks/k)-action on NS(Sks)Q factors over Gal(k′/k).

Thus the action of Gal(ks/k′) is trivial and, enlarging k′ if necessary, we might assume that

ρ(Sks) = ρ(Sk′). By (i) the orthogonal projectors p2
alg,Sk′

and p2
tr,Sk′

exist, and by Proposition

A.1 they descend to orthogonal projectors p2
alg,S and p2

tr,S on S satisfying p2
alg,S + p2

tr,S = p2
S .

Observe further that p2
alg,Sk′

is already Gal(k′/k)-invariant, because the `i form an orthogonal

basis with respect to the Gal(k′/k)-invariant intersection pairing. Thus actually p2
alg,Sk′

=

π∗(p2
alg,S) and the injectivity of π∗ implies that (S, p2

alg,S , 0) ∼= NS(Sks)Q ⊗ L. �
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Finally, let us collect what can be immediately said about morphisms between transcendental

and algebraic motives of surfaces. The study of Hom(h2
tr(S), h2

tr(S
′)) is much harder and is

postponed to Section 4.

Proposition 2.9. Let S and S′ be surfaces with fixed refined Chow–Künneth decompositions.

(i) HomMrat(h
2
alg(S), h2

tr(S
′)) = HomMrat(h

2
tr(S), h2

alg(S′)) = 0,

(ii) HomMrat(h
2
alg(S), h2

alg(S′)) ∼= HomRepG(ks/k)(NS(Sks)Q,NS(S′ks)Q).

Proof. (i) Note that the refined Chow-Künneth decomposition is stable under extension of

scalars. We can choose a field extension such that NS(Sks)Q is a trivial Gal(ks/k′)-representation

(for example k′ = ks). Then h2
alg(Sk′) ∼= L⊕ρ. From Hom(L, h2

tr(S
′
k′)) = CH1(h2

tr(S
′
k′))Q = 0,

it follows that Hom(h2
alg(Sk′), h

2
tr(S

′
k′)) = 0. By the injectivity of Hom(h2

alg(S), h2
tr(S

′)) →
Hom(h2

alg(Sk′), h
2
tr(S

′
k′)) the first group is also zero. Finally, we get Hom(h2

tr(S), h2
alg(S′)) = 0

by dualizing and interchanging the roles of S and S′.

(ii) Use Hom(h2
alg(S), h2

alg(S′)) ∼= Hom(NS(Sks)Q,NS(S′ks)Q) and Proposition B.2. �

Corollary 2.10. The decomposition p2 = p2
alg + p2

tr of Theorem 2.6 is unique.

Proof. By part (i) of Proposition 2.9 we have End(h2(S)) ∼= End(h2
alg(S)) × End(h2

tr(S)). By

part (ii), End(h2
alg(S)) ∼= End(NS(Sks)Q), so End(h2

tr(S)) can be intrinsically characterized

as the subring of End(h2(S)) consisting of the endomorphisms that induce the zero map on

NS(Sks)Q. So p2
tr is uniquely determined by being the projector corresponding to the identity

of End(h2
tr(S)), and then of course p2

alg = p2 − p2
tr. �

3. Morphisms between Chow–Künneth components

In this section, we discuss how morphisms of motives respect Chow–Künneth decompositions.

The main result is Proposition 3.5, which is conditional to some conjectures of Murre. The

conjectures are discussed in Section 3.2. To apply them to motives we have to introduce a

Chow–Künneth decomposition on the product of two varieties in Section 3.1. In Section 3.3,

we study how this applies to curves and surfaces.

3.1. Suppose in the following that X and Y are connected, smooth, projective varieties of

dimension dX and dY with Chow–Künneth decompositions. The space of morphisms between

the motives (X, p, 0) and (Y, q, 0) is a subspace of CHdX (X × Y )Q. Thus, to analyze it, it is

helpful that X × Y itself inherits a Chow–Künneth decomposition from X and Y , as follows:

Definition 3.1. Suppose that p0
X , . . . , p

2dX
X and p0

Y , . . . , p
2dY
Y are Chow–Künneth decomposi-

tions for X and Y . For X × Y we define the product Chow–Künneth decomposition by

pkX×Y =
∑
i+j=k

p̃iX × p
j
Y ,
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with p̃i =
(
p2dX−i

)t
. Here, we tacitly identify X × X × Y × Y with X × Y × X × Y by

interchanging the second and third factors.

Remark 3.2. Since the Künneth components of the diagonal satisfy πi =
(
π2d−i)t, the p̃i also

give a Chow–Künneth decomposition for X. However, pi =
(
p2d−i)t in most cases of interest

to us, for example in the case of surfaces as discussed in Section 2.4. Thus, the reader may feel

free to ignore the difference between pi and p̃i.

The pkX×Y indeed form a Chow–Künneth decomposition for X × Y : The formula (α× β) ◦
(α′×β′) = (α◦α′)× (β ◦β′) shows that the p̃iX ×p

j
Y are mutually orthogonal projectors, hence

the pkX×Y are also mutually orthogonal projectors. Moreover, the Künneth formula shows that

the pkX×Y lift the Künneth components of the diagonal.

3.2. To get a better grip on the Chow–Künneth decomposition, Murre formulated the following

conjectures.

Conjecture 3.3 ([15, Conj. B, D]). Suppose that X has a Chow–Künneth decomposition

p0, . . . , p2d. Let k = 0, . . . , d.

(A) The projectors p0, . . . , pk−1 and p2k+1, . . . , p2d act as zero on CHk(X)Q.

(B) We have

ker
(
p2k
∗ : CHk(X)Q → CHk(X)Q

)
= CHk(X)hom,Q.

Remark 3.4. We collect some cases where the conjectures are known.

(i) In (B), one always has ker
(
p2k
∗
)
⊆ CHk(X)Q,hom: For Z ∈ ker

(
p2k
∗
)

we have

cl(Z) = π2k
∗ (cl(Z)) = cl(p2k

∗ (Z)) = 0,

since π2k
∗ is the identity on H2k(X).

(ii) In the case of curves both conjectures are easily checked, [15, Sect. 2.2.].

(iii) If p0, p1, p2d−1, p2d are constructed as in Section 2.3, then the conjectures hold for

CH1(X)Q: For (A) we have to show that pi∗(D) = 0 for every divisor D and every i 6= 1, 2.

Since πi acts as zero on H2(X), the divisor pi∗(D) is homologically trivial, which for divisors

is equivalent to being numerically trivial, [11]. By Theorem 2.3 (i), it lies in the image of the

projector p1
∗, so pi∗(D) = p1

∗(p
i
∗(D)) = (p1 ◦ pi)∗(D) = 0, using that the pi are orthogonal. For

(B) we take a homologically trivial divisor D, and note that p2
∗(D) is also homologically trivial.

As before we conclude that p2
∗(D) = p1

∗(p
2
∗(D)) = 0. See also [15, Lemma 2.1.1].

(iv) The result above applies to Chow–Künneth decompositions for surfaces as described in

Section 2.4. In this case the conjectures also hold for CH2(X)Q: (A) follows from CH2(h0(S))Q =

CH2(h1(S))Q = 0, and (B) follows from CH2(S)0,Q = CH2(S)hom,Q.

(v) Murre checked that the conjectures hold for products of the form X = C × S of a curve

C and a surface S, equipped with the product Chow–Künneth decomposition, [16].
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(vi) Kimura proved that (A) is true for the product of two surfaces with the product Chow–

Künneth decomposition, [10]. In the same paper, (B) is proven for certain products of the form

X = C1×C2×S under further Hodge theoretic assumptions. In general, (B) is not known for

the product of surfaces.

3.3. Assuming Conjecture 3.3, the group HomMrat(h
i(X), hj(Y )) is rather simple for i ≤ j.

Proposition 3.5 ([8, Prop. 5.8]). Suppose that X,Y have Chow–Künneth decompositions and

X × Y is equipped with the product Chow–Künneth decomposition (see Definition 3.1).

(i) If X × Y satisfies (A) in Conjecture 3.3 for CHdX (X × Y )Q, then for all i < j

HomMrat(h
i(X), hj(Y )) = 0.

(ii) If X × Y satisfies (B) in Conjecture 3.3 for CHdX (X × Y )Q, then for all i

HomMrat(h
i(X), hi(Y )) = HomMhom

(hi(X), hi(Y )).

Remark 3.6. We may rewrite the assertions of the theorem in formulas as

pjY ◦ f ◦ p
i
X = 0 for f ∈ CHdX (X × Y )Q,(i’)

piY ◦ f ◦ piX = 0 for f ∈ CHdX (X × Y )Q,hom.(ii’)

Proof. Take some f ∈ CHdX (X × Y )Q. By Lieberman’s Lemma, [17, Lem. 2.1.3.], we have

pjY ◦ f ◦ p
i
X = ((piX)t × pjY )∗(f) = (p̃2dX−i

X × pjY )∗(f).

We set k = 2dX − i+ j. If i < j, then k > 2dX , so (pkX×Y )∗(f) = 0 by (A) in Conjecture 3.3.

Now pkX×Y is the sum of mutually orthogonal projectors, one of which is p̃2dX−i
X × pjY . Thus

also (p̃2dX−i
X × pjY )∗(f) = 0, which proves (i’). Similarly, if f is homologically trivial and i = j,

then k = 2dX and so by (B) in Conjecture 3.3 we get (p̃2dX−i
X × pjY )∗(f) = 0, proving (ii’). �

Recall from Remark 3.4 (v) that Murre has proven Conjecture 3.3 for the product of a curve

and a surface in [16]. Thus we get the following result:

Corollary 3.7. For a curve C and a surface S we have

HomMrat(h
i(C), hj(S)) =

0 for i < j

HomMhom
(hi(C), hi(S)) for i = j.

For the product of two surfaces Conjecture 3.3 (B) is not known, so Proposition 3.5 (ii) does

not apply. However, it is interesting to see that it holds unconditionally for the Picard and

Albanese motives:
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Proposition 3.8. Suppose that X,Y have Chow–Künneth decomposition with the Picard and

Albanese projectors. Then

HomMrat(h
1(X), h1(Y )) = HomMhom

(h1(X), h1(Y )),

HomMrat(h
2dX−1(X)(dX − dY ), h2dY −1(Y )) = HomMhom

(h2dX−1(X)(dX − dY ), h2dY −1(Y )).

Proof. By Theorem 2.3 (ii) we have an isomorphism i∗◦ i∗ : h1(X) ∼= h2dX−1(dX−1) preserving

homological equivalence. So we get

HomMrat(h
1(X), h1(Y )) ∼= HomMrat(h

2dX−1(X)(dX −1), h1(Y )) = p1
Y ◦CH1(X×Y )Q ◦p2dX−1

X .

Take f ∈ p1
Y ◦ CH1(X × Y )Q ◦ p2dX−1

X . Use Lieberman’s lemma, [17, Lem. 2.1.3.], and that

p1
X × p1

Y is an orthogonal summand of p2
X×Y from the product Chow–Künneth decomposition,

to get

f = (p1
X × p1

Y )∗(f) = (p2
X×Y )∗(f).

Note that by Remark 3.4 (iii), part (B) of Conjecture 3.3 holds true, so that if f is homologically

trivial, then f = (p2
X×Y )∗(f) = 0. This shows the first assertion, the seconds follow by

dualizing. �

Remark 3.9. This implies that for every adequate equivalence relation ∼ the morphisms

HomM∼(h1(X), h1(Y )) and HomM∼(h2dX−1(X)(dX−dY ), h2dY −1(Y )) are the same. Indeed, we

can view HomM∼(h1(X), h1(Y )) as a certain subspace of CH1(X×Y )Q/∼, as in the proof of the

proposition. Since on Q-divisors homological and numerical equivalence coincide, [11], we have

shown that HomMrat(h
1(X), h1(Y )) = HomMnum(h1(X), h1(Y )). We conclude by noting that

rational equivalence is the finest and numerical equivalence is the coarsest adequate equivalence

relation. By Theorem 2.3 we can always describe these morphism spaces in terms of maps of

abelian varieties.

Propositions 3.5 and 3.8 together with Remark 3.4 (v) imply the following result.

Corollary 3.10. For surfaces S and S′ we have

HomMrat(h
i(S), hj(S′)) =

0 for i < j

HomMhom
(hi(S), hi(S′)) for i = j 6= 2.

The following natural question remains open. We will come back to it in Corollary 4.7.

Question 3.11. Is HomMrat(h
2(S), h2(S′)) = HomMhom

(h2(S), h2(S′))?
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4. Description of HomMrat(h
2
tr(S), h2

tr(S
′))

We give two descriptions of HomMrat(h
2
tr(S), h2

tr(S
′)) for surfaces S and S′, see Theorems 4.1

and 4.6. Sections 4.1 and 4.3 are devoted to their proofs. Section 4.2 introduces a filtration on

CH2(S′K(S))Q, which is needed for the second description. We collect some corollaries of the

descriptions in Section 4.4.

4.1. We start with a lemma about the action of the transcendental projector p2
tr on zero-cycles.

Lemma 4.1. Let C be a smooth hyperplane section of S. For every zero-cycle Z on S there is

a zero-cycle W with support in C such that as elements of CH2(S)Q

(p2
tr)∗(Z) = Z +W.

Proof. We have the decomposition

[∆S ] = p0 + p1 + p2
alg + p2

tr + p3 + p4.

The projectors p0, p1, p2
alg act as 0 on zero-cycles, hence

(∗) Z = (p2
tr)∗(Z) + p3

∗(Z) + p4
∗(Z).

By Remark 2.5 we may take p3 to be a cycle with support contained in S × C. Using the

moving lemma, we replace Z by a cycle such that W ′ := p3
∗(Z) = (pr2)∗([Z × S] · p3) is defined

as a cycle, which then a fortiori has support in C.

In the same spirit, p4 = [S × Z0], where Z0 lies in the class of the self intersection [C] · [C]

(see Section 2.3). By the moving lemma we thus assume that Z0 has support in C, so that p4

has support in S×C. Referring to the moving lemma once more, we replace Z by a cycle such

that W ′′ := p4
∗(Z) is defined as a cycle with support contained in C.

Now we set W = −(W ′ +W ′′) and plug this into equation (∗) to obtain the result. �

For two surfaces S and S′, consider the map

Φ: CH2(S × S′)Q → CH2(S × S′)Q : f 7→ p2
tr,S′ ◦ f ◦ p2

tr,S .

By definition HomMrat(h
2
tr(S), h2

tr(S
′)) is the image of Φ. To understand it we need to find

generators for the kernel.

Definition 4.2. We write J(S, S′) for the subspace of CH2(S, S′)Q generated by those cycles

that do not dominate both S and S′.

See Appendix A for a brief discussion of what is meant by a cycle dominating a factor.

Theorem 4.3 ([9, Thm. 4.3]). The kernel of Φ is J(S, S′). Thus Φ induces an isomorphism

HomMrat(h
2
tr(S), h2

tr(S
′)) ∼=

CH2(S × S′)Q
J(S, S′)

.



14 AXEL XAVIER KÖLSCHBACH ORTEGO

Proof. We first show J(S, S′) ⊆ ker(Φ). Suppose that f ∈ CH2(S × S′)Q does not dominate

S, hence f can be taken to be a cycle with support in C × S′ for some subvariety C of S of

dimension at most 1. We may write

f = g ◦ i∗,

where g is a divisor on C×S′ and i : C → S is the inclusion. Replacing C by its normalization,

we may assume that C is smooth (of course thereby dropping the assumption that i is a closed

immersion). Arguing componentwise, we may assume that C is connected. Since the case of C

being a point is easy by dimension considerations, we assume from now on that C is a smooth,

connected curve.

To show that Φ(f) = p2
tr,S′ ◦ f ◦ p2

tr,S vanishes, it is then enough to prove that p2
tr,S′ ◦ g = 0.

By Corollary 3.7, and because p2
tr,S′ ◦ p2

S′ = p2
tr,S′ , we have

p2
tr,S′ ◦ g ◦ piC = 0

for i 6= 2. Thus p2
tr,S′ ◦ g = p2

tr,S′ ◦ g ◦ p2
C . Apply Lieberman’s lemma twice, [17, Lem. 2.1.3.],

using that p2
C = [C × Z0] for some effective divisor Z0 on C, and get

p2
tr,S′ ◦ g ◦ p2

C = p2
tr,S′ ◦ [C × g∗(Z0)] = [C × (p2

tr,S′)∗(g∗(Z0))].

By Remark 2.8, p2
tr,S′ acts as zero on divisors. Thus (p2

tr,S′)∗(g∗(Z0)) vanishes, thereby proving

that p2
tr,S′ ◦ g = 0 and hence f ∈ ker(Φ).

If on the other hand f ∈ J(S, S′) does not dominate S′, then arguing as above for f t yields

p2
tr,S ◦ f t ◦ p2

tr,S′ = 0.

Taking transposes shows that f ∈ ker(Φ). This finishes the proof that J(S, S′) ⊆ ker(Φ).

For the reverse inclusion, take some f ∈ ker(Φ). We base change to K = K(S), the function

field of S. Note that by Lemma A.1 (i) the pullbacks of piS and piS′ still yield a Chow–Künneth

decomposition for SK and S′K , respectively. We abuse notation, and still write f for the

pullback of f to SK ×K S′K , etc.

Let ξ be the generic point of S, which we view as zero-cycle on SK . By Lemma 4.1 above

there is a curve C in S and a zero-cycle W with support in CK such that

(p2
tr,S)∗(ξ) = [ξ] +W.

Apply f∗ to both sides and use Lemma 4.1 again to find a curve C ′ in S′ and a zero-cycle W ′

with support in C ′K such that

(p2
tr,S′ ◦ f ◦ p2

tr,S)∗(ξ) = f∗(ξ) + f∗(W ) +W ′.

But p2
tr,S′ ◦ f ◦ p2

tr,S = 0 by assumption. Thus

(∗∗) f∗(ξ) + f∗(W ) +W ′ = 0.
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Now we regard S′K as ξ×S′ lying inside S×S′, and take Zariski closures. The Zariski closures

of f∗(W ) and W ′ have support contained in S × f∗(C) and S × C ′, respectively. Hence, the

class of their sum f1 lies in J(S, S′). By equation (∗∗) and Corollary A.3 the sum f2 = f + f1

does not dominate S, and hence lies in J(S, S′). Thus f = f2 − f1 ∈ J(S, S′). �

4.2. Let X be a smooth, connected variety of dimension d and let K be a finitely generated

field extension of k of transcendence degree t. For 0 ≤ i ≤ t, let Fi(XK) = Fi CH0(XK)Q be

the subspace of CHd(XK)Q generated by the images of the CHd(XL)Q, where L runs over all

intermediate field extension k ⊆ L ⊆ K of transcendence degree at most i over k. This gives a

finite, increasing filtration on the rational Chow group of zero-cycles of XK ,

F0(XK) ⊆ F1(XK) ⊆ F2(XK) ⊆ · · · ⊆ Ft(XK) = CH0(XK)Q.

It is easy to see that the filtration is natural with respect to taking pullback and push-forward

along arbitrary correspondences.

The next result shows that the length of the filtration is bounded by the dimension of X.

Proposition 4.4. Fd(XK) = CH0(XK)Q.

Proof. We have to show that for every class [P ] of a closed point P ∈ XK lies in Fd(XK). Let

V be a variety over k with function field K(V ) = K. We can view XK as ηV ×X lying inside

V ×X, so that we can take Y ⊆ V ×X to be the closure of P , which is an integral subvariety,

and let f = [Y ] be its class in CHd(V ×X)Q. Note that f∗(ηV ) = [P ] by Lemma A.2.

Let p, q be the projections from Y to V and X. Note that Y dominates V , and both have

the same dimension, so the morphism p is generically finite. Thus p∗(ηV ) = [ηY ].

We consider the graph Γq as a cycle on Y ×X. Observe that Y = (p× idX)∗(Γq) in V ×X.

By Lieberman’s lemma, [17, Lem. 2.1.3.], this gives the identity of correspondences

f = q∗ ◦ p∗.

Evaluate this equation at ηV to get [P ] = q∗(ηY ) in CH0(XK)Q. Let Q := q(ηY ) ∈ X, and let

L′ = k̄(Q), the algebraic closure of the residue field of the point Q ∈ X. The transcendence

degree of L′ over k is at most d. Write QL′ for the closed point of XL′ determined by Q.

The morphisms p and q give inclusions of fieldsK ⊆ K(Y ) and k(Q) ⊆ K(Y ). Set L = L′∩K,

and let π : XK → XL be the canonical morphism. Note that Q defines a closed point QL on

XL, because L′/L is algebraic. Moreover, L is algebraically closed in K, so π−1(QL) consists

of just one point in XK , namely QK . So [P ] = [QK ] = π∗[QL], and L has transcendence degree

at most d. This proves [P ] ∈ Fd(XK). �

4.3. We aim for a second description of HomMrat(h
2
tr(S), h2

tr(S
′)) for two surfaces S and S′.

Let K = K(S) denote the function field of S. It is interesting how the filtration Fi CH0(SK)

studied above relates to J(S, S′), the subspace of CH2(S × S′)Q from Section 4.1:
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Lemma 4.5 ([9, Lem. 4.7]). J(S, S′) =
{
f ∈ CH2(S × S′)Q | f∗(ξ) ∈ F1(SK)

}
.

Proof. ”⊆” Suppose that f lies in J(S, S′). If f does not dominate S, then f∗(ξ) = 0 and

there is nothing to prove. Thus we assume that f does not dominate S′. As in the proof of

Theorem 4.3 we may and do assume that there is a curve i : C ↪→S′ and a correspondence

g ∈ CH1(S × C) such that f = i∗ ◦ g. By Proposition 4.4 we see that g∗(ξ) ∈ F1(CK), and

since the filtration is natural, f(ξ) = i∗(g∗(ξ)) lies in F1(SK).

”⊇” Take a correspondence f ∈ CH2(S × S′)Q and set Z = f∗(ξ) ∈ CH2(S′K). Suppose that

Z = π∗Z ′ for some cycle Z ′ on S′L, where L is an intermediate field k ⊆ L ⊆ K of transcendence

degree at most 1 and π : S′K → S′L is the canonical morphism.

Let C be a curve with function field L. The field extension K/L induces a dominant rational

map r : S 99K C. Let U ⊆ S be an open subset where r is defined. Note that r flat, because it

is a dominant map from an integral scheme to a smooth curve, see [5, Prop. III.9.7]. We get

the following commutative diagram of Chow groups:

CH2(U × S′)Q CH2(S′K)Q Z

CH2(C × S′)Q CH2(S′L)Q Z ′

(r×id)∗ π∗

We write f ′ for the closure of Z ′ in CH2(C×S′). By dimension reasons, f ′ does not dominate

S′. So, if f1 is the closure of (r × id)∗(f ′) in S × S′, then its class lies in J(S, S′). By the

commutativity of the diagram above (f1)∗(ξ) = Z = f∗(ξ). Hence, f2 := f − f1 does not

dominate S, and its class lands in J(S, S′). We conclude that f = f1 + f2 ∈ J(S, S′). �

Consider the map

Ψ̃: CH2(S × S′)Q → CH2(S′K)Q : f 7→ Φ(f)∗(ξ).

Here, Φ(f) = p2
tr,S′ ◦ f ◦ p2

tr,S as defined in Section 4.1. By Remark 2.8 the map lands in

T(S′K) := ker(AJ: CH2(S′K)0 → AlbS′K (K))⊗Q,

the Albanese kernel with rational coefficients. The filtration of Section 4.2 restricts to a filtra-

tion Fi T(S′K) on the Albanese kernel.

Theorem 4.6 ([9, Thm. 4.8]). The map

Ψ: CH2(S × S′)Q →
T(S′K)

F1 T(S′K)
: f 7→ [Φ(f)∗(ξ)]

is surjective and has kernel J(S, S′). Thus it induces an isomorphism

HomMrat(h
2
tr(S), h2

tr(S
′)) ∼=

T(S′K)

F1 T(S′K)
.
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Proof. For the surjectivity, take Z ∈ T(S′K). Let f be its Zariski closure in S × S′. We write

f1 = Φ(f) and f2 = f − f1. Since Φ is idempotent, f2 lies in ker(Φ) = J(S, S′). Lemma 4.5

implies that (f2)∗(ξ) lies in F1 T(S′K). We conclude that

Ψ(f) = (f1)∗(ξ) = f∗(ξ)− (f2)∗(ξ) = Z − (f2)∗(ξ),

so that Ψ(f) = [Z].

The inclusion J(S, S′) ⊆ ker(Ψ) follows immediately from the fact that J(S, S′) is the kernel

of Φ, see Theorem 4.3. On the other hand, if f ∈ ker(Ψ), then Φ(f)∗(ξ) ∈ F1(S′K), so by

Lemma 4.5 we get Φ(f) ∈ J(S, S′), so Φ(f) = 0. This shows ker(Ψ) ⊆ J(S, S′). By Theorem

4.3 this proves the desired isomorphism. �

4.4. We collect some corollaries of the descriptions above. The first one is a reformulation of

Question 3.11.

Corollary 4.7. For surfaces S and S′ the following are equivalent:

(i) CH2(S × S′)Q,hom ⊆ J(S, S′).

(ii) HomMrat(h
2(S), h2(S′)) = HomMhom

(h2(S), h2(S′)).

(iii) Conjecture 3.3 (B) holds true for CH2(S × S′)Q.

Proof. (i)⇒ (ii) In the category of Artin motives rational and homological equivalence coincide,

so HomMrat(h
2
alg(S), h2

alg(S′)) = HomMhom
(h2

alg(S), h2
alg(S′)). By Proposition 2.9 it is enough

to show HomMrat(h
2
tr(S), h2

tr(S
′)) = HomMhom

(h2
tr(S), h2

tr(S
′)). By assumption, if f ∈ CH2(S×

S′)Q is homologically trivial, then it lies in J(S, S′). If moreover f = p2
tr,S′ ◦ f ◦ p2

tr,S , then it is

zero by Theorem 4.3.

(ii) ⇒ (i) Suppose that f ∈ CH2(S × S′)Q,hom. By assumption p2
tr,S′ ◦ f ◦ p2

tr,S = 0, and by

Theorem 4.3 this implies f ∈ J(S, S′).

(iii) ⇔ (ii) One direction is just Proposition 3.5 (ii). The converse follows by tracking its

proof backwards, employing Corollary 3.10. �

Can we characterize geometrically when h2
tr(S) = 0? This works best for k = C:

Corollary 4.8. Let S be a surface with function field K = K(S). The following are equivalent:

(i) The transcendental motive h2
tr(S) is zero.

(ii) The class of the diagonal [∆S ] ∈ CH2(S×S)Q is a Q-linear combination of cycle classes

not dominating the first or the second factors, i.e. [∆S ] ∈ J(S, S).

(iii) T(SK) = 0.

Suppose further that the ground field k is an uncountable algebraically closed field (e.g. k =

C). Then conditions (i)-(iii) are further equivalent to

(iv) The Albanese kernel of S is zero.
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Proof. (i)⇔ (ii) By Theorem 4.3 there is an isomorphism CH2(S×S)Q/J(S, S) ∼= End(h2
tr(S))

mapping the class of the diagonal to the identity. So h2
tr(S) = 0 if and only if [∆S ] ∈ J(S, S).

(i) ⇔ (iii) Clearly h2
tr(S) = 0 implies h2

tr(SK) = 0 and hence T(SK) = 0, see Remark 2.8.

On the other hand, by Theorem 4.6 T(SK) = 0 implies End(h2
tr(S)) = 0, so h2

tr(S) = 0.

(i) ⇒ (iv) By Remark 2.8, the Albanese kernel of S vanishes up to torsion, but it is always

torsion-free by Rojtman’s theorem, [18].

(iv) ⇒ (i) Since everything is of finite type over k, there is a finitely generated subfield

k′ ⊂ k and a surface S′ over k′ such that S = S′ ×k′ k. The assumptions on k assures the field

K ′ = K(S′) can be abstractly embedded into k. We see that the map T(S′ × K ′) → T(S)

is injective, so that T(S′K′) = 0. By Theorem 4.6, this implies that h2
tr(S

′) = 0, and so

h2
tr(S) = 0. �

5. Curves on Surfaces

Let S be a surface containing a curve C. We are interested in the image of CH0(C) in

CH0(S). There are two extreme cases:

(i) The induced map CH0(C)0 → CH0(S)0 is zero.

(ii) The induced map CH0(C)→ CH0(S) is surjective.

In the first case, we call C a (pointwise) constant cycle curve. We discuss how this condition

can be expressed in terms of the transcendental motive of S in Section 5.1.

The second case is much rarer. In Section 5.2, we will show that for complex surfaces the

transcendental motive of S is indeed an obstruction to the existence of such curves, and that

if they exist they can always be taken to be smooth hyperplane sections.

5.1. Let i : C → S be a non-constant morphism from a curve to a surface. As the notation

suggests, we are mainly interested in the case where i is the inclusion of a non-singular curve

on S, or a normalization of a singular curve on S.

Definition 5.1. We call C a pointwise constant cycle curve if the induced map on zero-cycles

i∗ : CH0(C)0 → CH0(S)0 is zero.

In other words we require that every point in C defines the same class in S (up to degree).

This notion is problematic, for example it is not stable under base change for small fields. A

better definition is the following, introduced by Huybrechts, [7]:

Definition 5.2. We call C a constant cycle curve if the map i∗ : CH0(CK)0,Q → CH0(SK)0,Q

is zero, where K = K(C) is the function field of C.

For example, rational curves are always constant cycle curves, since CH1(P1)0 = 0. In [7],

Huybrechts studies constant cycle curves on K3 surfaces, and shows that there are many non-

rational constant cycle curves. He uses a slightly more technical definition, which works better
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for K3 surfaces. The main result of this section is a reformulation of our definition in terms of

motives.

Theorem 5.3. A map i : C → S exhibits C as a constant cycle curve if and only if the induced

morphism of Chow motives i∗ : h1(C)(1)→ h2
tr(S)⊕ h3(S) is zero.

Proof. Assume that C is a constant cycle curve. We view the generic point ηC as a zero-cycle on

CK . Observe that (p1
C)∗(ηC) is numerically trivial, because CH1(h1(CK))Q = CH1(h1(CK))0,Q.

Since C is a constant cycle curve, we get that (i∗ ◦ p1
C)∗(ηC) = 0 in CH2(SK). In other words,

i∗ ◦ p1
C does not dominate C, hence it can be chosen to be a cycle supported on a set of the

form X × S, for some zero-dimensional subset X ( C, see Corollary A.3 in the Appendix.

So i∗ ◦ p1
C is a linear combination of cycles of the form [x × D], where D is a divisor on S.

However q := p2
tr,S + p3

S acts as zero on divisors, see Section 2.4, so by Lieberman’s lemma

q ◦ ([x×D]) = [x× q∗(D)] = 0. This shows that q ◦ i∗ ◦ p1
C = 0, which proves one direction.

On the other hand, assume that i∗ : h1(C)(1)→ h2
tr(S)⊕h3(S) is zero. Let Z be a numerically

trivial divisor on CK . We find a correspondence f ∈ CH2(C×C) with f∗(ηC) = Z, for example

the closure of Z in C × S. We may replace f by p1
C ◦ f , because p1

C acts as the identity on

numerically trivial divisors. To show that i∗(Z) = 0 it is enough to prove that (i∗◦f)∗(ηC) = 0.

Write again q := p2
tr,S + p3

S . Since p2
tr,S and p3

S are the only projectors of the refined Chow–

Künneth decomposition acting nontrivially on numerically trivial divisors, we have

(i∗ ◦ f)∗(ηC) = q∗((i∗ ◦ f)∗(ηC)) = (q ◦ i∗ ◦ f)∗(ηC).

Now by assumption q◦ i∗ ◦p1
C = 0, which together with p1

C ◦f = f shows that this vanishes. �

From the motivic characterization it is clear that the notion of a constant cycle curve behaves

well under extension of scalars and Galois descent. The next result addresses how this is related

to pointwise constant cycle curves, see also [7, Prop. 3.7].

Proposition 5.4. Any constant cycle curve is a pointwise constant cycle curve. If k is un-

countable and algebraically closed, then the converse also holds.

Proof. For the first statement, use Theorem 5.3 and the descriptions of Chow groups of h2
tr(S)

and h3(S), see Section 2.4. Indeed, we get that the induced map i∗ : CH0(C)0 → CH0(S)0 is

zero up to torsion. The Albanese kernel is torsion-free, [18], so it is enough to show that the map

Alb(i) : Pic0
C → AlbS is zero. By Theorem 2.3 it is a torsion element in HomAV(Pic0

C ,AlbS),

so it is zero by Lemma 2.4.

For the second statement, note that since k is algebraically closed, the closed points of CK

correspond to closed points of C or to the generic point ηC . By assumption, all closed points

of C are mapped to the same class in [x0] in S. It is enough to show that the generic point

is also mapped to [x0]. Indeed, f := i∗ − [C × {x0}] ∈ CH2(C × S) satisfies f∗(x) = 0 for all

closed points x ∈ C, so that n · f is rationally equivalent to some cycle not dominating C,
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for some integer n > 0, by [21, Cor. 10.20]. This is a variant of the classical Bloch–Srinivas

construction from [3]; here the assumption that k is uncountable comes in. By Corollary A.3,

we get n · (i∗(ηC)− [x0]) = nf∗(ηC) = 0 so that in CH2(SK)Q, we get i∗(ηC) = [x0]. �

5.2. In this final section we work over the complex numbers to avoid technical complications.

The work so far gives a nice result similar to Mumford’s famous theorem, [12]. See also the

discussion in [21, Ch. 10].

Theorem 5.5. The Albanese kernel of a complex algebraic surface S vanishes if and only if

there exists a closed algebraic subset C ( S such that CH0(C)→ CH0(S) is surjective. In this

case, C may be taken to be any smooth hyperplane section.

By Corollary 4.8 the Albanese kernel vanishes if and only if h2
tr(S) = 0. In other words, the

theorem asserts that h2
tr(S) is the obstruction to S having the Chow group of a curve.

Proof. If there exists such a subset C, then we get a decomposition of a multiple of the diagonal

[∆S ] by the Bloch–Srinivas construction, [21, Cor. 10.21]. So condition (ii) of Corollary 4.8 is

fulfilled, which proves that the Albanese kernel of S vanishes.

Conversely, suppose that the Albanese kernel vanishes. Let C be a smooth hyperplane

section, which exists by Bertini’s theorem, [5, Thm. II.8.18]. By the weak Lefschetz theorem,

[21, Thm. 1.23], the restriction map i∗ : H1(S,C) → H1(C,C) is injective, and so by Hodge

decomposition, this implies the injectivity of

(∗) i∗ : H0(S,Ω1
S)→ H0(C,Ω1

C).

Over the complex numbers, AlbS = H0(S,Ω1
S)∗/H1(S,Z) and JacC = H0(C,Ω1

C)∗/H1(C,Z),

[6, Def. 3.3.7], so the injectivity (∗) of implies surjectivity of Alb(i) : JacC → AlbS . Since the

Albanese kernel is zero, this proves that i∗ : CH0(C)0 → CH0(S)0 is surjective. Since all closed

points on S are numerically equivalent, the assertion follows. �

Recall the following birational invariants of a complex surface S:

pg(S) = dimH0(S,Ω2
S), q(S) = dimH1(S,OS)

Assume that we are in the situation of Theorem 5.5, i.e. there exists a smooth hyperplane section

C ⊂ S such that CH0(C) → CH0(S) is surjective. Then h2
tr(S) = 0, so the transcendental

cohomology of S vanishes, so pg(S) = 0 by Hodge theory, see e.g. [6, Sect. 3.3].

If we assume moreover that q(S) = 0, then AlbS = 0, so h3(S) = 0. It follows by Theorem

5.3 that C is a constant cycle curve. So CH0(S) ' Z. Conversely, Bloch’s conjecture asserts

that if pg(S) = q(S) = 0, then the Albanese kernel of S vanishes, [21, Ch. 11]. It remains

unsolved for surfaces of general type.
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Appendix A. Scalar extension and descent

In certain situations the given varieties do not contain enough cycles for all construction

to work (for example over finite fields). In motivic language this means that there is not a

sufficient supply of morphisms. In this case an extension of scalars may be helpful. We collect

two useful results concerning Chow–Künneth decompositions and scalar extensions.

Proposition A.1. Suppose that k′/k is a field extension and X is a variety over k. We write

Xk′ for the base change X ×k k′ and π : Xk′ → X for the canonical morphism.

(i) If p0
X , . . . , p

2d
X is a Chow–Künneth decomposition for X, then

piXk′
:= (π × π)∗piX

defines a Chow–Künneth decomposition for Xk′.

ii) Assume that k′/k is a finite Galois extension. If p0
Xk′

, . . . , pnXk′
are mutually orthogonal

projectors on Xk′, then there exist unique mutually orthogonal projectors p0
X , . . . , p

n
X such that

(π × π)∗piX =
1

[k′ : k]

∑
σ∈Gal(k′/k)

σ∗piXk′
.

In particular, every Chow–Künneth decomposition for X ′ descends to X.

Proof. (i) It is immediate that the piXk′
are mutually orthogonal projectors. Their sum is the

diagonal, because for every variety Y the map CH∗(Y )Q → CH∗(Yk′)Q is injective, applied to

Y = X×X. They lift the Künneth components of the diagonal, because the following diagram

commutes:

CHd(X ×X)Q CHd(Xk′ ×k′ Xk′)Q

H2d(X ×X)(d) H2d(Xk′ ×k′ Xk′).

(π×π)∗

cl cl

(π×π)∗

(ii) Pick explicit cycles representing the piX′k
. Then

∑
σ∗piXk′

is Gal(k′/k)-invariant on the

level of cycles. One computes that piX := 1
[k′:k]2

(π×π)∗(
∑
σ∗piXk′

) does the job. The injectivity

of (π× π)∗ implies that they are orthogonal projectors and unique. The final assertion follows

from the commutativity of the diagram above. See also [19, Lemma 1.17]. �

For instance, when constructing certain correspondences one can extend the ground field,

so that there exist enough cycles. With these one constructs needed auxiliary correspondences

over the extension field and uses descend to get the correspondences back to the original ground

field. This is used for example in Section 2.3.

Another application, as in the proof of Theorem 4.3, is to base change to the function field

of a variety. Then the generic point gives a zero-cycle, which sometimes allows analyzing the

generic behavior of correspondences. In this context the following lemma is useful.
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Lemma A.2. Let X,Y be smooth, connected, projective varieties and f ∈ CHd(X × Y ). Let

K = K(X) be the function field of X and fK be the pullback of f to (X × Y )K , viewed as a

correspondence from XK to YK . We regard the generic point ξ ∈ X as a zero-cycle on XK ,

and regard YK as ξ × Y lying inside X × Y . Then as elements of CH∗(YK)

(fK)∗(ξ) = f |ξ×Y .

Proof. By the moving lemma we may assume that fK and ξ ×K YK are prime cycles that

intersect properly on XK ×K YK . Their set-theoretical intersection is f |ξ×YK , and for each

of its irreducible components Z the multiplicity is χ
(
Of,Z ⊗L

O(X×Y )K,Z
Oξ×YK ,Z

)
. Since the

inclusion ξ ↪→X is flat, the tensor product is actually underived. So, the multiplicity coincides

with the one given by the scheme theoretic pullback f |ξ×Y = f ×X×Y (ξ × Y ). �

In the situation of the lemma we often simply write f∗(ξ) for (fK)∗(ξ). A cycle on X × Y
dominates X if there is no closed proper subset X ′ ( X such that it has support on X ′ × Y .

We say that a cycle class f ∈ CH∗(X × Y ) dominates X if all cycles with class f dominate X.

Corollary A.3. A correspondence f ∈ CH∗(X × Y ) dominates X if and only if f∗(ξ) 6= 0 in

CH∗(YK).

Proof. If f is a cycle not dominating X × Y , then its support does not intersect ξ × Y , so by

Lemma A.2 above f∗(ξ) = f |ξ×Y = 0. For the converse, recall that CH∗(YK) ∼= lim−→CH∗(U×Y ),

where the direct limit goes over all non-empty open subsets of X, [2, Lem. 1.I.20]. Thus, if

f∗(ξ) = 0, then there is some open U ⊆ X with f |U×Y = 0. Let X ′ be the complement of U .

By the localization exact sequence

CH∗(X ′ × Y )→ CH∗(X × Y )→ CH∗(U × Y )→ 0,

we see that f lies in the image of CH∗(X ′ × Y ), so f does not dominate X. �

Appendix B. Galois representations and Artin motives

The étale cohomology groups H∗ét(X×k ks,Q`) are not only Q`-vector spaces, but are indeed

Galois representations, that is discrete representations of the absolute Galois group Gal(ks/k).

This is also reflected by the category of Chow motives: The category of finite dimensional

discrete Galois representations embeds into the category of Chow motives, and its image is

generated by 0-dimensional motives, so called Artin motives. Since there does not seem to be

an appropriate exposition on Artin motives, we develop the basic facts here. Note that this

appendix is not necessary for readers only interested in separably closed ground fields.

For us, a Galois representation of the Galois extension k′/k is a discrete, finite dimensional

representation of the Galois group Gal(k′/k) over Q. If we speak just of a Galois representation,

then we mean a Galois representation of the separable closure ks/k, the field k being implicit.
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The representation V being discrete means that the group homomorphism Gal(k′/k)→ GL(V )

is continuous, where we equip GL(V ) with the discrete and Gal(k′/k) with the profinite topol-

ogy. We denote the category of Galois representations of k′/k by RepG(k′/k). Morphisms are

given by Gal(k′/k) invariant linear maps. The category RepG(k′/k) is semi-simple abelian.

The following proposition often helps when working with infinite field extensions.

Proposition B.1. Let V be a Galois representation of an infinite Galois extension K/k. Then

there is a finite Galois subextension k′/k such that the action of Gal(K/k) on V factors through

Gal(k′/k).

Proof. Let G be the image of the continuous group homomorphism ρ : Gal(K/k) → GL(V ).

Since Gal(K/k) is profinite, G is compact. But G is also discrete, hence G is finite.

Now ker(ρ) is a closed normal subgroup of Gal(K/k), and hence corresponds to a Galois

subextension k′/k with Gal(K/k′) = ker(ρ). However Gal(k′/k) ∼= Gal(K/k)/Gal(K/k′) ∼= G

is a finite group, so k′/k has finite degree. �

Consider the full subcategory ofMrat generated by h(X) for X a zero-dimensional, smooth,

projective variety, possibly disconnected. We observe that for such X the set X(ks) of geometric

points comes with a natural Gal(ks/k)-action. (Note that the structure map X → Spec k is

finite étale and hence separable; thus X(ks) is indeed the set of geometric points.) Thus QX(ks)

is a Galois representation, which we denote by Rep(X) := Rep(h(X)). We denote the basis

vector corresponding to x ∈ X(ks) by bx.

Note that Rep is functorial: Suppose X,Y are zero-dimensional smooth, projective va-

rieties and let f ∈ CH0(X × Y )Q be a correspondence. By base change we get a cycle

fks ∈ CH0(Xks×ks Yks)Q. Since all points in Xks×ks Yks are ks-rational, we can write uniquely

fks =
∑
x,y

αx,y[x× y] for some αx,y ∈ Q,

where x and y run through X(ks) and Y (ks). (Note that since X is smooth, the map X →
Spec k is separable; so X(ks) = Xks(k

s).) We define Rep(γ) : Rep(X) → Rep(Y ) to be the

map sending bx to
∑

y αx,yby. Since the cycle fks originates from CH0(X × Y )Q, the map is

indeed Gal(ks/k)-equivariant. One easily checks that Rep(f ◦ g) = Rep(f) ◦ Rep(g).

LetMArt be the full subcategory ofMrat generated by (X, p, 0) for X zero-dimensional and

p ∈ CH0(X ×X)Q any projector. We call those motives Artin motives, [1, Ex. 4.1.6.1].

Proposition B.2. The functor Rep extends to an equivalence MArt → RepG(ks/k).

Proof. By definition MArt is the pseudo-abelian hull of the category generated by the h(X),

and RepG(ks/k) is abelian. Thus, Rep extends to a functor MArt → RepG(ks/k).

To prove that Rep is fully faithful, it is enough to show that

HomMrat(h(X), h(Y ))→ HomRepG(ks/k)(Rep(X),Rep(Y ))
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is bijective for all 0-dimensional varieties X,Y . Injectivity follows from the injectivity of the

base change map CH0(X × Y )Q → CH0((X × Y )ks)Q. For surjectivity we note that any linear

map φ : Rep(X)→ Rep(Y ) is represented by a matrix A = (αx,y) such that φ(bx) =
∑

y αx,yby.

Because A commutes with the Galois action, the cycle
∑
αx,y[x×y] descends to CH0(X×Y )Q,

which is a preimage for φ.

It remains to prove that Rep is essentially surjective. Let V be a Galois representation.

By Proposition B.1, V is actually a representation of G = Gal(k′/k) for some finite Galois

extension k′/k. By Maschke’s theorem we may assume that V is irreducible. Then V is a

direct summand of the regular representation Q[G], [4, Cor. 2.18]. However, as Gal(ks/k)-

sets, G and Spec(k′)(ks) = Homk(k
′, ks) are isomorphic. Thus the regular representation is

Rep(Spec(k′)). Since Rep is fully faithful and MArt is pseudo-abelian, V lies in the essential

image of Rep. �

Hence, for every Galois representation V we find a unique Artin motive M such that

Rep(M) = V , the Artin motive associated to V. We denote it by V = M . By construction all its

cohomology groups vanish except for H0(V ). For `-adic cohomology, we get H0(V ) ∼= V ⊗QQ`

as Galois representations (over Q`). Similar results hold for the other classical Weil cohomology

theories, for example for Betti cohomology we get H0(V ) ∼= V as Q-vector spaces. The Chow

groups of V are computed in the following proposition:

Proposition B.3. All Chow groups of V vanish, except

CH0(V ) = V Gal(ks/k).

Proof. Since the varieties underlying Artin motives are zero-dimensional, all Chow groups of

higher degree vanish. Again we take a finite Galois extension k′/k such that V is a G =

Gal(k′/k)-representation. Then it is enough to prove the assertion for the regular representation

Q[G] (because both sides are additive in V ). Nevertheless the Artin motive associated to the

regular representation is just h(Spec(k′)). Clearly CH0(Spec(k′))Q ∼= Q, and it is classical that

the invariant vectors of the regular representation form a one-dimensional subspace. �
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