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1 Measure theory

In Analysis II we used an approach to integration in Rn defining integrals
of continuous, compactly supported functions in Rn. Certain technical steps
were then taken, to extend this notion to integrals over certain bounded
domains, say boxes Q, in Rn.

Figure 1: Restriction of a continuous function to an interval Q ⊂ R.

A natural way to integrate such functions we would be to make sense of the
expression ∫

Rn
f1Q

where 1Q equals 1 if x ∈ Q and it equals 0 otherwise. However, the function
f1Q is in general not continuous on Rn, so a number of technical steps were
needed to circumvent this issue. This example shows the potential usefulness
of more general notions of integrals.
The function 1Q is one of the most basic examples of discontinuous functions.
It is called the characteristic function of Q and can be defined for any set E
by setting

1E(x) =

{
1; x ∈ E
0; x 6∈ E

If we knew how to integrate such functions, we would define∫
Rn

1E(x)dx

to be the volume (or measure) of E.
On the other hand, we can see (exercise) that we can approximate any
bounded compactly supported function with finite linear combinations of
characteristic functions, all supported on the same compact set, uniformly.
This will then allow by linearity of the integral and approximation arguments
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to extend the definition of the integral from characteristic functions to such
functions as well.

Question: Can one assign a volume to every set E ⊂ Rn?

Of course, the volume should have certain properties which agree with our
intuitive notion of volume. For instance, the volume of a set should be
invariant under translations of that set. In higher dimensions it should also
be invariant under its rotations. The unit ball should have a finite volume.
Moreover, the volume of a union of disjoint sets should equal the sum of the
volumes of these sets, which is a natural condition related to linearity of the
integral. Namely, if E ∩ F = ∅, then 1E∪F = 1E + 1F , which implies∫

Rn
1E∪F =

∫
Rn

1E +

∫
Rn

1F

and hence volume(E ∪ F ) = volume(E) + volume(F ).
The following theorem says that under these conditions, it is not possible to
assign volume to every subset of R.
By P(R) we denote the power set of R, i.e. the set of all subsets of R.

Theorem 1.1. There does not exist µ : P(R)→ [0,∞] such that

1. (Translation invariance) µ(E + y) = µ(y) for all E ∈ P(R), y ∈ R,
where E + y := {x+ y : x ∈ E}

2. (Countable additivity) If Aj, j ∈ N are pairwise disjoint, i.e. Aj ∩ Ak
for j 6= k, then

µ
( ∞⋃
j=1

Aj

)
=
∞∑
j=1

µ(Aj)

3. 0 < µ([0, 1)) <∞
Note that since the function µ takes vaues in [0,∞], it is very natural to
consider countable sums as in the last item.

Proof. Assuming existence of such a map we are going to derive a contradic-
tion. We start with some preliminary observations.

• µ(∅) = 0

To see this set A1 = [0, 1), Aj = ∅ for j > 1. These sets are pairwise
disjoint. Then

µ([0, 1)) = µ
( ∞⋃
j=1

Aj

)
2.
=
∞∑
j=1

µ(Aj) = µ([0, 1)) +
∞∑
j=2

µ(Aj).
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By 3. µ([0, 1)) 6=∞, so we have
∑∞

j=2 µ(Aj) = 0. Since µ(Aj) ≥ 0 for
each j, we must have µ(A2) = 0. That is, µ(∅) = 0.

• (Finite additivity) Property 2. holds also for finite families Aj, j =
1, . . . , N .

This follows by setting Aj = ∅ for j > N and using µ(∅) = 0.

• (Monotonicity) If A ⊂ B, then µ(A) ≤ µ(B).

To see this we write B = A ∪ (B \A), which is a disjoint union. Then
we use finite additivity of µ to conclude

µ(B) = µ(A) + µ(B \ A).

Each of the terms on the right hand-side is non-negative, so we must
have µ(A) ≤ µ(B).

• (Countable subadditivity) For any (not necessarily pairwise disjoint)
sets Aj, j ∈ N, we have

µ
( ∞⋃
j=1

Aj

)
≤

∞∑
j=1

µ(Aj).

To see this for two sets A,B write A ∪B = A ∪ (B \ A) and conclude

µ(A ∪B) = µ(A) + µ(B \ A) ≤ µ(A) + µ(B),

the last inequality following by monotonicity (since B \ A ⊂ B). For
countably many sets induct, the details are left as an exercise.

We return to the proof of the theorem. Define

R := {x+ Q : x ∈ R}

If M,N ∈ R, then M = N or M ∩ N = ∅. Indeed, suppose that M =
x + Q, N = x′ + Q for some x, x′ ∈ R. If M ∩ N 6= ∅, then there exists
y ∈ M ∩ N and therefore q, q′ ∈ Q such that x + q = y = x′ + q′. Then for
each p ∈ Q we have

x+ p = x′ + q′ − q + p︸ ︷︷ ︸
∈Q

∈ N,

which implies M ⊂ N . By symmetry it follows N ⊂M and hence M = N .
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Next we claim that for each M ∈ R there exists y ∈ M such that y ∈ [0, 1).
That is, M ∩ [0, 1) 6= ∅ for each M ∈ R. To see this we write as before
M = x + Q for some x ∈ R. Since Q is dense1 in R there is q ∈ Q with
|x− 1/2− q| ≤ 1/4, i.e. 1/4 ≤ x− q ≤ 3/4. So set y := x− q ∈M .
By the axiom of choice there exists a function ϕ : R → [0, 1) such that for
each M ∈ R : ϕ(M) ∈ M . The range of this map φ is a subset of [0, 1)
which contains exactly one element of each M ∈ R. We denote this subset
by A := ϕ(R). Now we claim that⋃

q∈Q

A+ q = R,

i.e. the union of all possible translates of A by rational numbers is the whole
real line. Indeed, note that for z ∈ R we have z ∈ z + Q ∈ R. Then
z − ϕ(z + Q) ∈ Q and so

z ∈ ϕ(z + Q)︸ ︷︷ ︸
∈A

+Q.

This implies R ⊂ ∪qA+ q, the other inclusion being trivial.
Now we can conclude

0 < µ([0, 1))
(∗)
≤ µ(R) ≤

∑
q∈Q

µ(A+ q)
(∗∗)
=
∑
q∈Q

µ(A)

where (∗) follows by monotonicity and (∗∗) by 1. This implies µ(A) 6= 0.
Let us now consider all possible translates of A by rational number smaller
than 10. We must have( ⋃

q∈Q,|q|<10

A+ q
)
⊂ [−11, 11).

Since [−11, 11] can be viewed as the union of translates of 22 copies of [0, 1),
by translation invariance and additivity we have

µ([−11, 11)) = 22µ([0, 1)) <∞.

But then

∞ > µ([−11, 11))
(∗)
≥

∑
q∈Q,|q|<10

µ(A+ q)
(∗∗)
≥

∑
q∈Q,|q|<10

µ(A)
(∗∗)
≥

∑
q∈Q,|q|<10

ε =∞

which is a contradiction. We used: (∗) monotonicity and additivity, (∗∗)
translation invariance, (∗∗∗) µ(A) 6= 0 and thus µ(A) ≥ ε for some ε > 0.

1At this point we observe that the same proof would work with Q replaced by the
dyadic numbers.
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In R3 it is natural to require that the volume of a set is invariant under
rotations of this set. Our next goal is to show that in R3, a map satisfying
rotation invariance and properties 1.-3. from Theorem (1.1) does not exist
even if we replace 2. by the weaker notion of finite additivity. The interval
[0, 1) is now replaced by the unit ball around the origin B1(0) (the exact
choice of this set is not so important).

Theorem 1.2. There does not exist µ : P(R3)→ [0,∞] such that

1. (Translation invariance) µ(E + y) = µ(y) for all E ∈ P(R), y ∈ R,
where E + y := {x+ y : x ∈ E}

2. (Finite additivity) For any natural number N ≥ 2, If Aj, j = 1, . . . , N
are pairwise disjoint, then

µ
( N⋃
j=1

Aj

)
=

N∑
j=1

µ(Aj)

3. 0 < µ(B1(0)) <∞

4. (Rotation invariance) µ(E) = µ(TE) for all rotations T ∈ SO(3) and
for all E ∈ P(R3)

We remark that the theorem holds more generally for Rn, n ≥ 3.

Proof (sketch). Consider the rotations

ϕ =
1

5

 3 −4 0
4 3 0
0 0 5

 , ψ =
1

5

 5 0 0
0 3 4
0 −4 3

 .

One can compute

ϕ−1 =
1

5

 3 4 0
−4 3 0
0 0 5

 , ψ−1 =
1

5

 5 0 0
0 3 −4
0 4 3

 .

We first note that these are indeed rtotations (exercise) and these rotations
are by angles 2πα with irrational α, in other words positive integer powers
of these matrices can not be the identity matrix. By symmetry it suffices to
prove this for ϕ. The entries of 5ϕ modulo 5 are 3 −4 0

4 3 0
0 0 0


6



and the square of this matrix is congruent itself modulo 5. Hence any positive
integer power of this matrix is congruent to itself. Hence 5nφn has some
entries not divisible by 5, and hence φn does not have integer entries and
cannot be the identity matrix.
Let G be the set of all products of the form

g = gn1
1 gn2

2 . . . gnNN , (1)

where N ∈ N (the case N = 0 is the empty product, which is equal to the
identity matrix), where each nj ≥ 1 and each gj ∈ S = {ϕ, ϕ−1, ψ, ψ−1}
and we have the property that if gj ∈ {ϕ, ϕ−1} then gj+1 ∈ {ψ, ψ−1} and
conversely if gj ∈ {ψ, ψ−1} then gj+1 ∈ {ϕ, ϕ−1} for all j < N . Then G forms
a multiplicative group, that is the product of two such matrices is again in
G, and the inverse matrix of an element in G is also in G (exercise).
Note that (2) can be written as

g =
1

5k

 a u x
b v y
c w z

 ,

with integers a, b, c, u, v, w, x, y, z and k = n1 + n2 + · · ·+ nN We claim that
the central entry v is not divisible by 5.
If N = 0 this claim is obvious. If N = 1 then the claim follows from the
previous remarks on powers of elements of S. We then proceed by induction
on N . Assume the claim holds for the matrix g as above with certain N ≥ 1
and let gN+1 ∈ {ϕ, ϕ−1} if gN ∈ {ψ, ψ−1} and gN+1 ∈ {ψ, ψ−1} if gN ∈
{ϕ, ϕ−1}. Of the various cases we consider by symmetry the case gN+1 = ϕ.
Then since the last factor of g is in {ψ, ψ−1} we note that b is divisible by 5.
By the discussion of powers of φ we see that the middle entry of 5k+1gg

nN+1

N+1

is congruent −4b + 3v modulo 5, which is congruent 3v modulo 5 and since
v by induction is not divisible by 5 the middle entry of 5k+1gg

nN+1

N+1 is not
divisible by 5 neither. The other cases follow similarly.
We call k the length of g as in (2) and the above argument shows that
the length of g can be read off the middle entry of g as the power of 3 in
the denominator of the reduced fraction. We next claim that if some other
element

h = hm1
1 hm2

2 . . . hmMM , (2)

of analoguous form as in (2) is equal g, then N = M and nj = mj for all
j and gj = hj for all j. To see the claim we may induct by the length of
g, which has to be the length of h as well since the length is determined by
the two central entries which by assumption are the same. If the length is
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zero then necessarily N = M = 0 and the claim is clear. If teh length is
positive, then by induction it suffices to show that g1 = h1, since one can
then apply induction hypothesis on the elements g−1

1 g and h−1
1 h which after

cancelling the first two factors are seen to be of shorter length. However, g1

is the unique element in S so that g−1
1 g has smaller length than g (exercise)

and thus g1 is determined by g and therefore g1 = h1.
We can now partition G as

G = {I} ∪Gϕ ∪Gϕ−1 ∪Gψ ∪Gψ−1 (3)

where Gϕ contains those elements g from G for which the representation (2)
starts with g1 = ϕ etc.
However, we claim that we can also write

G = Gϕ−1 ∪ ϕ−1Gϕ (4)

and symmetrically
G = Gψ−1 ∪ ψ−1Gψ.

To see (4) we note ϕ−1Gϕ ⊂ {I}∪Gϕ∪Gψ∪Gψ−1 since for g ∈ Gϕ of the form
(2) we can express ϕ−1g in the corresponding form by erasing one g1 from the
left in the product (2) and the remaining product is of the form (2) starting
with an element not equal to ϕ−1. Conversely, ϕ−1Gϕ ⊃ {I}∪Gϕ∪Gψ∪Gψ−1

since any element g′ in the set on the right hand side can be written as ϕ−1ϕg′

where ϕg′ ∈ Gϕ.
Now we proceed similarly as in the proof Theorem (1.1). We consider G
acting on the set

K := B1(0) \ {x ∈ B1(0) : x = gx for some g ∈ G, g 6= I} .

One can show (exercise) that µ(K) = µ(B1(0)) and thus this set can be seen
as ”almost all” of the unit ball. If x ∈ K then gx ∈ K for g ∈ G (exercise).
We denote

R := {Gx : x ∈ K}

and show as before that any M,N ∈ R which are not disjoint must coincide.
Then we use the axiom of choice to find a set A ⊂ B1(0) which contains
exactly one element of each M ∈ R. By (3) we can write K as the union

K = AG = A ∪GϕA ∪Gϕ−1A ∪GψA ∪Gψ−1A.

Since K contains no fixed points under rotations in G, one can see that
the union on the right hand side is disjoint. For example if ga ∈ GϕA and
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hb ∈ GψA and ga = hb then a = g−1hb and by definition of A we have
a = b and since K is fixed point free we have g−1h = I, and hence g = h, a
contradiction to g ∈ Gϕ and h ∈ Gψ.
However, by (4) we can also partition

K = Gϕ−1A ∪ ϕ−1GϕA = Gψ−1A ∪ ψ−1GψA.

By rotation invariance of µ we have µ(GϕA) = µ(ϕ−1Gϕ) and µ(GψA) =
µ(ψ−1Gψ). Finite additivity of µ then implies

µ(K) = µ(GA) = µ(A) + µ(Gϕ−1A) + µ(GϕA) + µ(Gψ−1A) + µ(GψA)

= µ(Gϕ−1A) + µ(GϕA)

= µ(Gψ−1A) + µ(GψA)

and hence 2µ(K) ≤ µ(K). This contradicts 0 < µ(K) <∞.

End of lecture 1. October 20, 2015

Theorem 1.1 from the previous lecture states that one cannot assign a volume
to every subset of R if we require that it is non-zero and finite for the unit
ball, translation invariant and countably additive on disjoint sets. We remark
that it generalizes to higher dimensions:

Theorem 1.3. There does not exist µ : P(Rd) → [0,∞] such that the fol-
lowing holds

1. (Translation invariance) µ(E + y) = µ(y) for all E ∈ P(R), y ∈ R,
where E + y := {x+ y : x ∈ E}

2. 0 < µ(B1(0)) <∞

3. (Countable additivity) If Ej, j ∈ N are pairwise disjoint, then

µ
( ∞⋃
i=1

Ei

)
=
∞∑
j=1

µ(Ei)

Therefore we would like to relax some of the assumptions. Recall that we
would like to have additivity of the volume since this would be related to
linearity of the integral. Replacing countable with finite additivity is not
sufficient if the volume should also be rotation invariant, as seen in the last
lecture.
It seems likely that one would have to restrict the domain of µ and define
the volume just for certain subsets of Rd. However, our strategy it to first
consider only countably subadditive maps on P(Rd) which are called outer
measures. Later we shall state a condition on the subsets of Rd on which
these subadditive maps are actually additive.
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1.1 Outer measure

Definition 1.4. Let X be a set. A map µ : P(X)→ [0,∞] is called an outer
measure, if

1. µ(∅) = 0

2. (Monotonicity) If E1, E2 ⊂ X, then µ(E1) ≤ µ(E2).

3. (Countable subadditivity) For any Ej ⊂ X, j ∈ N we have

µ(
∞⋃
i=1

Ei) ≤
∞∑
i=1

µ(Ei).

In our applications, X will typically be Rd. In the previous lecture we showed
that 1.-3. follow provided µ is countably additive on disjoint sets. Since now
we assume only countable subadditivity of µ, 1. and 2. do not follow. To
avoid possible pathological examples we now additionally assume these two
properties.
How to define an outer measure for any subset of Rd? The power set P(Rd)
has the cardinality larger than continuum! The idea is to assign a certain
concrete quantity to the sets in some smaller subcollection of P(Rd). We
call these sets generating sets. Then one abstractly defines an outer measure
of any set in Rd by covering this set with generating sets. Let us make this
construction precise.

Theorem 1.5. Let X be a set. Let T ⊂ P(X) and τ : T → [0,∞]. The
map µ : P(X)→ [0,∞] given by

µ(E) = inf
T ′⊂T

∪T∈T ′T⊃E

∑
T ′

τ(T )

is an outer measure.

If X = Rd, we may take T to be the collection of all balls B with rational
radii r and rational centers. We assign them the quantity τ(B) = rd, which
up to a constant coincides with our naive notion of the volume of a ball. The
collection of all such balls is countable, which is much less than the cardinality
of P(R). Then we generate the outer measure of any set by covering it
with balls. Since the collection of balls with rational radii is translation
and rotation invariant, this implies translation and rotation invariance of the
generated outer measure.
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Figure 2: Covering a set with balls.

Proof. We need to check the three defining properties of outer measures.

1. The empty collection T = ∅ covers the empty set and
∑

T∈∅ τ(T ) = 0,
so µ(∅) = 0.

2. Let E1 ⊂ E2 and assume that µ(E2) < µ(E1). Then there exists T ′
such that E2 ⊂

⋃
T∈T ′ T and

∑
T∈T ′ τ(T ) < µ(E1). This contradicts

E1 ⊂ E2 ⊂
⋃
T∈T ′ T .

3. We need to show that for any ε > 0 we have

µ(
∞⋃
i=1

Ei) ≤
∞∑
i=1

µ(Ei) + ε.

Let ε > 0. By definition of inf we may choose a collection Ti such that⋃
T∈Ti T ⊃ Ei and ∑

T∈Ti

τ(T ) ≤ µ(Ei) +
ε

2i

Then
⋃∞
i=1Ei ⊂

⋃∞
i=1

⋃
T∈Ti T and we have

µ(
∞⋃
i=1

Ei) ≤
∞∑
i=1

⋃
T ∈Ti

τ(T ) ≤
∞∑
i=1

µ(Ei) + ε
∞∑
i=1

1

2i
≤

∞∑
i=1

µ(Ei) + ε.

Observe that having only countably many sets Ei is crucial, as other-
wise we would not get a summable geometric series

∑∞
i=1 2−i.
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Note that in this theorem we may choose τ freely. However, it is not clear
whether the generated µ is then a reasonable quantity. Note that for E ∈ T
we know that µ(E) ≤ τ(E) since the set is its own cover. It seems reasonable
that this should be the best open cover and that we should have µ(E) = τ(E)
for E ∈ T . However, this is not true in general. In principle it could happen
that µ(E) = 0 for all E ∈ T . But in many examples in practice, µ and τ
agree on generating sets.

Example. Let X = Rd and let T be the set of all dyadic cubes in Rd, i.e.

T = {Q = [2kn1, 2
k(n1 + 1)× · · · × [2knd, 2

k(nd + 1)) : k, n1, . . . , nd ∈ Z}.

The number k is called the scale of Q. An example of a dyadic cube of scale
0 is the unit cube [0, 1)×· · ·× [0, 1). Since the sides of a dyadic cube are half
open intervals, any two dyadic cubes are either disjoint or one is contained
in the other. Each dyadic cube of scale k partitions into 2d dyadic cubes of
scale k − 1, called the children of the cube.

Figure 3: A dyadic square in R2 and its children.

For Q ∈ T we set
τ(Q) = 2kd

which coincides with our naive interpretation of the volume of Q. The outer
measure µ generated by τ via coverings as is called the Lebesgue outer mea-
sure on Rd.

Theorem 1.6. Let everything be as in the previous example. Then for each
dyadic cube Q ∈ T we have µ(Q) = τ(Q).

Therefore the Lebesgue outer measure is indeed a ”reasonable” quantity.
This is a very important result and showing it requires some work. If we
generate the outer measure by arbitrary cubes or balls and define τ(Q) anal-
ogously (i.e. as their ”volume”), then µ also agrees with τ on generating sets.
However, the proof of this fact is more technical than in the dyadic case.
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Proof. We have µ(Q) ≤ τ(Q) since Q covers itself. So it remains to show
that if Q ∈ T and T ′ ⊂ T with

⋃
Q′∈T ′ Q

′ ⊃ Q, then

τ(Q) ≤
∑
Q′∈T ′

τ(Q′).

First we consider the special case when T ′ is finite. Let Q ∈ T be of scale
k. Without loss of generality we may remove the cubes from T ′ which do
not intersect Q. That is, we may assume that for each Q ∈ T ′ we have
Q ∩ Q′ 6= ∅. Denote by kmin be the smallest scale of the cubes in T ′. If
kmin > k we have

τ(Q) ≤ τ(Qmin) ≤
∑
Q′∈T ′

τ(Q′)

for any cube Qmin of scale kmin, which shows the claim. So we may assume
that kmin ≤ k.

Q

Qmin

Figure 4: k < kmin

Now we induct on k − kmin ≥ 0. If k − kmin = 0, i.e. k = kmin, we are done
by the same reasoning as above. Assume now that k − kmin > 0. Denote by
kmax the largest scale of the cubes in T ′. Without loss of generality we may
assume kmax < k, otherwise we reason as above and get τ(Q) ≤ τ(Qmax) ≤∑

Q′∈T ′ τ(Q′). In other words, we may assume that the scale of any cube in
T ′ is strictly smaller than k.
The cube Q partitions into 2d dyadic children Qj of scale k − 1, i.e.

Q =
2d⋃
j=1

Qj.

Since any two dyadic cubes are either disjoint or one is contained in the
other, every Q′ ∈ T ′ is contained exactly one of the children Qj.

2

2Here we crucially use the dyadic structure. If we had an arbitrary collection of cubes,
we would not be able to draw the same conclusion.
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Q′

Qj

Q

Figure 5: Covering Q with Q′ ∈ T ′.

Set now
Tj := {Q′ ∈ T : Q′ ⊂ Qj}.

We have Qj ⊂
⋃
Q′∈Tj Q

′, which follows by a similar dyadic argument. The
cubes Qj are of scale k − 1, so by induction

τ(Qj) ≤
∑
Q′∈Tj

τ(Q′).

Together with τ(Q) = 2dk = 2d2d(k−1) =
∑2d

j=1 τ(Qj) we may then estimate

τ(Q) =
2d∑
j=1

τ(Qj) ≤
2d∑
j=1

∑
Q′∈Tj

τ(Q′) ≤
∑
Q′∈T

τ(Q).

For the last inequality we used disjointness of the collections Tj for different
j. This shows the claim for finite T ′.
For a general collection T ′ we argue by compactness. If Q were compact and
the cubes in T ′ open, then we would have an open covering of a compact
set. So there would exist a finite subcovering of Q and we could apply the
argument for finite collections. Dyadic cubes are half open, so this is not the
case. However, we can approximate dyadic cubes in question by open/closed
sets, respectively, and obtain the desired bound within a factor (1+ε)2. More
precisely, we show the following: for every ε > 0 we have

τ(Q) ≤ (1 + ε)2
∑
Q′∈T ′

τ(Q′).

To show this pick a number L which is large enough. We consider the L−th
generation of Q consisting of cubes of scale k − L. They partitions Q, so

Q =
2dL⋃
j=1

Qj.
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k

k − L

Q′

Qj

Figure 6: Partitioning of Q and covering it by open sets.

Denote by T̃ the set of all cubes Qj with Qj ⊂ Q. (In Figure 6 this would
be the dyadic cubes contained in the light blue cube.) We have∑

Qj∈T̃

τ(Qj) = 2dk − d2(d−1)L2d(k−L) ≥ τ(Q)
1

1 + ε

where the last inequality holds provided L is sufficiently large.3

For the sets in our covering we use a similar argument to pass to open sets.
For every Q′ ∈ T ′ of scale k′ define TQ′ to be the set of all Q′′ of scale k′−L
such that Q′′ ∩ Q′ 6= ∅. (In Figure 6 these would be the small cubes in and
around Q′.) Then ∑

Q′′∈TQ′

τ(Q′′) ≤ τ(Q′)(1 + ε)

provided L is large enough. The proof of this is similar as before using the
definition of τ and we leave it to the reader. Now we have

K :=
⋃
Q̃∈T̃

Q̃ ⊂ Q ⊂
⋃

Q′∈T ′
Q′ ⊂

⋃
Q′∈T ′

int(
⋃

Q′′∈TQ′

Q′′)

The set K is closed and bounded and hence compact, while on the right
hand-side we have an open covering of K indexed by the cubes in T ′. By

3Note that for the argument we used only the definition of τ and no additivity of
volume.
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compactness there exists a finite subcollection T ′′ ⊂ T ′ which already covers
K. Hence ⋃

Q̃∈T̃

Q̃ ⊂
⋃

Q′∈T ′′

⋃
Q′′∈TQ′

Q′′

Putting everything together and using the claim for finite collections T ′′ we
obtain

τ(Q)

1 + ε
≤
∑
Q̃∈T̃

τ(Q̃) ≤
∑
Q′∈T ′′

∑
Q′′∈TQ′

τ(Q′′) ≤
∑
Q′∈T ′

τ(Q′)(1 + ε).

Therefore, for every ε > 0 we have

τ(Q) ≤
∑
Q′∈T ′

τ(Q′)(1 + ε)2.

This establishes the claim.

It is important to note that the fact µ(Q) = τ(Q) for dyadic cubes Q relies
on our particular choice of τ . If we defined τ(Q) = 2kα with α > d, then it
would be more efficient to cover Q with smaller cubes. One can show that
in this case µ(Q) = 0 for all dyadic cubes Q.

The Lebesgue outer measure µ : P(Rd)→ [0,∞] satisfies

1. Translation invariance

2. 0 < µ(B1(0)) <∞

3. Countable subadditivity

The property 2. holds by monotonicity of µ, since the unit ball contains a
dyadic cube and is also contained in a dyadic cube. Translation invariance
will be proved later. For the outer measure generated by dyadic cubes trans-
lation invariance is not obvious, since the collection of dyadic cubes is not
invariant under arbitrary translations.

1.2 Measurable sets

To build a linear integration theory we would like to have countable additivity
of µ rather than subadditivity. For this we restrict ourselves to a certain class
of sets for which an outer measure is countably additive.
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Definition 1.7 (Caratheodory). Let X be a set and µ an outer measure on
X. A set E ⊂ X is called measurable, if for all F ⊂ X

µ(F ) = µ(F ∩ E) + µ(F ∩ Ec). (5)

The intuition behind this definition is that inequalities ” ≤ ” for E translate
into inequalities ” ≥ ” for Ec, and both together can be used to imply
equalities. To work out this intuition in detail, one needs the Caratheodory
condition.
Note that

µ(F ) ≤ µ(F ∩ E) + µ(F ∩ Ec)

is always true by subadditivity of µ (applied to F = (F ∩ E) ∪ (F ∩ Ec)).
Thus, a set is measurable, if we have additivity of µ on these special sets.
In general outer measures need not have many measurable sets. However,
given some measurable sets, the following theorem shows how to construct
new measurable sets using finitary operations.

Theorem 1.8. Let E1, E2 be measurable. Then

1. ∅ is measurable.

2. Ec
1 is measurable.

3. E1 ∪ E2 is measurable.

4. E1 ∩ E2 is measurable.

5. E1 \ E2 is measurable.

Proof. By subadditivity we only need to show the inequality ” ≥ ” in (5).

1. We have µ(F ) = 0 + µ(F ) = µ(∅) + µ(F ).

2. Clear by symmetry.

3. Since E1 is measurable, we have

µ(F ) = µ(F ∩ E1) + µ(F ∩ Ec
1)

Since E2 is measurable, this equals

µ(F ∩ E1 ∩ E2) + µ(F ∩ E1 ∩ Ec
2) + µ(F ∩ Ec

1 ∩ E2) + µ(F ∩ Ec
1 ∩ Ec

2)

Note that E1 ∪ E2 = (E1 ∩ E2) ∪ (E1 ∩ Ec
2) ∪ (Ec

1 ∩ E2).
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E1 ∩ E2E1 ∩ Ec2 Ec1 ∩ E2

E1 E2

Figure 7: Partitioning of E1 ∪ E2.

By subadditivity of µ we then have

µ(F ∩ E1 ∩ E2) + µ(F ∩ E1 ∩ Ec
2) + µ(F ∩ Ec

1 ∩ E2) ≥ µ(E1 ∪ E2).

Together with F ∩ Ec
1 ∩ Ec

2 = F ∩ (E1 ∪ E2)c this shows

µ(F ) ≥ µ(F ∩ (E1 ∪ E2)) + µ(F ∩ (E1 ∪ E2)c)

for any set F ⊂ X.

4. We write
E1 ∩ E2 = (Ec

1 ∪ Ec
2)c

and use 2., 3. and again 2.

5. We write E1 \ E2 = E1 ∩ Ec
2 and use 2. and 4.

By induction, 3. and 4. easily generalize to finite unions and intersections.
Our next theorem states a countable version of 3. and shows that (5) is
indeed sufficient for additivity on any countable collection of pairwise disjoint
measurable sets.

Theorem 1.9. Let Ej be pairwise disjoint measurable sets. Then
⋃∞
j=1 Ej is

measurable and

µ
( ∞⋃
j=1

Ej

)
=
∞∑
j=1

µ(Ej).

Proof. Special case 1: Two sets E1, E2. We have already seen that E1 ∪ E2

is measurable. Furthermore we have

µ(E1 ∪ E2)
(∗)
= µ(E1 ∩ (E1 ∪ E2)) + µ(Ec

1 ∩ (E1 ∪ E2))
(∗∗)
= µ(E1) + µ(E2)
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which shows the claim in this case. We used (∗) : E1 measurable (∗∗) : E2 ⊂
Ec

1.
Special case 2: Finitely many sets E1, . . . , En. By induction we show that
Gn =

⋃n
j=1Ej is measurable and that

µ(Gn) = µ
( ∞⋃
j=1

Ej

)
=

n∑
j=1

µ(Ej)

(exercise, write Gn+1 = Gn ∪ En+1).
Case 3. Countably many sets Ej, j ∈ N. Denote G = ∪∞n=1Gn. We have

µ(F )
(∗)
= µ(F ∩Gn) + µ(F ∩Gc

n)

(∗∗)
=

n∑
j=1

µ(F ∩ Ej) + µ(F ∩Gc
n)

(∗∗∗)
≥

n∑
j=1

µ(F ∩ Ej) + µ(F ∩Gc)

where we used (∗): measurability of Gn. (∗∗): finite additivity. (∗ ∗ ∗):
Gn ⊂ G and monotonicity. In the limit we obtain

µ(F ) ≥
∞∑
j=1

µ(F ∩ Ej) + µ(F ∩Gc)

By subadditivity of µ we estimate this further as

µ(F ) ≥
∞∑
j=1

µ(F ∩ Ej) + µ(F ∩Gc)
1.

≥ µ(F ∩G) + µ(F ∩Gc)
2.

≥ µ(F ).

Since the left and the right hand-side of the last display coincide, all in-
equalities must be equalities. In particular, equality in 2. shows that G is
measurable. Equality in 1. then implies that (setting F = G and using
G ∩ Ej = Ej, G ∩G = G, G ∩Gc = ∅)

∞∑
j=1

µ(Ej) = µ(G).

This shows countable additivity of µ.
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The last two theorems described how to construct measurable sets from ex-
isting measurable sets. However, we still do not know if there are any mea-
surable sets at all. If X = Rd and the measure is generated by the dyadic
cubes (the Lebesgue measure), the answer is affirmative.4

Theorem 1.10. Dyadic cubes are Lebesgue measurable.

This theorem is a consequence of the following lemma, which states that it
suffices to verify the Caratheodory condition (5) on generating sets.

Lemma 1.11. Let µ on P(X) be generated by T , τ . A set E is measurable
if and only if for each T ∈ T we have

µ(T ) = µ(T ∩ E) + µ(T ∩ Ec).

Proof. We only need to show (⇐). Assume that for each T ∈ T we have

µ(T ) = µ(T ∩ E) + µ(T ∩ Ec).

Let F ⊂ X. We need to show that for any ε > 0 we have

ε+ µ(F ) ≥ µ(F ∩ E) + µ(F ∩ Ec).

If µ(F ) =∞ there is nothing to show. So assume that µ(F ) ≤ ∞. Let ε > 0
and pick T ′ ⊂ T with F ⊂

⋃
T∈T ′ T and

ε+ µ(F ) ≥
∑
T∈T ′

T

Since F ∩ E ⊂
⋃
T∈T ′ E ∩ T , by monotonicity and subadditivity we have

µ(F ∩ E) ≤
∑
T∈T ′

µ(E ∩ T )

In the same way we show

µ(F ∩ Ec) ≤
∑
T∈T ′

µ(Ec ∩ T )

Summing the last two displays we obtain

µ(F ∩ E) + µ(F ∩ Ec) ≤
∑
T∈T ′

µ(E ∩ T ) + µ(Ec ∩ T )

=
∑
T∈T ′

µ(T ) ≤ µ(F ) + ε

as desired.
4This is also true if the generating sets are balls or arbitrary cubes, but the proof is

the easiest in the dyadic case.
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Since any two dyadic cubes are either disjoint or one is contained in the
other, measurability of dyadic cubes follows from this characterization.

To see Theorem 1.10, it suffcies to show for any two dyadic cubes T amd T ′

µ(T ) = µ(T ∩ T ′) + µ(T ∩ (T ′)c) .

This is immediate if µ(T ′) ≥ µ(T ) since then one of the sets on the right
hand side is empty. If µ(T ′) < µ(T ), then one may argue by induction on
the difference in scales between T and T ′, applying the inductive hypothesis
to the children of T , at most one of which may intersect T ′.
Observe that Theorem 1.10 implies that all open sets in Rd are measurable
since we can write them as a countable union of dyadic cubes. Closed sets
are also measurable, since they are complements of open sets.

End of lectures 2 and 3. October 27 and 29, 2015

So far we have been working with the space X = Rn and the space of all
dyadic cubes T . Then, on the set of dyadic cubes, we defined

τ : T → [0,∞], τ(Q) = 2dk,

and used the above to generate the Lebesgue outer measure µ on the power
set P(X) via

µ(E) = inf
T ′⊂T

E⊂
⋃
T ′ Q

∑
T ′

τ(Q).

We could have as well taken all cubes or balls instead of dyadic cubes, however
this would make the combinatorics more difficult. This time we are going to
state an abstract theorem that lets us to validate that the outer measures
generated in a number of ways are again the Lebesgue outer measure µ.

Theorem 1.12. Let X be a set, Ti ⊂ P(X), τi : Ti → [0,∞] and let µi be the
outer measure generated from τi for i = 1, 2. If for all T ∈ T1, τ1(T ) ≥ µ2(T )
and for all T ∈ T2, τ2(T ) ≥ µ1(T ), then we have µ1 = µ2.

Proof. We show µ1 ≥ µ2 and µ1 ≤ µ2.
Let E ⊂ X. We obtain

µ1(E)
Definition

= inf
T ′1⊂T

E⊂
⋃
T ′ Q

∑
T1

τ1(T )
Assumption

≥ inf
T ′1⊂T

E⊂
⋃
T ′ Q

∑
T1

µ2(T )
Subadditivity

≥ µ2(E),

where in the first equality we used the definition of µ1, in the first inequality
we used the assumption τ1 ≥ µ2 and the subadditivity of µ2 in the second.
Symmetrically we get that µ2(E) ≤ µ1(E).
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Now we apply the theorem we have just proven to show that the outer mea-
sures generated by the set of all axe parallel rectangular boxes and the dyadic
cubes are equal.
Let

T1 = the family of dyadic cubes, τ1(Q) = 2dk, where k is the order of Q

T2 = {[a1, b1)× ...× [ad, bd) : ai < bi for 1 ≤ j ≤ d}, τ2(Q) =
d∏
j=1

(bj − aj).

First of all, note that T1 ⊂ T2 and essentially “for free” we obtain that

τ1(Q) = 2dk = τ2(Q)
Q∈T2
≥ µ2(Q).

We are left with proving the reverse inequality, which follows from the next
proposition.

Proposition 1.13. For all ε > 0 and for all Q ∈ T2

(1 + ε)dτ2(Q) ≥ µ1(Q).

Proof. The idea of the proof is to effectively approximate any box Q by
dyadic cubes, one can see the two dimensional situation in the picture 1.2.
Choose k small enough so that

2

ε
2k < min

j
(bj − aj).

Figure 8: Covering of Q by small dyadic cubes in R2

22



Define
Nj = {n ∈ Z : [2kn, 2k(n+ 1)) ∩ [aj, bj) 6= ∅},

so the cardinality #Nj is the number of dyadic intervals of order k, which
cut Q in the j-th coordinate. Moreover, observe that

Q ⊂
⋃

n1∈N1,...,nd∈Nd

[2kn1, 2
k(n+ 1))× ...× [2knd, 2

k(nd + 1)),

so

µ1(Q) ≤ 2kd
d∏
j=1

#Nj.

Denote by lj and mj the minimal number and the maximal number in Nj

respectively. Note that
2k(lj + 1) ≥ aj,

2kmj ≤ bj.

Substracting the second inequality from the first we obtain

2k(mj − lj − 1) ≥ bj − aj =⇒ 2k(#Nj − 2) ≤ bj − aj.

Recall, we defined ε in such a way that

2k#Nj ≤ (bj − aj)(1 + ε)

Putting the facts together we have

µ1(Q) ≤ 2kd
d∏
j=1

#Nj ≤ 2kd2−kd
d∏
j=1

(bj − aj)(1 + ε)d = τ2(Q)(1 + ε)d.

This finishes the proof of the proposition.

Because ε in the proposition is arbitrarily small we have the following inequal-
ity τ2(Q) ≥ µ1(Q), what implies the equality of outer measures generated by
τ1 and τ2, i.e. µ1 = µ2.
Now we shall prove that the Lebesgue outer measure is invariant under di-
lations. Let Λ ∈ Rd×d be a fixed diagonal matrix with positive entries, in
particular we have det(Λ) > 0. For a set E ⊂ Rd define

ΛE = {Λx : x ∈ E}.

Let T2 and τ2 be as before and let

T3 = {ΛQ : Q ∈ T2}.
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Note that the map Q 7→ ΛQ is a bijection between T2 and T3, where the
inverse is given by Q 7→ Λ−1Q. This means that any element of T3 can be
uniquely represented as ΛQ. For any Q ∈ T2 put

τ3(ΛQ) = det(Λ)τ2(Q)

and observe that if T ′2 covers E, then T ′3 = {ΛQ : Q ∈ T ′2} covers ΛE and
T2 = T3.

Proposition 1.14. For E ⊂ Rd, µ3(ΛE) = det(Λ)µ2(E).

Proof. For any Q = [a1, b1)× ...× [ad, bd) ∈ T2 = T3

τ2(ΛQ) =
d∏
j=1

(λjbj − λjaj) = det(Λ)
d∏
j=1

(bj − aj) = det(Λ)τ2(Q) = τ3(ΛQ),

so µ2(Λ·) = µ3(Λ·) = det(Λ)µ2(·).

Observe, we can similarly argue that the Lebesgue measure is invariant under
translation, i.e. that for E ⊂ Rn and y ∈ Rn it satisfies the relation

µ(E + y) = µ(E).

Let us proceed with showing that the outer measure generated by balls and
the Lebesgue measure are in fact the same. In the following we denote by τ
the measure generating function defined on all boxes and by µ the Lebesgue
outer measure. First of all we shall make sure that µ of the unit (and as
a consequence any) ball, denoted by B1(0), is strictly positive and finite.
Note that [0, 1/d)d ⊂ B1(0) ⊂ [−1, 1)d, so by the monotonicity of the outer
measure

0 < µ([0, 1/d)d ≤ µ(B1(0)) ≤ µ([−1, 1)d) <∞

Figure 9: [0, 1/d)d ⊂ B1(0) ⊂ [−1, 1)d for d = 2
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Put c := µ(B1(0)) and let

T4 = {Br(x) : x ∈ Rd, r ∈ (0,∞)}, τ4(Br(x)) = crd.

Proposition 1.15. We have µ = µ4, where µ is the Lebesgue outer measure
and µ4 is the outer measure generated by τ4.

Proof. We shall prove that τ ≥ µ4 on T and µ ≤ τ4. Because of the transla-
tion and dilation invariance of the Lebesgue outer measure we obtain

µ(Br(x)) = crd = τ4(Br(x)).

This gives the “≥” inequality. The inequality in the other direction is a bit
more difficult and will follow from the next proposition.

Proposition 1.16. For all ε > 0 we have

µ4([0, 1)d) ≥ (1 + ε)τ([0, 1)d).

Proof. The point is to cover [0, 1)d by balls efficiently. For a dyadic cube
Q ∈ T of order k define the “frames” (where c(Q) denotes the center of Q)

RQ = Q \B2k−1(c(Q))

RQ

B2k−1(c(Q))

e

We will now show that for any dyadic cube Q there exists a disjoint decom-
position such that

RQ = R1
Q ∪R2

Q,
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with µ(R1
Q) < δµ(Q) and R2

Q is a disjoint union of dyadic cubes. Let k be
the order of Q and let k′ < k be small enough, we will specify it later. Define

T ′ = {Q′ ⊂ Q : the order of Q′ = k′}.

Observe that we can decompose Q into disjoint subsets as follows

Q =
⋃

Q′∈T ′,Q′⊂Q

Q′ =

R2
Q︷ ︸︸ ︷⋃

Q′∈T ′,Q′⊂Q
Q′⊂RQ

Q′ ∪
⋃

Q′∈T ′,Q′⊂Q
Q′⊂RcQ

Q′ ∪
⋃
T ′′
Q′,

where
T ′′ = {Q′ ∈ T ′ : Q′ ⊂ Q, Q′ 6⊂ RQ, Q

′ 6⊂ Rc
Q}.

⊂ Rc
Q

⊂ RQ

∈ T ′′

Lemma 1.17. Let Q be the unit cube. For each Q′ ∈ T ′′ there exists 1 ≤
j ≤ d such that there are at most 8d2 elements of T ′′ which differ from Q′

only in the j-th coordinate.
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Figure 10: The situation in R2 - the two blue cubes are elements of T ′′ which
differ from each other only in the second coordinate.

Proof. Let x′ ∈ Q′ with
∑d

j=1(x′j)
2 = 1. Choose 1 ≤ j ≤ d such that

|x′j| > 1/d. Let Q′′ ∈ T ′′ differ from Q′ only in the j-th coordinate. There

also exists x′′ ∈ Q′′ with
∑d

j=1(x′′j )
2 = 1. Now observe that we have

|x′j − x′′j | ≤ (2d2 − 1)2k
′

or |x′j + x′′j | ≤ (2d2 − 1)2k
′
.

Assume on the contrary that, for example, the left hand side of the alternative
above does not hold. We have the equality

|
∑
i 6=j

(x′i)
2 − (x′′i )

2| = |(x′j)2 − (x′′j )
2|,

which would give by our assumption

(d−1)2k
′ ·2·2k ≥ |

∑
i 6=j

(x′i−x′′i )(x′i+x′′i )| = |(x′j−x′′j )(x′j+x′′j )| ≥ (2d2−1)2k
′ 1

d
.

This would mean that (d − 1)2k
′ · 2 · 2k ≥ (2d2 − 1)2k

′ · (1/d), what is a
contradiction.

With a use of the fact that we have just proven we can decompose T ′′ into
pairwise disjoint collections Tj of the cubes which differ from each other only

27



in the j-th coordinate. Hence

T ′′ =
d⋃
j=1

Tj

and for each j we can bound the cardinality of Tj by 8d2. This gives at most
8d3 cubes in T ′′ and each cube has measure equal to 2dk

′
. Therefore the

cubes in T ′′ have total measure not greater than 2dk
′
8d3, what is ≤ δ if k′ is

small enough. Now we can summarize what have done so far in the proof as
follows.

Lemma 1.18. Let E be a disjoint union of frames. Then we can write it as
a disjoint sum

E = A ∪B ∪ C,

where µ(A) < δµ(E), B is a disjoint union of balls and C is a disjoint union
of frame with the property µ(C) ≤ (1− (1/d)d)µ(E).

End of lecture 4. November 3, 2015

We use the lemma to define recursively

E1 = RQ,

Ej+1 = Cj, where Ej = Aj ∪Bj ∪ Cj as in the lemma ,

µ(Aj) ≤
δ

2j
µ(Ej), µ(Cj) ≤ (1− (1/d)d)jµ(E).

Thus, we rewrite Q as

Q =
N⋃
j=1

Aj ∪
N⋃
j=1

Bj ∪ CN

and

µ(
N⋃
j=1

Aj) ≤
∞∑
j=1

δ

2j
≤ δ,

N⋃
j=1

Bj =
M⋃
i=1

Bri(xi) is a disjoint union of balls,

µ(CN) ≤ (1− (1/d)d)N ≤ δ for N big enough.
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Note that

µ(B2k−1(c(Q))) +
M∑
i=1

µ(Bri(xi)) ≤ µ(Q)

The set F =
⋃N
j=1Aj ∪ CN has small outer measure, namely µ(F ) ≤ δµ(Q),

what means that there exist cubes Ql such that
⋃∞
l=1Ql cover F and

∞∑
l=1

µ(Ql) ≤ 3δµ(Q).

Ql

Br̃l(x̃l)

x̃lr̃l

Let r̃l = 2kl , where kl is the order of the cube Ql and x̃l be the center of Ql.
Then of course the union of Br̃l(x̃l) covers F and because of the monotonicity
and the dilation invariance its measure is small (the constant c below stands
for the measure of the unit ball)

µ(
∞⋃
l=1

Br̃l(x̃l)) ≤
∞∑
l=1

µ(Br̃l(x̃l)) ≤ 3c2dδµ(Q).

Putting everything together, Q is covered by a union of balls

Q ⊂ B2k−1(c(Q)) ∪
⋃
i

Bri(xi) ∪
⋃
l

Br̃l(x̃l),

so
µ4(Q) ≤ µ(Q) + 3cδ2dµ(Q).

This means that for any dyadic cube Q and any ε > 0, µ4(Q) ≤ (1 + ε)τ(Q)
and finishes the proof of the proposition.

As a corollary we obtain the invariance of the Lebesgue measure under or-
thogonal transformations (rotations and reflections).

29



Corollary 1.19. Let U ∈ Rd×d be a matrix satisfying UUT = Id. Then we
have µ(UE) = µ(E) for all E ⊂ Rd.

Proof. We use that one can generate the Lebesgue measure via balls. This
collection of sets as well as the corresponding map τ is invariant under or-
thogonal transformations, hence Lebesgue outer measure is invariant under
orthogonal transformations.

Corollary 1.20. Let A be a regular linear transformation of Rd. Then it
holds that µ(AE) = | detA|µ(E).

Remark. Recall, one can represent a regular linear transformation A as
A = UΛ1/2V , where UUT = Id, V V T = Id and Λ is a diagonal matrix
with positive diagonal entries. This is a way to see it: notice that AAT

is a symmetric positive-definite matrix, so it can be diagonalized - let Λ
be its diagonalization, it clearly has positive entries. Hence there exists an
orthogonal matrix U with AAT = UΛUT and

Λ−1/2UTA︸ ︷︷ ︸
=:V

ATUΛ−1/2︸ ︷︷ ︸
=:V T

= Id =⇒ A = UΛ1/2V.

Proof. Following the remark, write A = UΛ1/2V .

µ(AE)µ(UΛ1/2V E)
orthogonal invariance

= µ(Λ1/2V E)

dilation invariance
= det(Λ1/2)µ(V E)

orthogonal invariance
= det(Λ1/2)µ(E).

We conclude the proof by observing

| det(A)| = | det(UΛ1/2V )| = |det(U)|det(Λ1/2)| det(V )| = det(Λ1/2),

since the determinant of an orthogonal matrix is equal to ±1.

Now we define the notion of σ-algebra. In a nutshell, σ-algebra is a family
subsets that is closed under countable unions and complements, containing
the empty set.

Definition 1.21. A subset A of P(Rd) is called a σ-algebra if the following
three conditions hold

1. ∅ ∈ A,

2. E ∈ A =⇒ Ec ∈ A

3. Ei ∈ A for i ∈ N =⇒
⋃∞
i=1 Ei ∈ A.
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We have already seen the collection of measurable sets M(Rd) is a sigma
algebra. We also saw in the first lecture that M(Rd) is strictly contained in
the power set P(Rd). The Borel σ-algebra B(Rd) is the smallest σ-algebra
containing all the open sets in Rd. We are going to see that also B(Rd) is
strictly contained M(Rd).

Theorem 1.22. B(Rd) (M(Rd).

Before we proceed with the proof we state and prove severals helpful facts.

Lemma 1.23. Let f : Rd → Rd be a continuous function. Let

A = {E ⊂ Rd : E = f−1(V ) for some V ∈ B(Rd)},

where f−1(U) is the preimage of V . Then A ⊂ B(Rd).

Remark. Note that A is a σ-algebra.

Proof. Let B′ be the collection of all V ∈ B(Rd) with f−1(V ) ∈ B(Rd).
B′ contains all open subsets, because if V is open, then also f−1(V ) (by
continuity). B′ is a sigma-algebra as well, let us validate the three conditions:

1. f−1(∅) = ∅ ∈ B(Rd), so ∅ ∈ B′.

2. V ∈ B′ =⇒ f−1(V ) ∈ B(Rd) =⇒ f−1(V c) = (f−1(V ))c ∈
B(Rd) =⇒ V c ∈ B′.

3. Similarly as 2.

That means, B′ is a σ-algebra which contains all open sets, so by the definition
of the Borel σ-algebra B(Rd) ⊂ B′ and consequently A ⊂ B(Rd).

Now let us define the Cantor ternary set:

C =

{
x =

∞∑
i=1

ai
3i

: ai ∈ {0, 2} for all i

}
.

Note that clearly C ⊂ [0, 1] with 0, 1 ∈ C.
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a1 = 1

a1 6= 1, a2 = 1

a1 6= 1, a2 6= 1, a3 = 1

0 1

Figure 11: Construction of the Cantor set: at each step we remove the blue
open intervals - the middle “one third” from each of the intervals that were
not removed before. Here we present only three steps, the full construction
is repeating continuing the procedure infinitely many times.

Let us calculate the outer measure of the Cantor set. Notice that at each the
i-th step of the construction, which we presented in the picture, we remove
an interval of measure 2/3i. This gives for every N > 0

µ(C) ≤ 1−
N∑
i=1

2

3i
.

Since this holds for all N > 0, we conclude

µ(C) ≤ 1−
∞∑
i=1

2

3i
= 0.

so the measure the Cantor set is a nonempty set whose outer measure is
equal zero. Moreover the cardinality of C is equality to the cardinality of
the set of real numbers. This is because C has at eleast as many elements
as the set of infinite sequences taking values in {0, 2} and taking both values
infinitely often.

Remark. Take E ⊂ Rd with µ(E) = 0. Then for any F ⊂ Rd

µ(F ) ≥ µ(F ∩ E)︸ ︷︷ ︸
≤µ(E)=0

+µ(F ∩ Ec).

This means that E is Lebesgue measurable.

Hence, the Cantor set is also Lebesgue measurable.
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Example (Devil’s staircase). Note that any number x ∈ [0, 1] we can write
as

x =
∞∑
i=1

ai
3i
, with ai ∈ {0, 1, 2}.

Define f : [0, 1]→ [0, 1]

f(x) =

{∑∞
i=1

1
2
ai
2i

if all ai ∈ {0, 2},∑N−1
i=1

1
2
ai
2i

+ 1
2N

if minai=1 i = N
.

0 1
the intervals excluded from the Cantor set

f “devil’s staircase“

1

1/2

3/4

1/4

Figure 12: The first three steps of the construction of the devil’s staircase.

f is well defined: let

x =
∞∑
i=1

ai
3i

=
∞∑
i=1

bi
3i

be two different expansions of x. Then, without loss of generality, there exists
a natural number N such that for all i < N , ai = bi, and aN = 0, bN = 0, and
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for i > N ai = 2, bi = 0. Notice that our definition of f gives the same value
for both expansions. Similarly we obtain that f is monotone. We may then
also conclude that f is continuous: we know from methods from Analysis I
that if a monotone function g defined on [0, 1] has the property that g([0, 1])
contains all dyadic numbers in [0, 1], then it is continuous (exercise). One
can easily check that the range of our function f certainly contains all dyadic
numbers between 0 and 1.

Remark. Let E be a countable subset of Rd. Then µ(E) = 0. That is
because E = {xi}i∈N and we have the following covering

E ⊂
∞⋃
i=1

(
xi −

δ

2i
, xi +

δ

2i

)
,

where δ > 0 is arbitrary. Thus, by monotonicity and subadditivity we can
bound the outer measure of E by the sum of measures of the small intervals

µ(E) ≤
∞∑
i=1

µ

((
(xi −

δ

2i
, xi +

δ

2i

))
= 2δ.

We can take δ as small as we wish, so µ(E) = 0.

End of lecture 5. November 5, 2015

Recall that we want to show Theorem 1.22 which states that the inclusion
B ⊂ M is strict. That is, that there exists Lebesgue measurable sets which
are not Borel sets.

For this we need some more preparatory statements.

Definition 1.24. Let X be a space with a σ-algebra A. Let Y be a metric
space. A function f : X → Y is called A-measurable if for every open ball
B ⊂ Y , f−1(B) ∈ A.

Thus a function is measurable if the preimage of any open ball is measurable.

Lemma 1.25. If Y = R, then the following are equivalent5

1. For every x ∈ Y ∪ −Y we have f−1((x,∞)) ∈ A.

2. For every x ∈ Y ∪ −Y we have f−1([x,∞)) ∈ A.

5Y denotes the dyadic numbers
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3. f is A-measurable

Proof. 3.⇒ 1. The open set (x,∞) is a union of open balls (x,∞) = ∪iBi(xi)
with xi ∈ Y. Then

f−1((x,∞)) =
⋃
i

f−1(Bi)

Since Bi are measurable, so are f−1(Bi) and hence the countable union.
1.⇒ 2. We write

[x,∞) =
⋂

y∈Y, y<x

(y,∞)

so that
f−1([x,∞)) =

⋂
y∈Y, y<x

f−1(y,∞),

and argue argue analogously as in 1.
2.⇒ 3. For any interval (a, b) write

(a, b) =
⋃

x∈Y,x>a

[x,∞) \
⋂

y∈Y,y<b

[y,∞).

Theorem 1.26. If f is A-measurable, then the preimage of every Borel set
is A-measurable.

The proof is analogous to the proof of Lemma 1.23 from the previous lecture.

Now we are ready to prove existence of Lebesgue measurable sets which are
not Borel sets.

Proof of Theorem 1.22. Denote by f be the devil’s staircase function. Define
its ”inverse function”

g(x) = inf
f(y)=x

y.

This is not really the inverse function since for a given x there is no unique
y which would be mapped to x with f . But we may define the value of g at
x to be the infimum over all such y. Since f is continuous, the infimum g(x)
also satisfies

f(g(x)) = x

for all x ∈ [0, 1]. This implies that g is injective. Since g is monotone, g is
Borel measurable (exercise). Observe that g([0, 1]) ⊂ C where C denotes the
Cantor set.
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Let now A ⊂ [0, 1] be a set which is not Lebesgue measurable. In particular,
A is not a Borel set. By injectivity of g we have

A = g−1(g(A))

(Recall that in general A ⊂ g−1(g(A)), but for injective function there is
an equality.) We have g(A) ⊂ C and hence g(A) is Lebesgue measurable.
However, g(A) is not Borel. If it were, g−1(g(A)) would have to be Borel by
the previous theorem, which is a contradiction.

The next theorem states that any Lebesgue measurable set can be approxi-
mated, up to a set of measure zero, from the outside with open and from the
inside with closed sets, respectively.

Theorem 1.27. If E ⊂ Rd is Lebesgue measurable, then

1. there exist open sets Fi, i = 1 . . . ,∞, such that

Fi ⊃ E and µ
( ∞⋂
i=1

Fi \ E
)

= 0.

2. there exist closed sets Gi, i = 1, . . . ,∞, such that

Gi ⊂ E and µ(E \
∞⋃
i=1

Gi) = 0.

Proof. Note that 2. follows from 1. by taking complements since closed sets
are complements of open sets. So we only need to show 1.
Case 1. E is bounded, i.e E ⊂ BN(0) for some N > 0.
Then µ(E) <∞. For n ≥ 1 we find an open covering

E ⊂
∞⋃
i=1

Bni(xi)︸ ︷︷ ︸
F̃n

with xi ∈ E, ni ≥ 0, such that

µ(E) + 2−n ≥
∞∑
i=1

µ(Bri(xi)).

Define

Fn :=
n⋂
j=1

F̃nj
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which is a open set. We have Fn+1 ⊂ Fn. Since E ⊂ ∩∞n=1Fn and µ(Fn \E) <
2−n it follows

µ
( ∞⋂
n=1

Fn \ E
)

= 0.

Case 2. E is unbounded.
We intersect E with a sequence of annuli and for m = 1, . . . ,∞, inductively
define

E1 := E ∩B1(0)

Em := E ∩Bm(0) \Bm−1(0)

Each Em is bounded. So we can apply the theorem to each of these bounded
sets and take the union over m. Since each bounded piece can be approxi-
mated up to an error of measure zero, the error of the union amounts to a
countable union of measure zero sets, which has measure zero. The details
are left as an exercise.

1.3 Littlewood’s three principles

Littlewood gives an intuitive guide for understanding measurable sets and
functions.

1. Every measurable set in Rd is nearly a disjoint union of dyadic cubes.

2. Every measurable function is nearly continuous.

3. Every convergent sequence of measurable functions is nearly uniformly
convergent.

Now we will explain how to understand the word ”nearly” in each of the
statements and make them precise.

Principle 1.

Theorem 1.28. Let E ⊂ Rd be Lebesgue measurable and µ(E) < ∞. For
every ε > 0 there exists F which is a finite disjoint union of dyadic cubes
such that µ(E∆F ) < ε.

Recall that for two sets E and F , the symmetric difference E∆F is defined
as E∆F = (E \ F ) ∪ (F \ E) = (E ∩ F c) ∪ (F ∩ Ec).
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Proof. Let T ′ be a collection of dyadic cubes with

E ⊂
⋃
Q∈T ′

Q, µ(E) +
ε

2
≥
∑
Q∈T ′

µ(Q).

Note that without loss of generality we may assume that T ′ consists of pair-
wise disjoint cubes. Choose a finite subcollection T ′′ ⊂ T ′ such that∑

Q∈T ′
µ(Q)− ε

2
≤
∑
Q∈T ′′

µ(Q).

Set
F :=

⋃
Q∈T ′′

Q.

Then we have

µ(E∆F ) ≤ µ(E \ F ) + µ(F \ E)

≤ µ
( ⋃
T ′\T ′′

Q
)

+ µ
((⋃
T ′
Q
)
\ E
)

≤ ε

2
+
ε

2
= ε

where we used that µ((
⋃
T ′ Q)\E) = µ(

⋃
T ′ Q)−µ(E) since E is measurable.

Principle 3.

Theorem 1.29 (Egorov). Let E ⊂ Rd be Lebesgue measurable and µ(E) <
∞. Let f, fk : E → R be measurable and for each x ∈ E, limk→∞ fk(x) =
f(x). Then for every ε > 0 there is a closed set F ⊂ E with µ(E \ F ) < ε
such that fk|F converges to f |F uniformly.

Proof. For k, n ∈ N define

En
k := {x ∈ E : |fj(x)− f(x)| < 2−n for all j > k}

Exercise: show that En
k are Lebesgue measurable. We have En

k ⊂ En
k+1 and

∞⋃
k=1

En
k = E.

(The inclusion ” ⊆ ” is obvious, while ” ⊇ ” holds due to pointwise conver-
gence.) We claim that

lim
k→∞

µ(En
k ) = µ(E).
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To see this we split En
k into disjoint annuli, i.e.

En
k = En

1 ∪
k⋃
j=2

En
j \ En

j−1.

By additivity of µ we have

µ(En
k ) = µ(En

1 ) +
k∑
j=2

µ(En
j \ En

j−1)

Taking the limit on both sides we establish the claim. Now we choose kn
large enough such that

µ(E \ En
kn) < 2−n.

We also choose N large enough such that

µ
(
E \

∞⋂
n=N

En
kn︸ ︷︷ ︸

F̃

)
<

∞∑
n=N

2−n < ε/2.

On F̃ , fk converges to f uniformly. Indeed, for every δ > 0 we find n > N
such that 2−n < δ. Then for each x ∈ F̃ ⊂ En

kn
and for all k ≥ kn we

have |fk(x) − f(x)| < δ. By Theorem 1.27 we find a closed set F ⊂ F̃ with
µ(F̃ \ F ) ≤ ε/2. Then the convergence of fk|F → f |F is uniform on F .

Before proceeding with principle 2. we state a result on pointwise approxima-
tion of measurable functions with finite linear combination of characteristic
functions.

Theorem 1.30. Let E ⊂ Rd be measurable with µ(E) <∞. Let f : E → R
be measurable. Then there exists a sequence of functions fk : Rd → R
which are finite linear combinations of characteristic functions of dyadic
cubes and a set E ′ ⊂ E with µ(E \ E ′) = 0 such that for all x ∈ E ′ we
have limk→∞ fk(x) = f(x).

One also says that fk converges to f almost everywhere on E, abbreviated
a.e. on E. In general we say that some property holds almost everywhere if
the set of elements on which the property does not hold has measure zero.

The proof of this theorem is left as an exercise. One first considers functions
f = 1F which are characteristic function of measurable sets in Rn and one
approximates F with dyadic cubes. For a general f one has to pass to finite
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linear combinations of characteristic function of measurable sets and finally
to finite linear combinations of characteristic functions of dyadic cubes.

Now we have everything prepared to state a precise formulation of the second
principle.

Principle 2.

Theorem 1.31 (Lusin). Let E be Lebesgue measurable with µ(E) <∞. Let
f : E → R be measurable and bounded. Let ε > 0. Then there exists a closed
set F ⊂ E with µ(E \ F ) < ε such that f |F is continuous.

Proof. By the previous theorem we find a sequence fk of finite linear combi-
nations of characteristic function of dyadic cubes such that

lim
k→∞

fk(x) = f(x) a.e. on E

Note that each fk is continuous a.e., since each characteristic function has
only two points of discontinuity. Since countable unions of sets with measure
zero have measure zero, almost everywhere are all fk continuous and converge
to f . By Egorov’s theorem, there is a closed set F ⊂ E with µ(E \ F ) < ε
such that fk → f uniformly on F . Therefore, f |F is continuous.

End of lecture 6. November 11, 2015

2 Integration theory

This lecture we pass from the measure therory to integration theory.
Reminder: In Analysis I we have defined the integral for montone increasing
or decreasing functions. Let X := [0,∞) and denote the dyadic numbers of
order −k by Yk. Let f : X → X be a montone decreasing function. For
a, b ∈ Yk0 we defined∫ b

a

f(x)dx = sup
k>k0

∑
y∈Yk
a<y≤b

2−kf(y)

︸ ︷︷ ︸
=:Lk(f) - lower Riemann sum

= inf
k>k0

∑
y∈Yk
a≤y<b

2−kf(y)

︸ ︷︷ ︸
=:Uk(f) - upper Riemann sum

We used that Uk(f) ≤ Lk(f) + 2−kf(a) and monotonicity of the lower and
the upper sums in k , which together gives equality of the supremum of
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lower Riemann sums with infimum of the upper Riemann sumds, the value
of which we call the Newton integral. The same argument applies if b =∞,
the value of the newton integral may be finit or infinte in this case. Now, let
f : X→ X ∪ {∞}. We the define∫ ∞

0

f(x)dx = sup
k>0

∑
y∈Yk\{0}

2−kf(y).

This has a chance to be finite if f takes the value ∞ at most at the point
0. If f takes the value ∞ at 0, the upper Riemann sums will all be infinte,
which is why we base the theory on the lower Riemann sums in this case.
Our aim will be to reduce the integral on a general outer measure space
to the integral of monotone decreasing functions X → X ∪ {∞}. The idea
is to consider dyadsic intervals mnot one the domain of the function to be
integrated, which will be an arbitrary outer measure space, but on the range
of functions, whjich will still be (contained in ) X, see the nearby figures.

X

X

Figure 13: The idea of integration by decomposing the domain into dyadic
intervals (works e.g. if the domain X is X)

41



X

X

Figure 14: The idea of integration by decompositng the range into dyadic
intervals

Definition 2.1. Let X be a set with an outer measure µ. Let f : X → X.
We define ∫

X

fdµ :=

∫ ∞
0

µ({x : f(x) > λ})dλ.

Remark. Note that the function g(λ) = µ({x : f(x) > λ}) is monotone
decreasing, so the Newton integral on right hand side is well defined! Indeed,
if λ1 < λ2, then

{x : f(x) > λ1} ⊃ {x : f(x) > λ2},

so by the monotonicity

µ({x : f(x) > λ1}) ≥ µ({x : f(x) > λ2}).

Remark. We also have∫
X

fdµ =

∫ ∞
0

µ({x : f(x) ≥ λ})dλ,

because the functions g1(λ) = µ({x : f(x) > λ}), g2(λ) = µ({x : f(x) ≥ λ})
have the same right-sided limits, so the respective Newton integrals are equal.

Definition 2.2.
µ(f > λ) := µ({x : f(x) > λ}).

Remark. If f = g almost everywhere in X, then∫
X

fdµ =

∫
X

gdµ.
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Let E = {x : f(x) 6= g(x)}. We have that µ(E) = 0 and

µ(f > λ) ≤ µ(g > λ) + µ(E) = µ(g > λ).

Exactly the same argument gives µ(g > λ) ≤ µ(f > λ), so µ(f > λ) = µ(g >
λ).

Remark. Note that if f ≤ g, then for each λ,

µ(f > λ) ≤ µ(g > λ),

so ∫
X

fdµ ≤
∫
X

gdµ.

We will prove two important theorems that let one to pull out a pointwise
limit of functions outside of the integral.

Theorem 2.3 (Monotone convergence). Let µ be an outer measure on a
space X with the family of Caratheodory measurable setsM(X). Let fn : X →
X be a monotone increasing sequence ofM(X)-measurable functions, i.e. for
all x ∈ X and n ∈ N, fn(x) ≤ fn+1(x). Then

sup
n

∫
X

fndµ =

∫
X

(sup
n
fn)dµ.

Remark. Both supremums above are actually limits.

Proof. Let En := {x : fn(x) > λ}. First of all, we notice that

{x : sup
n
fn(x) > λ} =

⋃
n

En.

We show “⊃” and “⊂”. If there exists k such that fk(x) > λ, then the
supremum at point x is clearly bigger than λ. This shows “⊃”. On the other
hand, if supn fn(x) > λ, then there exists k such that fk(x) > λ, we have
“⊂”.
The sequence of functions is increasing, so En ⊂ En+1. Hence, we can write
En as the following disjoint sum

En = E1 ∪
∞⋃
k=2

Ek \ Ek−1,

where all the sets are measurable. Using this we can express the sum of En’s
a disjoint sum of measurable sets⋃

n

En = E1 ∪
∞⋃
k=2

Ek \ Ek−1,
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what gives

µ(
⋃
n

En) = µ(E1) +
∞∑
k=2

µ(Ek \ Ek−1).

The considerations above show that

µ(sup
n
fn > λ) = µ(

⋃
n

En) = sup
n
µ(En).

Using this we can rewrite
∫
X

(supn fn)dµ as

sup
k>0

sup
A⊂Yk
A finite

∑
λ∈A

µ(sup
n
fn > λ)2−k = sup

k>0
sup
A⊂Yk
A finite

∑
λ∈A

sup
n
µ(fn > λ)2−k.

Now we can simply pull the innermost supremum, which is a supremum of
a monotone sequence and thus a limit, first out of the finite sum over A and
then outside of the two remaining supremums, to obtain

sup
n

sup
k>0

sup
A⊂Yk
A finite

∑
λ∈A

µ(fn > λ)2−k = sup
n

∫
X

fndµ.

Theorem 2.4 (Fatou). Let µ be an outer measure on a space X with the
family of Caratheodory measurable setsM(X). Let fn : X → X be a sequence
of M(X)-measurable functions. Then the following inequality holds∫

X

lim inf
n

fndµ ≤ lim inf
n

∫
X

fndµ.

Proof. Rewrite the right hand side of the inequality similarly as we did in
the proof of the monotone convergence

sup
n0

inf
n>n0

sup
k>0

sup
A⊂Yk\{0}
A finite

∑
λ∈A

µ(fn > λ)2−k.

Notice that if we move the infimum above inside the inner sum we obtain a
quantity that is smaller or equal.

≥ sup
n0

sup
k>0

sup
A⊂Yk\{0}
A finite

∑
λ∈A

µ( inf
n>n0

fn > λ)2−k.

Moreover, we can move the most outer supremum inside the sum exactly the
same way as we did in the previous proof (or one can say that we are simply

44



applying the monotone convergence here) and obtain that the display above
is

≥ sup
k>0

sup
A⊂Yk\{0}
A finite

∑
λ∈A

µ(sup
n0

inf
n>n0

fn > λ)2−k =

∫
X

lim inf
n

fndµ.

Remark. Note that for a measurable set E we have∫
X

1Edµ =

∫ ∞
0

µ(1E > λ)dµ
µ(1E>λ)=0 for λ≥1

=

∫ ∞
0

µ(1E > λ)dµ

µ(1E>λ)=µ(E) for λ<1
=

∫ 1

0

µ(E) = µ(E).

Theorem 2.5. Let λj ∈ X and Ej for 1 ≤ j ≤ N be measurable and pairwise
disjoint sets with µ(Ej) <∞. Then∫

X

N∑
j=0

λj1Ejdµ =
N∑
j=1

λjµ(Ej).

Remark. A function
∑N

j=0 λj1Ej with pairwise disjoint measurable sets Ej
we call simple.

Proof. Without loss of generality let λj ≤ λj+1 and λ0 = 0 (if not λj = 0,
then we can simply add the empty set to the collection with coefficient 0).
We compute, starting from the left hand side

∫
X

N∑
j=1

λj1Ejdµ
Definition

=

∫ ∞
0

µ(
N∑
j=0

λj1Ej > λ)dλ

measurability of Ej
=

∫ ∞
0

∑
j : λj>λ

µ(Ej)dλ =
N∑
k=1

∫ λk

λk−1

∑
j : j≥k

µ(Ej)dλ

=
N∑
k=1

(λk−λk−1)
∑
j≥k

µ(Ej)
reordering of the sum

=
N∑
j=0

∑
j≥k

(λk−λk−1)µ(Ej) =
N∑
j=0

λjµ(Ej).

End of lecture 7. November 12, 2015
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In the previous lecture we showed linearity of the integral for characteris-
tic functions of pairwise disjoint measurable sets (Theorem 2.5. Note that
measurability of the sets is crucial for that.). Using this we can now show ad-
ditivity of the integral for simple functions, i.e. for finite linear combinations
of characteristic functions of pairwise disjoint measurable sets.

Lemma 2.6. Let f, g be simple functions. Then∫
X

f + g dµ =

∫
X

fdµ+

∫
X

gdµ.

Proof. Let f =
∑N

i=1 λi1Ei and g =
∑M

j=1 νj1Ej . We may assume that
∪Ei = ∪Ej, as otherwise we add 0 ·1∪Ei\∪Ej to the sum for g and 0 ·1∪Ej\∪Ei
to the sum for f . Then

f + g =
N∑
i=1

M∑
j=1

(λi + νj)1(Ei∩Ej)

which is a simple function. We have∫
X

f + g dµ
(∗)
=
∑
i

∑
j

(λi + νj)µ(Ei ∩ Ej)

=
∑
i

∑
j

λiµ(Ei ∩ Ej) +
∑
j

∑
i

νjµ(Ei ∩ Ej)

(∗∗)
=
∑
i

λiµ(Ei) +
∑
j

λjµ(Ej)

=

∫
X

fdµ+

∫
X

gdµ

where we used (∗): linearity for characteristic functions of meas. sets, (∗∗):
measurability of Ei ∩ Ej.

By approximating measurable functions from below by simple functions, we
can now show additivity of the integral for measurable functions.

Theorem 2.7. Let f, g : X → X be measurable. Then∫
X

f + g dµ =

∫
X

fdµ+

∫
X

gdµ

Proof. Define

fk =
22k∑
n=0

2−kn1{x:2−kn<f(x)≤2−k(n+1)}
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(see Figure 15). Then for each x, fk(x) ≤ f(x) ≤ fk(x) + 2−k, so we have
supk fk = f . Observe that the sequence fk is monotonously increasing and
that fk are measurable (since f is measurable). We have∫

X

f + g dµ =

∫
X

sup
k
fk + sup

k
gk dµ

=

∫
X

sup
k

(fk + gk)

(1)
= sup

k

(∫
X

fk + gk dµ
)

(2)
= sup

k

(∫
X

fkdµ+

∫
X

gkdµ
)

= sup
k

∫
fkdµ+ sup

k

∫
gkdµ

(3)
=

∫
X

fdµ+

∫
X

gdµ

We used (2): additivity for simple functions. (1), (3): monotone convergence.

2−k(n+ 1)

2−kn

Figure 15: Function 2−kn1{x:2−kn<f(x)≤2−k(n+1)}.

To establish linearity of the integral it remains to show homogeneity.

Theorem 2.8. Let c ∈ X, f : X → X measurable. Then

c

∫
X

fdµ =

∫
X

cfdµ

Proof (sketch). 1. c = 2k, k ≥ 0: Induct on k. (Write 2f = f + f etc.)

2. c = 2−k, k ≥ 0: Write f = 2k2−kf and use homogeneity for 2k.

3. c = 2kn, k ∈ Z, n ∈ N: Induct on n.
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4. c ∈ X: Approximate c with an increasing sequence of numbers of the
form 2kn and use monotone convergence theorem.

The third convergence theorem (the first two being monotone convergence
theorem and Fatou’s lemma) is the following.

Theorem 2.9 (Dominated converge theorem). Let fn : X → X be measur-
able. Assume that for each x ∈ X limn→∞ fn(x) = f(x) exists. Assume that
fn ≤ h for some measurable function h with

∫
X
h <∞. Then

lim
n→∞

∫
X

fndµ =

∫
X

lim
n→∞

fndµ =

∫
X

fdµ

Proof. Define gn via fn + gn = h. Then gn is measurable (exercise), g(x) =
limn→∞ gn(x) exists and f + g = h. We have∫

X

hdµ =

∫
X

lim inf
n→∞

(fn + gn)dµ

(1)
=

∫
X

lim inf
n→∞

fndµ+

∫
X

lim inf
n→∞

gndµ

(2)

≤ lim inf
n→∞

∫
fndµ+ lim inf

n→∞

∫
gndµ

≤ lim inf
n→∞

(∫
X

fndµ+

∫
X

gndµ
)

(3)
= lim inf

n→∞

∫
X

fn + gn dµ

= lim inf
n→∞

∫
X

hdµ =

∫
X

hdµ

(1): Linearity for measurable functions lim inf fn and lim inf gn (Exercise:
they are indeed measurable.) (2): Fatou. (3): Additivity of the integral.

The above sequence of inequalities shows that all inequalities must be equal-
ities. In particular, equality in (2) implies that

lim inf
n→∞

∫
X

fndµ =

∫
X

fdµ (6)

lim inf
n→∞

∫
X

gndµ =

∫
X

gdµ (7)

Since lim inf(
∫
gn) = h+ lim inf(−

∫
fn) = h− lim sup(

∫
fn), we have

lim inf
n→∞

∫
X

gndµ+ lim sup
n→∞

∫
X

fndµ =

∫
X

hdµ =

∫
X

gdµ+

∫
X

fdµ.
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The equality (7) then implies that

lim sup
n→∞

∫
X

fndµ =

∫
X

fdµ.

Together with (6) this implies that limn→∞
∫
X
fndµ exists and

lim
n→∞

∫
X

fndµ =

∫
X

fdµ.

The following examples show that the inequality in Fatou’s lemma can in
general not be turned into an equality. (See also Figure 16.)

Example. (Escape to vertical infinity.) Let fk = 2k1(0,2−k]. Then
∫
X
fkdµ =

1 and hence

lim inf
k→∞

∫
X

fkdµ = 1.

But lim infk→∞ fk = 0 and so∫
X

lim inf
k→∞

fk = 0.

Example. (Escape to horizontal infinity.) Let fk = 2−k1(0,2k]. Then
∫
X
fkdµ =

1, but lim infk→∞ fk(x) ≤ lim infk→∞ 2−k = 0.

2k

2−k 2k

2−k

Figure 16: Escape to vertical and horizontal infinity.

Our next goal is to show that if f : [a, b]→ X is monotone, its Lebesgue and
Newton integral coincide.
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Theorem 2.10. Let f : [a, b]→ X be monotone increasing. Then∫ b

a

f(x)dx =

∫
X

fdµ

The integral on the left hand-side should be understood in the Newton sense,
while the integral on the right hand-side in the Lebesgue sense.

Proof. The idea is to prove the theorem for simple functions and use mono-
tone convergence theorem to extend it to general monotone functions. Sup-
pose f is a positive monotone simple function of the form

n∑
j=1

λj1Ej

with λj < λj+1, ∪Ej = [a, b]. Since f is monotone, Ej lies left of Ej+1. The
intervals Ej are of the form (aj, bj) or (aj, bj] if f is left continuous and [aj, bj)
or [aj, bj] if f is right continuous. Depending on that we also define Ẽj as
(aj, b] or [aj, b], respectively.
We have ∫ b

a

n∑
j=1

λj1Ej =

∫ b

a

n∑
j=1

(λj − λj−1)1Ẽjdx

=
n∑
j=1

(λj − λj−1)µ(Ẽj)︸ ︷︷ ︸
b−aj

=
n∑
j=1

∫ λj

λj−1

µ(Ẽj)dλ

=

∫ λn

0

µ(Ẽj)dλ

=

∫ ∞
0

µ({x : f(x) > λ})dλ

=

∫
X

fdµ

To prove the theorem for general monotone functions, approximate them
with an increasing sequence of monotone simple function and use monotone
convergence theorem. The details are left as an exercise.

Now we extend the notion of integrability to functions mapping into R.
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Definition 2.11. Let (X,µ) be an outer measure space. A function f : X →
R is called integrable, if we can write it as

f = f1 − f2

with

f1 : X → X measurable,

∫
X

f1dµ <∞

f2 : X → X measurable,

∫
X

f2dµ <∞

Definition 2.12. The integral of an integrable function f : X → R is defined
as ∫

X

fdµ =

∫
X

f1dµ−
∫
X

f2dµ.

Since f, f1, f2 are measurable, the integral is well defined, i.e. it is indepen-
dent of the choice of f1, f2. Indeed, assume we have two representations

f1 − f2 = f̃1 − f̃2

Then

f1 + f̃2 = f̃1 + f2

Since the functions are measurable, by additivity of the integral∫
f1 +

∫
f̃2 =

∫
f̃1 +

∫
f2

and hence ∫
f1 −

∫
f2 =

∫
f̃1 −

∫
f̃2.

Remark. The function 1/t is integrable as a function X→ X with an infinite
integral ∫ ∞

0

1

t
dt =∞

However, it is not integrable as a function X→ R (since this would contradict
the above integral being infinite).
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Further remarks.

Let X be a set and A ⊂ P(X) a σ−algebra. Let µ be a σ-additive measure
on A. It is a natural question whether A consists of Caratheodory measur-
able sets with respect to some outer measure.
More precisely, set T = A and τ(E) = µ(E). Denote by µ∗ the outer mea-
sure generated by T , τ and denote by M(X) the set of all Caratheodory
measurable sets with respect to µ∗.

Question 1: For E ∈ T , do we have µ∗(E) = τ(E) (= µ(E))?
Answer: Yes. suppose that E ⊂ ∪Ej. Since µ is a σ-additive measure,

τ(E) = µ(E) ≤
∑
j

µ(Ej).

Question 2: Is A =M, i.e. are all sets in A Caratheodory measurable with
respect to µ∗?
Answer: No. The inclusion A ⊂ M holds, i.e. if E ∈ A, then it is
Caratheodory measurable. To see that we need to check that for each
F ∈ T (= A) we have

µ∗(F ) = µ∗(F ∩ E) + µ∗(F ∩ Ec).

But from the answer on the first question it follows

µ∗(F ) = µ(F ) = µ(F ∩ E) + µ(F ∩ Ec)

where the last equality holds since µ is σ-additive. However, we do not have
M ⊂ A. This can be seen by taking A = B the Borel σ-algebra and µ the
Lebesgue measure restricted to B. One can check that the generated outer
measure µ∗ is the Lebesgue outer measure andM are the Lebesgue measur-
able sets. But we already know that B (M.

The inclusion A ⊂ M is strict in general. M is the largest σ-algebra on
which one can define a measure extending the measure µ on A. M is called
the completion of A. Note that our theory is built in such a way that we
always work with the complete σ-algebra.

End of lecture 8. November 17, 2015
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2.1 Product measures

We consider products of two measure spaces, for example one can think of
R2 = R× R. The theory we discuss in this section can be then be extended
to any finite product of measure spaces by induction. In certain situations,
for example in probability theory, one deals with infinite products of measure
spaces, we will also discuss such spaces in the future.
Let (X1, µ1), (X2, µ2) be outer measure spaces. Assume that the outer mea-
sure µi is generated by the collection Ti of Caratheodory measurable sets
with map µi(E) = τi(E) for Ei ∈ Ti. Let X = X1 × X2 be the Cartesian
product of the respective sets. Consider the outer measure µ on X generated
by the family of subsets

T = {E1 × E2 : E1 ⊂ X1, E2 ⊂ X2 Caratheodory measurable subsets}

and the function
τ(E1 × E2) = µ1(E1)µ2(E2).

Theorem 2.13. Consider the setup as above and assume µ1(X1), µ2(X2) <
∞. If E ⊂ X is measurable, then for almost all x2 ∈ X2 the set

E1(x2) := {x1 ∈ X1 : (x1, x2) ∈ E}

is measurable and µ1(E1(x2)) is a measurable function of x2. Moreover, we
have

µ(E) =

∫
X2

µ1(E1(.))dµ2.

The same statement holds with i = 1, 2 interchanged.

E

E1(x2)

x2
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Proof. Our goal is to show that for any ε, η > 0, the µ2-measure of the set

Sε := {x2 : 6 ∃F1, G1 ⊂ X1 measurable such that

E1(x2) ⊂ F1, X1 \ E1(x2) ⊂ G1, µ1(F1) + µ1(G1) ≤ µ1(X1) + ε}.

is smaller than η. Let us see how this implies the first statement of our
theorem.
First, note that if the above holds for any η > 0, then we have µ2(Sε) = 0
for any ε > 0. Hence µ2(

⋃∞
k=1 S2−k) = 0. It suffices to show measurability

of E1(x2) for all x2 ∈ X2 \
⋃∞
k=1 S2−k . In this situation for all natural k > 0

there exist measurable subsets F
(k)
1 , G

(k)
1 of X1 such that

E1(x2) ⊂ F
(k)
1 , X1 \ E1(x2) ⊂ G

(k)
1 , µ1(F

(k)
1 ) + µ1(G

(k)
1 ) ≤ µ1(X1) + 2−k.

Next, note that the sets

F1 :=
⋂
k

F
(k)
1 , G1 :=

⋂
k

G
(k)
1

are both measurable and E1 ⊂ F1, X \ E1 ⊂ G1 and

µ1(F1) + µ1(G1) ≤ µ1(X1).

µ1(E1(x2)) + µ1(E1(x2)c) = µ1(X1).

We then have for all Caratheodory measurable sets Y1 ⊂ X1

µ1(E1(x2) ∩ Y1) + µ1(E1(x2)c ∩ Y1) = µ1(Y1).

Sinxce the Caratheodory measurable sets generate µ1, we see that E1(x2) is
measurable.
We saw how the first statement of the theorem follows if we show our goal.
Now let us see how to achieve the goal.
Let E ⊂ X be measurable. Choose coverings of E and X \ E

E ⊂
∞⋃
n=1

F n
1 × F n

2 ,

X \ E ⊂
∞⋃
n=1

Gn
1 ×Gn

2 ,

with F n
i ’s measurable and such that

ηε+ µ(E) ≥
∑
n

µ1(F n
1 )µ2(F n

2 ),
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ηε+ µ(X \ E) ≥
∑
n

µ1(Gn
1 )µ2(Gn

2 ).

For x2 ∈ X2 define
F (x2) =

⋃
n : x2∈Fn2

F n
1

and similarly

G(x2) =
⋃

n : x2∈Gn2

Gn
1 .

E

E1(x2)

x2

F (x2)

Figure 17: Defining set F (x2): the yellow squares represent the elements of
the covering of E that intersect E1(x2). F (x2) is the intersection of these
squares with the line y = x2.

Integrating µ1(F (x2)) we obtain∫
X2

µ1(F (x2))dµ2 ≤
∫
X2

∑
n : x2∈Fn2

µ1(F n
2 )dµ2 =

∫
X2

∑
n

µ1(F n
1 )1Fn2 dµ2

additivity + mon. conv.
=

∑
n

µ1(F n
1 )µ2(F n

2 ) ≤ µ(E) + εη.

Analogously we get the inequality∫
X2

µ1(G(x2))dµ2 ≤ µ(X \ E) + εη.

Note the following simple identity for measurable sets

µ(A) + µ(B) = µ(A ∩B) + µ(A ∪B).
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In the following we will use it several times. Notice that adding up the last
two inequalities and using the last identity we obtain∫

X2

µ1(X1)dµ2 +

∫
X2

µ1(F (x2) ∩G(x2))dµ2 ≤ µ(X) + 2εη.

This, however, implies that

µ2({x2 : µ1(F (x2) ∩G(x2)) > ε}) < 2η.

The last thing we need to notice is that if for some x2 it holds that

µ1(F (x2) ∩G(x2)) > ε,

then, again, by the identity above

µ1(F (x2)) + µ1(G(x2)) ≤ µ(X) + ε.

This proves the inequality we stated at the very beginning of this proof.
We still need to argue that µ(E) can be recovered integrating µ1(E1(x2)).
Since E1(x2) ⊂ F1(x2) and X1 \E1(x2) ⊂ G1(x2), by the previous step of the
proof we also have ∫

X2

µ1(E1(x2))dµ2 ≤ µ(X \ E) + εη.

∫
X2

µ1(X1 \ E1(x2))dµ2 ≤ µ(X \ E) + εη.

Given four numbers a, b, A,B, such that a ≤ A and b ≤ B

a+ b = A+B =⇒ a = A, b = B.

Letting ε, η → 0, this is exactly the case here, hence in particular

µ(E) =

∫
X2

µ1(E1(x2))dµ2.

Taking better and better coverings F (n) of E we obtain a decreasing sequence
of nonnegative functions µ1(F (n)(·)) convergent to µ1(E1(x2)), so the mea-
surability follows.

The above theorem holds also if both spaces X1 and X2 are σ-finite.

Definition 2.14. A measurable space X is called σ-finite if there exists a
countable family of subsets {Fn : n = 1, 2, ...}, such that for all n, µ(Fn) <∞
and X =

⋃
n Fn.
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Note that in the above definition we can assume that Fn ⊂ Fn+1. In this
case, the previous theorem holds for X ∩Fn, for any n. A suitable (exercise)
limiting argument n→∞ shows the theorem for for the whole space X.

Proposition 2.15. If an outer measure µi on Xi is generated via sets Ei ∈ Ti
and a nonnegative function τi for i = 1, 2, then the function

τ(E1 × E2) = τ1(E1)τ2(E2),

defined for E1 × E2 ∈ T = T1 × T2, generates a product measure on X =
X1 ×X2 and for Ei ∈ Ti we have

µ(E1 × E2) = µ1(E1)µ2(E2).

Now we will prove the theorems of Tonelli and Fubini, which let us to write
an integral over a product measure space as an iterated integral over the
respective spaces as well as change the order of integration under certain
assumptions.

Theorem 2.16 (Tonelli). Let (X1, µ1), (X2, µ2) be σ-finite outer measure
spaces. Let f : X1 × X2 → X be a measurable function. Then the function
fx2 : X1 → X, defined as fx2(x1) = f(x1, x2) is measurable. Moreover, the
function ∫

X1

fx2dµ1 : X2 → X

is measurable and the following equality holds∫
X2

[∫
X1

fx2dµ1

]
dµ2 =

∫
X

fdµ.

Proof. If f = 1E is the characteristic function of a measurable set, the state-
ment follows from the previous theorem. Otherwise we can approximate f by
a monotone sequence of simple functions, for which the statement is true by
linearity of the integral, and use the monotone convergence theorem, which
gives the measurability statements and the equality of the integrals.

Remark. One has to be a bit careful concerning the notion of measurability
in product spaces. Take a subset E of R that is not measurable. Note that
the set {0} × E has measure zero in R2, so it is measurable!

Recall the definition of integrable functions: a function f : X → R integrable
if there exists a decomposition f = f1 − f2, with f1, f2 : X → X measurable
and

∫
f1 <∞,

∫
f2 <∞. Then we also have that∫

f =

∫
f1 −

∫
f2.
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Theorem 2.17 (Fubini). Let X1, X2 be as in the statement of Tonelli’s theo-
rem. Let f : X → R be an integrable function. Then the function fx2 : X → R
is integrable for almost all x2 ∈ X2 as well as the function∫

X1

fx2dµ1 : X2 → R

is integrable. Moreover, the following equality holds∫
X2

[∫
X1

fx2dµ1

]
dµ2 =

∫
X

fdµ.

Example. Let f : R2 → R be defined as follows.

f(x) =


22(k−1) if x ∈ (2−k, 2−k+1]× (2−k, 2−k+1] for k ∈ N,
−22(k−1)+1 if x ∈ (2−k−1, 2−k]× (2−k, 2−k+1] for k ∈ N,
0 otherwise

1−20

4

16

−80 0

0

0

0

Figure 18: First steps of the construction of function f .

Notice that all fx2 and all fx1 are integrable, and
∫
X1
fx2dµ1 is integrable in

x2 and
∫
X2
fx1dµ2 is integrable in x1, but f is not integrable!
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End of lecture 9. November 19, 2015

2.2 Outer Radon measures

Recall the construction of the Lebesgue measure on Rd. We define T to be
the set of all dyadic cubes in Rd, which are of the form Q =

∏d
i=1[ai, bi) where

ai = 2kn, bi = 2k(n + 1) and n, k ∈ Z. Their side-length is |ai − bi| = 2k.
We define τ : T → [0,∞) by setting τ(Q) = 2kd, which is the product of the
side-lengths of Q. Then we generate the outer measure µ of any set E ⊂ Rd

by covering it with dyadic cubes. We have shown with some work that the
generated outer measure satisfies µ(Q) = τ(Q), which got us started for the
development of the theory.

In this chapter we generalize this construction by considering different maps
τ than above. Since we want that the generated µ satisfies µ(Q) = τ(Q) for
all Q ∈ T , we need to impose certain conditions on τ .

Definition 2.18. Let T be the set of all dyadic cubes in Rd and τ : T →
[0,∞) a map satisfying

(1) (Martingale condition) For every Q ∈ T

τ(Q) =
∑
Q′⊂Q
k′+1=k

τ(Q′)

(2) (Regularity condition) For every Q ∈ T and every ε > 0 there exists
k0 such that ∑

Q′⊂Q
k′+k0=k
Q′ 6⊂Q

τ(Q′) ≤ ετ(Q).

The outer measure generated by T , τ is called an outer Radon measure.

Note that τ(Q) = 2kd which generates the Lebesgue outer measure satisfies
both conditions. The first one is immediate, while the second one can be
obtained by counting the cubes Q′ at the boundary of Q.
Recall that these properties were crucial to show that µ(Q) = τ(Q) for the
Lebesgue measure. Indeed, suppose that Q is covered by dyadic cubes in
some collection T ′. For finite T ′, induction and the martingale condition are
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used to show that the best covering of Q is itself6. If T ′ is countably infinite,
then we argue by compactness to reduce to the finite case. For that we need
to make sure that we can approximate Q from inside by a compact sets and
from the outside by open sets. This used to the condition (2).

Theorem 2.19. If T , τ generate an outer Radon measure µ on Rd, then
µ(Q) = τ(Q) for all Q ∈ T .

Proof. The proof proceeds as in the Lebesgue case, using (1) and (2) at
appropriate places. Here we only briefly sketch the argument. We need to
show that if Q ⊂

⋃
T ′ Q

′, then

τ(Q) ≤
∑
T ′

τ(Q′)

If T ′ is finite, this can be shown using the martingale property (1) and induc-
tion of the scale of cubes. If T ′ is is countably infinite, we use a compactness
and ε-argument together with the regularity condition (2).

Restricting the outer measure to Caratheodory measurable sets gives rise to
a Radon measure µ. The dyadic cubes are µ-measurable. This can be seen
using τ(Q) = µ(Q) and the martingale condition (1).

Example. Now we discuss some examples of Radon measures.

1. Lebesgue measure

2. Dirac measure. For Q ∈ T we set

τ(Q) =

{
1 : (0, . . . , 0) ∈ Q
0 : (0, . . . , 0) 6∈ Q

Martingale condition (1): If τ(Q) = 0, then (0, . . . , 0) 6∈ Q and hence
(0, . . . , 0) 6∈ Q′ for every Q′ ⊂ Q. Then τ(Q′) = 0 for every Q′ ⊂ Q and
both sides of the equality in (1) are 0. If τ(Q) = 1, then (0, . . . , 0) ∈ Q.
There is exactly one cube Q′ ⊂ Q, k′+ 1 = k which contains (0, . . . , 0).
Both sides of the equality in (1) are 1.

Regularity condition (2): We have (exercise)⋂
k0∈N

⋃
Q′:Q′⊂Q
k′+k0=k

Q′ = ∅

6For this we need only ” ≤ ” of the martingale condition.
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So there exists k0 such that (0, . . . , 0) 6∈
⋃
Q′:Q′⊂Q
k′+k0=k

. This implies

∑
Q′:Q′⊂Q
k′+k0=k

τ(Q′) = 0 ≤ ετ(Q).

3. Let x(n) be a sequence in Rd and let λn be a sequence in [0,∞) with∑
n λn <∞. For Q ∈ T define

τ(Q) =
∑

n:x(n)∈Q

λn

The conditions (1) and (2) hold. This can be shown similarly as for the
Dirac measure. The generated measure can be seen as a finite linear
combination of Dirac measures at different points.

4. Let x(n) be a sequence in Rd and let λn be a sequence in [0,∞) such
that for every bounded set E ⊂ Rd we have∑

xn∈E

λn <∞

We define τ as before by

τ(Q) =
∑

n:x(n)∈Q

λn.

This is a generalization of the previous example and (1) and (2) can be
shown similarly.

5. Let d = 1. Let f : R→ R be monotone. For [a, b) ∈ T define7

τ([a, b)) = lim
b′↗b

f(b′)− lim
a′↗a

f(a′)

Both conditions are fulfilled. (1): For c = (a+ b)/2 we have

τ([a, b)) =
(

lim
c′↗c

f(c′)− lim
a′↗a

f(a′)
)

+
(

lim
b′↗c

f(b′)− lim
c′↗a

f(c′)
)

= τ([a, c)) + τ([c, b))

7Every monotone function has one-sided limits. Here we consider left-hand limits since
our intervals are open on the right. If we had (a, b] we would consider right-hand limits.
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(2): We need to show that for k′ large enough

τ([b− 2−k
′
, b)) ≤ ετ([a, b))

This follows from

lim
k′→∞

(
lim
b′↗b

f(b′)− lim
c′↗b−2−k′

f(c′)
)

= 0

The abstract measure theory carries over from the Lebesgue case. In partic-
ular, we have the following theorem.

Theorem 2.20. If µ is an outer Radon measure, then every Borel set is
µ-measurable.

Proof. As for the Lebesgue measure.

Thus, Borel sets are measurable with respect to any Radon measure. How-
ever, for a general set in Rd, measurability depends on the considered mea-
sure.

Example. Every subset of Rd is measurable with respect to the Dirac mea-
sure.

Thus there exist sets which are measurable with respect to the Dirac measure
but are not Lebesgue measurable. On the other hand, there exist Radon
measures µ such that there are Lebesgue measurable sets which are not µ-
measurable. This can be seen from the following example.

Example. The devil’s staircase is a monotone functions. So we can τ as in
Example 2.2, 5 with f begin the devil’s staircase. This generates an outer
measure µ. Denote by C̃ the set of all elements in the Cantor set which do
not have a finite tertiary representation. Denote by Ĩ the set of all elements
in [0, 1) with do not have a finite binary representation. Then f restricts to
a bijection f : C̃ → Ĩ. This map transports µ onto the Lebesgue measure
(it can be interpreted as transporting the structure from C to [0, 1)). More
precisely, if E ⊂ C̃, then

µ(E) = µLeb(f(E))

If E ⊂ Ĩ is not Lebesgue measurable, then f−1(E) is not µ-measurable in C̃.
But f−1(E) ⊂ C and hence µLeb(E) = 0.

62



Integration with respect to a Radon measure

If µ is a Radon measure, we define the integral∫
Rd
fdµ

in the same way as in the Lebesgue case. The abstract theory carries over
(except for translation invariance, which can already be seen to fail for the
Dirac measure). In particular, the convergence theorems hold etc.

Continuous functions f : Rd → [0,∞) are µ- measurable. If f is also com-
pactly supported, then ∫

Rd
fdµ <∞

This can be seen as follows. Denote K = supp(f). One can cover K with
finitely many dyadic cubes Q′ ∈ T ′ of scale 0. Denote by C the maximum of
f on K (it exists by continuity of f and compactness of K). Then we have

f ≤ C
∑
Q′∈T ′

1Q′

and therefore ∫
Rd
fdµ ≤ C

∑
T ′

µ(Q′) <∞.

which shows the claim.
Our next goal is to give a characterisation of Radon measures. For a Radon
measure µ we can define 8 Λ : Cc(Rd, [0,∞))→ [0,∞) given by

Λ(f) =

∫
Rd
fdµ

It is additive, i.e.
Λ(f, g) = Λ(f) + Λ(g).

Our main point is that the ”converse” also holds. Every such additive positive
functional Λ is given as an integral with respect to a unique Radon measure.
We remark that since Λ acts on positive functions, additivity implies mono-
tonicity, i.e.

f ≤ g ⇒ Λ(f) ≤ Λ(g)

We also remark that there is one-to-one correspondence between the Radon
measure and its generating data. More precisely, let T be the collection of

8Cc denotes continuous compactly supported functions.
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generating sets on X and define τ, τ ′ which generate Radon measures µ, µ′,
respectively. If τ 6= τ ′ (on generating sets), then µ 6= µ′. Indeed, assuming
µ = µ′, for every Q ∈ T we obtain

τ(Q) = µ(Q) = µ′(Q) = τ(Q′)

which is a contradiction.

Theorem 2.21. Let Λ : Cc(Rd, [0,∞))→ [0,∞) be such that for each f, g ∈
Cc(Rd, [0,∞))

Λ(f + g) = Λ(f) + Λ(g)

Then there exists exactly one Radon measure µ on Rd such that

Λ(f) =

∫
Rd
fdµ

Proof. We prove the theorem in case d = 1, in higher dimensions one argues
similarly. We construct τ which generates a unique measure µ. Let Q ∈ T
and write Q = [a, a+ 2k) where a, k ∈ Z. For n ≥ 1 we define the functions
fQn as shown in Figure 19.9

1

a− 2k−n a a+ 2k − 2k−n a+ 2k

Figure 19: Functions fnQ (blue) and fmQ (red), n < m.

The reason we chose this function and not 1[a,a+2k) is that the characteristic
function is not continuous and hence does not lie in the domain of Λ.
Define gQn and hQn such that

fQn = gQn + hQn

as shown in Figure 20 (we write b = a+ 2k).

9Here we only provide a picture corresponding to the construction. One can write the
function explicitly as an exercise. In higher dimensions one would take tensor products of
such functions.
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a+b
2

a b

gQn hQn

Figure 20: Functions gnQ, h
n
Q (blue) and gmQ , h

m
Q (red), n < m.

Then gnQ is monotonously decreasing in n and hnQ monotonously increasing.
By monotonicity of Λ we have that Λ(gnQ) is monotonously decreasing and
Λ(hnQ) monotonously increasing. Therefore the limits

lim
n→∞

Λ(gnQ) and lim
n→∞

Λ(hnQ)

exist. Hence also

lim
n→∞

(Λ(gnQ) + Λ(hnQ)) = lim
n→∞

Λ(gnQ + hnQ)

= lim
n→∞

Λ(fnQ)

exists. For Q ∈ T we set

τ(Q) = lim
n→∞

Λ(fnQ).

Now we check the martingale and regularity condition. Martingale condition:
Observe that

fQn = fQleft
n−1 + f

Qright

n−1

where Qleft and Qright denote the left and the right child of Q, respectively.
See figure 21.

a ba+b
2

fQleft

n−1 f
Qright

n−1

Figure 21: Functions fQleft
n−1 and f

Qright

n−1
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Applying Λ to fQn and taking the limit we obtain

τ(Q) = τ(Qleft) + τ(Qright)

Regularity condition: We show that for every Q = [a, b) and every ε > 0
there exists k0 such that τ([b − 2−k−k0 , b)) ≤ ε. For k1 > k0 this then holds
by monotonicity of Λ. Pick n0 so large that for any n ≥ n0

Λ(hQn )− Λ(hQn0
) ≤ ε

2

See Figure 22. Choose k0 such that hQn0
≤ ε

2
on [b − 2 · 2−k−k0 , b). Denote

Q′ = [b− 2−k−k0 , b). Then we can estimate for m big enough

hQn0
+ (1− ε)fQ′m ≤ hQn0+k0

,

and in consequence

(1− ε)Λ(fQ
′

m ) ≤ Λ(hQn0+k0
− hQn0

) ≤ ε

2

So passing to the limit as m → ∞ and choosing n0 and k0 so that ε < 1/2
we obtain

τ(Q′) ≤ ε.

a bb− 2−k

fQn0 fQ
′

m

Figure 22: Functions fQn0
and fQ

′
m

End of lecture 10. November 24, 2015

Hence we get that τ generates a Radon measure µ. We still have to verify
that for f ∈ Cc(Rd, [0,∞)) we have

Λ(f) =

∫
Rd
fdµ.
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In order to do that, we will show that for any f ∈ Cc(Rd, [0,∞)) and any
ε > 0 there exists a constant Cf , possibly dependent on f , such that

|Λ(f)−
∫
Rd
fdµ| ≤ Cfε.

Let N be such that f is equal to zero on [−N,N ]c. We define h as in Figure
23.

−N − 2 −N − 1 N + 1 N + 2

1
h

Figure 23: Function h a piecewise linear function supported on [−N−2, N+2]
and equal to 1 on [−N − 1, N + 1].

Let k > 0 be such that

|x− y| ≤ 3 · 2−k =⇒ |f(x)− f(y)| ≤ ε,

we can do this because f is a uniformly continuous function. Define

T ′ = {dyadic cubes in [−N,N ] of the order k}.

Because of the last the previous display we obtain a good approximation of
f via a simple function constant on Q ∈ T ′, in the sense that

|
∫
Rd
fdµ−

∫
Rd

∑
Q∈T ′

f(c(Q))1Qdµ| ≤ εµ([−N,N ]).

where c(Q) is, as usual, the center of Q and the measure of [−N,N ] appeared,
since it is the actual domain of the integration above.
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Figure 24: Function f(blue) and its simple approximation
∑

Q∈T ′ f(c(Q))1Q
(red).

The integral of the simple function is equal to∑
Q′∈T ′

f(c(Q))µ(Q).

For n big enough, by the previous part of the proof, we have

|
∑
Q′∈T ′

f(c(Q))µ(Q)−
∑
Q′∈T ′

f(c(Q))Λ(fQn )| ≤ ε.

The above means that we reduced the situation to showing

|Λ(
∑
Q′∈T ′

f(c(Q))fQn )− Λ(f)| ≤ ε.

Note that we used the additivity of Λ to pull it outside of the sum. Now we
are going to make a use of the function h we introduced earlier. Notice that∑

Q′∈T ′
f(c(Q))fQn ≤ f + εh

and
f ≤

∑
Q′∈T ′

f(c(Q))fQn + εh,

so we get

|Λ(
∑
Q′∈T ′

f(c(Q))fQn )− Λ(f)| ≤ εΛ(h).
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We are left with arguing that µ is unique. Suppose that there exists a Radon
measure µ̃ such that

Λ(f) =

∫
Rd
fdµ =

∫
Rd
fdµ̃.

Then in particular for any dyadic cube Q and n∫
Rd
fQn dµ =

∫
Rd
fQn dµ̃,

so passing to the limit on both sides as n → ∞ and using the Lebesgue
dominated convergence ∫

Rd
1Qdµ =

∫
Rd

1Qdµ̃

what gives
τ(Q) = µ(Q) = µ̃(Q) = τ̃(Q),

and we have already seen that if the generating functions of two measures
are equal, then the generated measures coincide.

Let µ be the Lebesgue measure on Rd and f : Rd → [0,∞) a measurable
function with the additional condition for Q ∈ T∫

Rd
f1Qdµ <∞.

Proposition 2.22. The map τ generates a Radon measure ν.

Proof. We shall check the martingale and the regularity conditions.

(1) ∫
Rd
f1Qdµ =

∑
Q′⊂Q

ord of Q′=ord of Q+1

∫
Rd
f1Q′dµ,

by the additivity of the integral.

(2) Note that the condition

lim sup
ε→0

sup
E⊂Rd
µ(E)≤ε

∫
Rd
f1Q1Edµ
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implies the regularity. Let us prove that this statement is actually true.
Take a measurable E with µ(E) ≤ ε. Indeed, we have∫

Rd
f1Q1Edµ =

∫ ∞
0

µ(f1Q1E > λ)dλ

≤
∫ ∞

0

min(µ(E), µ(f1Q > λ)) ≤
∫ ∞

0

min(ε, µ(f1Q > λ))dλ.

The function inside the last integral is bounded from above by µ(f1Q >
λ), which is integrable. Moreover, it is pointwise convergent to 0 as ε→
0. Hence, we can use the Lebesgue dominated convergence theorem to
see that as ε→ 0, the last integral goes to∫ ∞

0

0dλ = 0.

Example. Define τ : T → [0,∞) as follows

τx(Q) =

{
1, x ∈ Q
0, x 6∈ Q

.

Denote by νx the Radon measure generated by τx. Let Qk
x be the dyadic

cube of order k that contains x. Here a dyadic cube of order (scale) k has
side-length 2−k. Notice that

lim
k→∞

µ(Qk
x) = 0

but
lim
k→∞

νx(Q
k
x) = 1!

The previous example motivates the following definition of a measure abso-
lutely continuous with respect to the Lebesgue measure.

Definition 2.23. A Radon measure ν is called absolutely continuous with
respect to the Lebesgue measure µ if

lim sup
ε→0

[
sup

E : µ(E)≤ε
ν(E)

]
= 0.
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Theorem 2.24. Let f : Rd → [0,∞) be a Lebesgue measurable function such
that for any Q ∈ T ∫

Rd
f1Qdµ <∞.

Then we have for almost all x ∈ Rd

lim
k→∞

∫
Rd f1Qkxdµ

µ(Qk
x)

= f(x),

where Qk
x is, as in the example before, the cube of order k that contains x.

End of lecture 11. November 26, 2015

Note that one cannot recover f at every point. Namely, if we change f
on a set of measure zero, then τ remains unchanged. Therefore the above
limit cannot equal f(x) for all x ∈ Rd. We also remark that not all Radon
measures are given as ν in the theorem, i.e. by integration with respect to
the Lebesgue measure. For instance, if ν is the Dirac measure, then for all
x 6= 0 the above limit is zero. If it were given as stated in the theorem,
then one would recover f at almost every point. This is not possible unless
f is zero almost everywhere. But then τ would be zero for all dyadic cubes,
which is a contradiction.

Proof. 0) It suffices to show the claim for functions of the form f1Q0 , where
Q0 is a cube of scale 0. That is, we may assume that f is supported on such
a cube. Indeed, since cubes of any fixed scale partition Rd we can write

f =
∑

Q of scale 0

f1Q

and apply the theorem to f1Q. For each Q we obtain an exceptional set FQ
of measure zero such that for x in its complement the sequence ν(Qk

x)/µ(Qk
x)

converges to f1Q(x). Then we define

F :=
⋃

Q of scale 0

FQ

which has measure zero and for x in the complement of F , the above sequence
converges. It converges to f(x) since as soon as k > 0, the sequence is the
same in case of f and f1Q. From now one we thus assume f is supported on
a fixed cube Q0.
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1) Next we observe the claim if f is a finite linear combination of the char-
acteristic functions of dyadic cubes. Let k be the highest of orders of these
cubes. Then f is clearly constant on each dyadic cube of order k and the limit
considered in the statement of the theorem stabilizes at k being equal to f(x).

2) Let now f be the characteristic function of a measurable set E ⊂ Q0.
Claim: for each ε > 0 there exists an exceptional set F with µ(F ) < ε and
k0 such that for all k > k0 and for all x 6∈ F∣∣∣ν(Qk

x)

µ(Qk
x)
− f(x)

∣∣∣ ≤ ε

Once the claim is established we define

Gn :=
⋃
n′≥n

F2−n′

where F2−n′ is the exceptional set for ε = 2−n
′
. Summing the geometric series

we have µ(Gn) ≤ 2−n+1. If x 6∈ Gn, then x 6∈ F2−n′ for all n′ ≥ n. Thus for
every n′ ≥ n there exists k0 such that for all k ≥ k0∣∣∣ν(Qk

x)

µ(Qk
x)
− f(x)

∣∣∣ ≤ 2−n
′

This shows that if x 6∈ Gn for some n, then

lim
k→∞

ν(Qk
x)

µ(Qk
x)

= f(x)

Define now
G :=

⋂
n

Gn

and note that µ(G) = 0. If x 6∈ G, then x 6∈ Gn for some n and hence

lim
k→∞

ν(Qk
x)

µ(Qk
x)

= f(x)

This shows the theorem.
Now we prove the claim. Let < ε < 1. By Littlewood’s first principle we can
choose a finite union of disjoint dyadic cubes T ′ such that for

F1 :=
(⋃
T ′
Q′
)

∆E
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we have

µ(F1) ≤ ε2

2
≤ ε

2
Let T ′′ be the collection of maximal (with respect to set inclusion) dyadic
cubes such that

µ(F1 ∩Q)

µ(Q)
≥ ε

Define
F2 :=

⋃
T ′′
Q′′

which is a disjoint union due to maximality of the cubes in T ′′. We have

µ(F2) =
∑
T ′′

µ(Q′′)
(1)

≤
∑
T ′′

1

ε
µ(F1 ∩Q′′)

(2)

≤ 1

ε
µ(F1)

(3)

≤ ε

2

where in (1) we use that Q′′ ∈ T ′′, in (2) disjointness of Q′′ and in (3) that
µ(F1) ≤ ε2/2. Define now F := F1 ∪ F2. Then µ(F ) ≤ ε. Denote by k0

be the largest scale of the cubes in T ′. Let k ≥ k0 and x 6∈ F . Writing
f̃ =

∑
T ′ 1Q′ we have∣∣∣ν(Qk
x)

µ(Qk
x)
− f(x)

∣∣∣ ≤ ∣∣∣ν(Qk
x)

µ(Qk
x)
− ν̃(Qk

x)

µ(Qk
x)

∣∣∣+
∣∣∣ ν̃(Qk

x)

µ(Qk
x)
− f̃(x)

∣∣∣︸ ︷︷ ︸
=0 (observe)

+ |f̃(x)− f(x)|︸ ︷︷ ︸
=0 since f̃(x)=f(x) on Fc

1

Since |ν(Qk
x)− ν̃(Qk

x)| is at most µ(F1 ∩Qk
x), the last display is bounded by

µ(F1 ∩Qk
x)

µ(Qk
x)

≤ ε

2

The last inequality holds by maximality of the cubes in F2. Indeed, if x 6∈ F
then x 6∈ F2 and hence the above quotient is necessarily less than ε/2. This
finishes the proof of the special case 2).

3) Let f be a measurable bounded function f = f1Q0 . Let ε > 0. We can
approximate f by a finite linear combination of characteristic functions of
dyadic cubes f̃ such that

f̃ ≤ f ≤ f̃ + ε on Q0

Then we use 2) finitely many times. Denote by F the union of the exceptional
sets one obtains in this process. We have µ(F ) = 0. If x 6∈ F , then

lim sup
k→∞

ν(Qk
x)

µ(Qk
x)
≤ ε+ lim sup

k→∞

ν̃(Qk
x)

µ(Qk
x)
≤ ε+ f̃(x) ≤ 2ε+ f(x)

73



Similarly we show that

lim inf
k→∞

ν(Qk
x)

µ(Qk
x)
≥ f(x)− 2ε

This implies that the limit exists and it equals f(x).

4) Let f be a measurable (not necessarily bounded) function f = f1Q0 . Let
n ∈ N and let T ′ be the collection of maximal dyadic cubes such that

ν(Q)

µ(Q)
≥ 2n

Define the exceptional set Fn =
⋃
T ′ Q

′. Then

µ(Fn) ≤
∑
T ′

µ(Q′) ≤
∑
T ′

2−nν(Q′) ≤ 2−nν(Q0)

Choose f̃ such that f̃(x) = f(x) if x 6∈ Fn and such that f̃ is constant on
Q′ ∈ T ′ with

∫
f̃1Q′dµ =

∫
f1Q′dµ if x ∈ Q′ ∈ T . Note that one can choose

such a function. It is now an exercise that f̃ is bounded almost everywhere
on F c

n. Then one has to deduce that for every ε > 0 there is a set F of
measure less than ε and k0 such that for all k ≥ k0 and x 6∈ F∣∣∣ν(Qk

x)

µ(Qk
x)
− f(x)

∣∣∣ ≤ ∣∣∣ν(Qk
x)

µ(Qk
x)
− ν̃(Qk

x)

µ(Qk
x)

∣∣∣+
∣∣∣ ν̃(Qk

x)

µ(Qk
x)
− f̃(x)

∣∣∣+ |f̃(x)− f(x)| ≤ ε

If we replace ν by an arbitrary Radon measure, then we have the following
theorem.

Theorem 2.25. Let ν be a Radon measure on Rd. Then

lim
k→∞

ν(Qk
x)

µ(Qk
x)

exists for µ-almost all x ∈ Rd.

Note that nothing is said about the value of the limit. It may also happen
that it is zero almost everywhere as it is the case if ν is the Dirac measure.

Proof. By the same reasoning as in the previous proof it suffices to show the
claim for ν̃ of the form

τ̃ = ν(Q ∩Q0)
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for some dyadic cube Q0 of scale 0. So from now on assume ν = ν̃. Let
n ∈ N, k ∈ Z and we denote [a, b) = [2−kn, 2−k(n+ 1)). Define Fa,b to be the
set of all x ∈ Rd such that there exists a sequence kn such that for all n ∈ N

ν(Qk2n
x )

µ(Qk2n
x )
≤ a and

ν(Qk2n+1
x )

µ(Q
k2n+1
x )

≥ b

In some sense, the interval [a, b) measures the convergence of the sequence
as it measures the difference between its lim inf and lim sup. Our goal is to
show that µ(Fa,b) = 0 for all intervals [a, b). Namely, if the limit does not
exist, then necessarily

lim inf
k→∞

ν(Qk
x)

µ(Qk
x)
< lim sup

k→∞

ν(Qk
x)

µ(Qk
x)

and hence there exits a, b of the above form such that

lim inf
k→∞

ν(Qk
x)

µ(Qk
x)
< a < b < lim sup

k→∞

ν(Qk
x)

µ(Qk
x)

This implies x ∈ Fa,b. Thus, if this set has measure zero, then the limit exists
for almost all x ∈ Rd.
To prove µ(Fa,b) = 0 we perform the following stopping time argument.
Define T1 to be the collection of maximal dyadic cubes Q ⊂ Q0 such that

ν(Q)

µ(Q)
≥ b

Define T2 be the collection of maximal dyadic cubes Q such that there exists
Q′ ∈ T1 with Q ⊂ Q′ and

ν(Q)

µ(Q)
≤ a

For any n ∈ N we define Tn+1 as follows. If n is even, then we define it as
the collection of all dyadic cubes such that there is Q′ ∈ Tn with Q ⊂ Q′ and

ν(Q)

µ(Q)
≥ b

while for odd n we set Tn+1 to be the collection of all dyadic cubes such that
there exists Q′ ∈ Tn with Q ⊂ Q′ and

ν(Q)

µ(Q)
≤ a
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Now we set
Fn :=

⋃
Tn

Q

which is disjoint by maximality of the cubes in Tn. Observe that

Fa,b ⊂
⋂
n

Fn

It remains to show that lim supn→∞ µ(Fn) = 0. If n is odd, then we have∑
Q∈Tn+1

µ(Q) ≤
∑
Q′∈Tn

∑
Q⊂Q′, Q∈Tn+1

µ(Q) ≤
∑
Q′∈Tn

µ(Q′)

If n is even, then ∑
Q∈Tn+1

µ(Q) ≤
∑
Q′∈Tn

∑
Q⊂Q′, Q∈Tn+1

µ(Q)

≤
∑
Q′

∑
Q

1

b
ν(Q)

≤
∑
Q′

a

b
µ(Q′)

≤ (1− ε)
∑
Q′

µ(Q′)

By induction we see that

µ(Fn) ≤ (1− ε)n/2µ(Q0)

Letting n→∞ finishes the proof.

End of lecture 12. December 1, 2015

2.3 Structure of Radon measures

Let ν be a Radon measure in Rd. Last time we showed that the limit

g(x) := lim
k→∞

ν(Qk
x)

µ(Qk
x)

exists µ-almost everywhere. The set of all points for which the above limit
exists we call the Lebesgue points. Let us put g(x) := 0 for all x such that
the above limit does not exist or is equal to ∞. Observe that if

v(Q) =

∫
f1Qdµ for all Q ∈ T ,

then one obtains g(x) = f(x) for µ almost all x.
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Proposition 2.26. If ν is a Radon measure in Rd, then we have for all
Q ∈ T ∫

g1Qdµ ≤ ν(Q).

Proof. Define

gk =
∑

Q′:Ord(Q′)=k

ν(Q′)

µ(Q′)
1Q′

Clearly gk is a measurable function. Notice that

g ≤ lim inf
k

gk

and the function on the right hand side is again measurable since it is the
liminf of a sequence measurable functions. Applying Fatou’s lemma we esti-
mate∫

g1Qdµ ≤
∫

lim inf
k

gk1Qdµ
Fatou

≤ lim inf
k

∫
gk1Qdµ

= lim inf
k

∑
Q′⊂Q

Ord(Q′)=k

∫
ν(Q′)

µ(Q′)
1Q′dµ = lim inf

k

∑
Q′⊂Q

Ord(Q′)=k

ν(Q′) = ν(Q).

We will now use the function g to decompose our Radon measure ν into two
parts of a character quite different from each other. Let ν1 be the Radon
measure generated by g, i.e. satisfying for any Q ∈ T the relation

ν1(Q) =

∫
g1Qdµ.

Then by the previous proposition for any Q ∈ T we have the inequality

ν1(Q) ≤ ν(Q).

Example. If ν = δ0 is the Dirac delta concentrated at 0, then g(x) = 0
for all the points x different from 0 and the limit at 0 is equal to ∞, thus
g(x) = 0 for all x. Note that in this case with the notation above we have
ν1 = 0 and ν− ν1 = δ0, what shows that the inequality ν1 ≤ ν may be strict!

Notice that ν1 is absolutely continuous with respect to µ and put ν2 := ν−ν1.
ν2 is a non-negative measure, because ν dominates ν1.
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Definition 2.27. A Radon measure ν is called singular with respect to
µ if there exists a set E with µ(E) = 0 and such that for any F ⊂ Rd,
ν(F ∩ E) = ν(F ).

Remark. In the previous example ν = δ0 is singular with respect to the
Lebesgue measure and E = {0}.

Theorem 2.28. ν2 is singular with respect to µ.

Proof. Let E be the set of the Lebesgue points of ν. Let E1 ⊂ E be the set
of points for which

g(x) = lim
k

∫
g1Qkxdµ

µ(Qk
x)

.

Put E2 = Rd \E1, µ(E2) = 0. We know E is a set of full measure and the set
of the points for which g(x) is equal to the limit above has also full measure.
The intersection of two sets of full measure is still a set of full measure - this
shows that µ(E2) = 0. Thus, we are left with proving that for an arbitrary
F ⊂ Rd, ν2(F ∩ E2) = ν2(F ).
Let x ∈ E1, we have

lim inf
k

ν2(Qk
x)

µ(Qk
x)

= lim
k

ν(Qk
x)

µ(Qk
x)
− lim

k

ν1(Qk
x)

µ(Qk
x)

= g(x)− g(x) = 0.

Fix a cube Q0 of order 0. Let ε > 0 and x ∈ E1 ∩ Q0. There exists a cube
Qx containing x with

ν2(Qx)

µ(Qx)
< ε.

Define T ′ to be the collection of such Qx’s that are maximal with respect to
inclusion. Notice that Q∩E1 ⊂

⋃
T ′ and the cubes in T ′ are disjoint, hence

ν2(Q0 ∩ E1) ≤
∑
Q′∈T ′

ν2(Q′) ≤ ε
∑
Q′∈T ′

µ(Q′) ≤ εµ(Q0).

ε > 0 was arbitrary what gives that ν2(Q0 ∩ E1) = 0. Moreover, Q0 was
arbitrary, so ν2(E1) = 0. This however, implies that for any F ⊂ Rd, ν2(F ∩
E2) = ν2(F ) and finishes the proof.

Theorem 2.29. Let µ and ν be Radon measures on Rd. There exist two
Radon measures ν1 adn ν2 with ν = ν1 + ν2 such that ν1 is absolutely contin-
uous with respect to µ and ν2 is singular with respect to µ. The measures ν1

and ν2 in the decomposition are unique.
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Proof. We prove the existence the same way we did for the Lebesuge case.
Let us prove the uniqueness. Suppose that

ν = ν1 + ν2 = ν̃1 + ν̃2

are two decomposition of ν with the demanded properties. Substracting ν2

and ν̃1 on the both sides we obtain

ν1 − ν̃1 = ν̃2 − ν2.

Observe that the measure on the right hand side is supported on the E2∪ Ẽ2

which is has µ-measure zero. Thus, for any F

(ν̃2 − ν2)(F ) = (ν̃2 − ν2)(F ∩ (E2 ∪ Ẽ2)) = (ν̃1 − ν1)(F ∩ (E2 ∪ Ẽ2)) = 0,

because both ν1, ν̃1 are absolutely continuous. That implies ν̃2 = ν2 and
ν̃1 = ν1.

A signed Radon measure is of the form ν1 − ν2 for two non-negative Radon
measures ν1, ν2 with ν1(Rd) <∞, ν2(Rd) <∞.

Theorem 2.30 (Jordan-Hahn decomposition). Let ν be a signed Radon
measure. Then there exist two disjoint ν-measurable sets E+ and E− with
E− ∪ E+ = Rd and such that for all F ⊂ Rd

ν(F ∩ E+) ≥ 0 and ν(F ∩ E−) ≤ 0.

Remark. Note that if ν was generated by a function, then we could sim-
ply take the positive and the negative part of the function to obtain the
decomposition. That is the idea behind the proof of the theorem.

Proof. Let ν = ν1− ν2 as remarked before the statement of the theorem and
let µ = ν1 + ν2. Note that if for a set E, µ(E) = 0, then ν1(E), ν2(E) ≤
µ(E) = 0, so both ν1 and ν2 are absolutely continuous with respect to µ. For
i = 1, 2 choose a function fi such that

νi(Q) =

∫
fi1Qdµ.

This gives us the possibility of writing ν as

ν(Q) =

∫
(f1 − f2)1Qdµ.

Define E+ and E− followingly

E+ := {x : (f1 − f2)(x) ≥ 0},
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E− := {x : (f1 − f2)(x) < 0},

Both of them are µ-measurable and clearly we have ν(F ∩ E+) ≥ 0 and
ν(F ∩ E+) ≤ 0 for any F ⊂ Rd. We just need to verify that E+, E− are
ν-measurable. Let Q ∈ T :

ν(Q ∩ E+) + ν(Q ∩ E−) =

∫
(f1 − f2)1E+1Qdµ+

∫
(f1 − f2)1E−1Qdµ

=

∫
(f1 − f2)1Qdµ = ν(Q).

We have already shown that there exists the unique decomposition of a Radon
measure into the singular and the absolutely continuous part. We are going
to decompose it further, namely split the singular part into a pure point
measure and a singular continuous measure.

Definition 2.31. A Radon measure ν is called a pure point measure if it is
of the form

ν(Q) =
∑
xi∈Q

λi

for a set of points Q and real numbers λi.

Let ν be an arbitrary Radon measure. Define

X := {x :

λx︷ ︸︸ ︷
lim
k
ν(Qk

x) > 0}.

Observe that the limit inside the brackets is well defined since the sequence
ν(Qk

x) is montonically decreasing. Moreover, X =
⋃
nXn, where

Xn := {x : lim
k
ν(Qk

x) > 2−n}.

Lemma 2.32. For Q ∈ T ∑
x∈Xn∩Q0

λx ≤ ν(Q)

Proof. Suppose that the statement of the theorem does not hold. Choose a
finite subset {xi} such that ∑

i

λxi > ν(Q)
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and choose an integer k such that

2−k ≤ min
i,j

(|xi − xj|).

With such choice of k the sets Qk
xi

are pairwise disjoint, so∑
i

λxi ≤
∑
i

ν(Qk
xi

) ≤ ν(Q).

This is a contradiction.

In particular, the last proof gives us that the sets Xn and X are countable.
Passing to the supremum

τpp(Q) :=
∑

x∈X∩Q

λx = sup
n

∑
x∈Xn∩Q

λx ≤ ν(Q)

For Q ∈ T . Hence, τpp generates a Radon measure νpp such that for all Q ∈ T
νpp(Q) ≤ ν(Q).

Moreover, one can observe that νpp ≤ νs, where νs is the singular part of the
decomposition singular+absolutely continuous, because (νac is the absolutely
continuous part)

lim
k
ν(Qk

x) = lim
k
νs(Q

k
x) + lim

k
νac(Q

k
x),

and the rightmost limit is equal to 0. Thus, we can write

νs = νsc + νpp,

where νpp is the pure point measure defined above and νsc is a non-negative
Radon measure, which we call singular continuous.

Definition 2.33. A singular with respect to µ measure ν is called singular
continuous with respect to µ if limk ν(Qk

x) = 0 for all x.

After the considerations above we arrive at the following theorem.

Theorem 2.34. Let µ be the Lebesgue measure and ν be a Radon measure.
Then there exists the unique decomposition

ν = νac + νsc + νpp,

with νac absolutely continuous with respect to µ, νsc singular continuous with
respect to µ and νpp a pure point measure.

Remark. Observe that L1(Rd) is equal to the set of signed Radon measures
absolutely continuous with respect to µ. Two elements of this space are
equivalent if they differ from each other only on a set of measure zero.

End of lecture 13. December 3, 2015
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2.4 Lp spaces

The space L1
+(Rd) is defined as

the set A of all absolutely continuous (non-negative) Radon measures ν with
ν(Rd) <∞

or, equivalently,

the set B of all equivalence classes of measurable functions f : Rd → [0,∞)
with ∫

Rd
fdµ <∞,

where f ∼ g if f(x) = g(x) for µ-almost all x.

We restrict our attention to non-negative functions an measures in order
to have simpler notation. We already know that A and B are in bijective
correspondence and hence the definitions are equivalent. Namely, if ν ∈ A,
then for

fk :=
∑

ord(Q)=k

ν(Q)

µ(Q)
1Q

the limit limk→∞ fk(x) exists for almost all x. We define f(x) to be this
limit, whenever it exists, and 0 otherwise. If ν is absolutely continuous, then
ν(Q) =

∫
f1Qdµ and

∫
fdµ = ν(Rd) <∞. On the other hand, if we take an

equivalence class in B and a representative f , then we define τ(Q) =
∫
f1Qdµ

which generates a Radon measure (exercise). Note that τ is independent of
the chosen representative.
However, the space L1 is not suitable for a product theory. To elaborate
on this we first need to observe that one can define product on equivalence
classes. Indeed, if f1 ∼ f2 and g1 ∼ g2, then f1g1 ∼ f2g2 since they differ at
most on the union of the sets where f1 differs from f2 and g1 differs from g2.
This union has measure zero. Now, if10 f, g ∈ L1(Rd

+), then the product fg
is in general not in L1. To see this we consider

f(x) =
1

|x|2/3
1[−1,1](x)

which is integrable, i.e. belongs to L1
+(Rd). However,

f 2(x) =
1

|x|4/3
1[−1,1](x)

10From now on we identify a function with its equivalence class
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is not integrable. (See Figure 2.4.)

Figure 25: Functions f (left) and f 2 (right).

So the L1
+ itself does not control products of functions. Because of that we

shall introduce spaces Lp+, 1 ≤ p ≤ ∞. Although products of elements in
Lp+ will in general not be in Lp+, we shall see that if f ∈ Lp1+ and g ∈ Lp2+ for
some p1, p2, then fg ∈ Lp3+ for some p3.
The space L∞+ is defined as the set of all non-negative essentially bounded
measurable functions, i.e. bounded up to a set of measure zero. This is the
only Lp+ space which is closed under multiplication.

For p ∈ R with 1 < p <∞ we define Lp+(Rd) to be

the set A of all (non-negative) Radon measures ν with

sup
k

∑
ord(Q)=k

(ν(Q)

µ(Q)

)p
µ(Q) <∞ (8)

or, equivalently,

the set B of all equivalence classes of measurable functions f : Rd → [0,∞)
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with11 ∫
Rd
fpdµ <∞

Note that in contrast with p = 1, in A we do not require absolute conti-
nuity of the measure. We shall see that this already follows from the other
assumption.
In Analysis II we already considered p = 2 when we defined the Hilbert space
L2(R) via A. A construction via B was then not available as we did not have
the Lebesgue integration theory.
Before proving equivalence of both definitions we turn our attention to the
following inequality.

Hölder’s inequality. Let ai, bi ∈ [0,∞) , i = 1, . . . , N , and 1
p

+ 1
q

= 1,
1 < p, q <∞. Then

N∑
i=1

aibi ≤
( N∑
i=1

api

)1/p( N∑
i=1

bqi

)1/q

Proof of Hölder’s inequality. Without loss of generality we may assume
∑N

i=1 a
p
i =

1 and
∑N

i=1 b
q
i = 1, otherwise we replace ai, bi by

ai(∑N
i=1 a

p
i

)1/p
and

bi(∑N
i=1 b

q
i

)1/q
.

(This follows from homogeneity, i.e.
∑

(λai)bi = λ
∑
aibi and (

∑
(λai)

p)1/p =
λ(
∑
api )

1/p for λ > 0). For a, b > 0 have

a
1
b b

1
q ≤ 1

p
a+

1

q
b

For p = q = 2 this is just the arithmetic-geometric mean inequality. To see
the above inequality we observe that it is equivalent to

e
1
p

ln a+ 1
q

ln b ≤ 1

p
eln a +

1

q
eln b

which holds by convexity of the exponential function (see Figure 26). To
finish the proof of Hölder’s inequality we now write

N∑
i=1

aibi =
N∑
i=1

(api )
1
p (bqi )

1
q ≤

N∑
i=1

1

p
api +

1

q
bqi

(∗)
≤ 1

p
+

1

q
= 1

where (∗) holds by our normalization.

11Recall that fp = ep ln f
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ln a

1
p

ln a + 1
q
ln b

ln b

Figure 26: Convexity of ex.

Hölder’s inequality holds for countable sums as well and also for integrals.
In this case it takes the following form. If f, g are measurable, then∫

fgdµ ≤
(∫

fpdµ
) 1
p
(∫

gqdµ
) 1
q

Note that measurability is necessary since in the last step of the proof (∗)
we need additivity of the integral.

Now we are ready to show equivalence of definitions via A and B. If ν ∈ A,
then it is absolutely continuous. Indeed, let T ′ be any disjoint collection of
dyadic cubes. For 1 < p, q <∞, 1/p+ 1/q = 1 we write∑

Q∈T ′
ν(Q) =

∑
Q∈T ′

ν(Q)

µ(Q)
µ(Q)1/pµ(Q)1/q

Hoelder

≤
( ∑
Q∈T ′

(ν(Q)

µ(Q)

)p
µ(Q)

) 1
p
( ∑
Q∈T ′

µ(Q)
) 1
q

The claim is now that∑
Q∈T ′

(ν(Q)

µ(Q)

)p
µ(Q) ≤ sup

k

∑
ord(Q′)=k

(ν(Q′)

µ(Q′)

)p
µ(Q′) = C ≤ ∞

where boundedness by a finite constant C follows by the definition of A. Note
that on the left hand-side the sum is over any disjoint collection of cubes T ′,
while on the right hand-side the sums are over collections of cubes of the
same order. The claim implies∑

Q∈T ′
ν(Q) ≤ C

( ∑
Q∈T ′

µ(Q)
) 1
q
.
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which then implies absolute continuity of ν (this is not hard to see).

To see the claim it suffices to consider finite collections T ′ since the bound is
independent of the collection. Then we may assume that the order of Q ∈ T ′
is at most k. We need to show that if we partition Q ∈ T ′ into its children,
the sum on the left hand-side increases. Then we keep partitioning until all
cubes in the collection are of the same order. Since at each step the sum
does not decrease, we are done.

Figure 27: Partitioning of Q ∈ T ′ (all cubes are half open).

To see that at the partitioning the sum increases we write

ν(Q) =
∑
Q′⊂Q
k′=k+1

ν(Q′) =
∑
Q′⊂Q
k′=k+1

ν(Q′)

µ(Q′)
µ(Q′)

1
pµ(Q′)

1
q

≤
( ∑

Q′⊂Q
k′=k+1

(ν(Q′)

µ(Q′)

)p
µ(Q′)

) 1
p
( ∑

Q′⊂Q
k′=k+1

µ(Q′)
) 1
q

︸ ︷︷ ︸
µ(Q)

1
q

Since 1
p

+ 1
q

= 1, i.e. 1− p = −p
q
, this shows(ν(Q)

µ(Q)

)p
µ(Q) ≤

∑
Q′⊂Q
k′=k+1

(ν(Q′)

µ(Q′)

)p
µ(Q′)

as desired. This in particular show that the sequence in (8) is monotonously
increasing and so the supremum equals the limit as k →∞.
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Now we return to showing equivalence of the definitions of Lp+. We have just
seen that if ν ∈ A, then it is absolutely continuous. Define

fk :=
∑

ord(Q)=k

ν(Q)

µ(Q)
1Q

Then limk→∞ fk(x) exists a.e. We set f(x) to be that limit, whenever it
exists, and 0 otherwise. We also set

ν(Q) =

∫
f1Qdµ

It remains to check that f is p-integrable:∫
fpdµ =

∫
lim inf
k→∞

fpk
(1)

≤ lim inf
k→∞

∫
fpk

= lim inf
k→∞

∑
ord(Q)=k

(ν(Q)

µ(Q)

)p
µ(Q)

(2)
= lim

k→∞

∑
ord(Q)=k

(ν(Q)

µ(Q)

)p
µ(Q)

(3)

≤C <∞

where (1): Fatou (2) monotonously increasing (3) A.

However, we also observe the reverse inequality. We write

ν(Q)

µ(Q)
=

∫
f1Qdµ

µ(Q)
=

∫
f1Q1Qdµ

µ(Q)

≤

( ∫
fp1Qdµ

) 1
p
( ∫

1Qdµ
) 1
q

µ(Q)

=
(∫ fp1Qdµ

µ(Q)

) 1
p

Then (ν(Q)

µ(Q)

)p
µ(Q) ≤

∫
fp1Qdµ

Summing over Q of order k we obtain∑
ord(Q)=k

(ν(Q)

µ(Q)

)p
µ(Q) ≤

∫
fpdµ
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This shows that we actually have∫
fpdµ = lim

k→∞

∑
ord(Q)=k

(ν(Q)

µ(Q)

)p
µ(Q)

We denote

‖f‖p :=
(∫

fpdµ
) 1
p

Let now f ∈ B. Then∫
f1Qdµ ≤

(∫
fp1Qdµ

) 1
p
(∫

1Qdµ
) 1
q
<∞

and we set this integral to be τ(Q). It is an exercise to check that τ generates
a Radon measure.

Note that with the above introduced notation, Hölder’s inequality reads∫
fgdµ ≤ ‖f‖p‖g‖q

Minkowski’s inequality Let 1 ≤ p < ∞, f, g ∈ Lp+(Rd). Then f + g ∈
Lp+(Rd) and

‖f + g‖p ≤ ‖f‖p + ‖g‖p

Proof. If p = 1 we have equality since∫
f + g =

∫
f +

∫
g

Let now 1 < p <∞. Then there exists 1 < q <∞ such that 1
p

+ 1
q

= 1. We
have

(f + g)p = f(f + g)p−1 + g(f + g)p−1

and hence

‖f + g‖pp =

∫
(f + g)pdµ

=

∫
f(f + g)p−1dµ+

∫
g(f + g)p−1dµ

≤ ‖f‖p‖(f + g)p−1‖q + ‖g‖p‖(f + g)p−1‖q
= (‖f‖p + ‖g‖p)‖(f + g)p−1‖q
= (‖f‖p + ‖g‖p)‖f + g‖p−1

p
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which shows the claim. The last inequality is deduced by

‖(f + g)p−1‖q =
(∫

(f + g)q(p−1)
) 1
q

= ‖f + g‖
p
q
p = ‖f + g‖p−1

p

since q(p− 1) = p.

From now on we always assume 1 ≤ p <∞.
The spaces Lp+(Rd) are metric spaces with the metric

d(f, g) = ‖|f − g|‖p
We show that this is indeed a metric.

1. d(f, g) = d(g, f) is clear

2. d(f, h) = ‖|f − h|‖p ≤ ‖|f − g|+ |g − h|‖p ≤ ‖|f − g|‖p + ‖|g − h|‖p =
d(f, g) + d(g, h)

3. d(f, f) = ‖0‖p = 0. If d(f, g) = 0, then we need to show that f−g ∼ 0.
Assume that d(f, g) = 0. Then ‖|f − g|‖p = 0 which means that∫ ∞

0

µ(|f − g|p > λ)dλ = 0

Since µ(|f − g|p > λ) is a monotonously decreasing function, for all λ > 0 we
must have

µ(|f − g|p > λ) = 0

Since µ(|f − g|p > 0) = ∪k∈Zµ(|f − g|p > 2−k) and the union is countable,
we see that

µ(|f − g|p > 0) = 0

But this means that f(x) = g(x) for almost all x and hence f and g belong
to the same equivalence class.

The spaces Lp+(Rd) are complete. To see this let fn be a Cauchy sequence in
Lp+(Rd). Consider a subsequence which converges rapidly, i.e. a subsequence
fnm such that

‖fnm+1 − fnm‖p ≤ 2−m

for all m ≥ 1. Set now

fnM+1
:= fn1 +

M∑
m=1

fnm+1 − fnm

gnM+1
:= |fn1|+

M∑
m=1

|fnm+1 − fnm |
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By Minkowski’s inequality we have

‖gnM+1
‖p ≤ ‖fn1‖p +

M∑
m=1

‖fnm+1 − fnm‖p < C <∞

with C independent of m. Since gpnM is monotonously increasing, by the
monotone convergence theorem∫

gp = lim
M→∞

∫
gpnM = lim

M→∞
‖gnM‖pp <∞

where we set g := limk→∞ gnM . Since |fnM |p ≤ gp, by the dominated conver-
gence theorem limM→∞ fnM =: f belongs to Lp+. Since |f − fnm|p ≤ (2g)p,
by the dominated convergence ‖f − fnM‖p → 0 as M →∞. Let now ε > 0.
There exists N such that for all n, n′ > N we have ‖fn−fn′‖p < ε/2. Choose
nm such that ‖fnm − f‖p < ε/2. Then for all n > N

‖fn − f‖p ≤ ‖fn − fnm‖p + ‖fnm − f‖p < ε

End of lecture 14. December 8, 2015

Now we are going to see that the class of functions constant on the cubes of
order k, for some k ∈ Z, is dense in Lp+(Rd) for 1 < p <∞. Writing this out
in terms of Radon measures we have the following.

Q of order k

Figure 28: An example of a function constant on dyadic cubes of order k on
R.
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Theorem 2.35. Let 1 < p < ∞. The set of all measures ν ∈ Lp+(Rd)
satisfying the condition:

There exists a k ∈ Z with
ν(Q)

µ(Q)
=
ν(Q′)

µ(Q′)
, if Q′ ⊂ Q, Ord(Q) = k,

is dense in Lp+(Rd).

Proof. Let f ∈ Lp+. Define a sequence

fk :=
∑

Q : Ord(Q)=k

∫
f1Qdµ

µ(Q)
1Q.

At this point, our goal to show that

lim sup
k→∞

d(f, fk) = 0,

i.e. we need to prove

lim sup
k→∞

∫
|f − fk|pdµ = 0.

Notice that fk converges to f pointwise almost everywhere. Since we wish
to apply the Lebesgue dominated convergence theorem, we should validate
that ∫

(sup
k
fk)

pdµ <∞.

Because of the bound

|f − fk|p ≤ 2p(fpk + fp) ≤ 2p(sup
k

(fk)
p + fp),

this would give that our sequence is dominated by an integrable function and
would let us to apply the theorem, since we have supk(fk)

p = (supk fk)
p.

Let us then prove the boundedness of supk fk in Lp+.∫
(sup
k
fk)

pdµ =

∫ ∞
0

µ((sup
k
fk)

p > λ)dλ

change of var.
= 2p

∫ ∞
0

µ(sup
k
fk > 2λ1/p)dλ.

Given a function g, we decompose it as follows

g = g1 + g2, with g1 = min(g, λ1/p).
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λ1/p

g

g2

Figure 29: The idea of splitting a function g into g1 +g2. Function g1 is equal
to function g(green) to the left of the left intersection point of the red dotted
line (which denotes the level λ1/p) with the graph of g and to the right of the
right intersection point; it is equal to the red dotted segment between the
intersection points.

Notice that if at some point supk fk > 2λ1/p, then either supk(fk)1 > λ1/p or
supk(fk)2 > λ1/p holds. But because of the way we defined (fk)1, supk(f1)k >
λ1/p is not possible, hence

{sup
k
fk > 2λ1/p} ⊂ {sup

k
(fk)2 > λ1/p}.

Thus, using the monotonicity of µ we obtain

2p
∫ ∞

0

µ(sup
k
fk > 2λ1/p)dλ ≤ 2p

∫ ∞
0

µ(sup
k

(fk)2 > λ1/p)dλ.

Let T ′ be the family of maximal dyadic cubes with the property∫
f21Qdµ

µ(Q)
> λ1/p.

Observe that {supk(fk)2 > λ1/p} ⊂
⋃
T ′ and moreover, because the maximal

cubes we have chosen are pairwise disjoint∑
Q∈T ′

µ(Q) ≤ λ−1/p
∑
Q∈T ′

∫
f21Qdµ ≤ λ−1/p

∫
f2dµ.
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Plugging this into our computation we get

2p
∫ ∞

0

µ(sup
k

(fk)2 > λ1/p)dλ ≤ 2p
∫ ∞

0

λ−1/p

=
∫
f2dµ︷ ︸︸ ︷∫ ∞

0

µ(f2 > t)dt dλ

def. of f2
≤ 2p

∫ ∞
0

λ−1/p

∫ ∞
λ1/p

µ(f > t)dtdλ

t=λ1/ps
= 2p

∫ ∞
0

∫ ∞
1

µ(f > λ1/ps)dsdλ
Fubini

= 2p
∫ ∞

1

∫ ∞
0

µ(fp > λsp)dλds

λ=s−pu
= 2p

∫ ∞
1

s−p
∫ ∞

0

µ(fp > u)duds =
2p

p− 1

∫ ∞
0

µ(fp > u)du

=
2p

p− 1
‖f‖pp.

Since f ∈ Lp+ we obtain that (supk fk) ∈ L
p
+ what lets us to pass to the limit

as k →∞
‖|f − fk|‖pp → 0.

Remark.
Mf := sup

k
fk,

which appears in the previous proof, is called the maximal function of f . We
have shown that the following estimate holds

‖Mf‖p ≤
2

(p− 1)1/p
‖f‖p.

Proposition 2.36. Let 1 < p <∞, f ∈ Lp+(Rd) and q be such that

1/p+ 1/q = 1.

Then there exists h ∈ Lq+(Rd) with ‖h‖q = 1 and ‖f‖p =
∫
fhdµ.

Remark. The statement can also be read as follows: for every f ∈ Lp+ there
exists an h ∈ Lq+ with ∫

fhdµ = ‖f‖p‖h‖q.

Proof. Let us put

h(x) =

{
f(x)p−1

‖f‖p−1
p

, if f(x) 6= 0

0, otherwise
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and note that ∫
fhdµ =

∫
ffp−1

‖f‖p−1
p

dµ = ‖f‖p.

The next theorem, called the Riesz representation is a very important fact
telling us, that bounded functionals on Lp+ with 1 < p < ∞ are given by
integrating against a function from Lq+ for q satisfying, 1/p+ 1/q = 1.

Theorem 2.37 (Riesz representation theorem). Let 1 < p <∞ and

Λ: Lp+(Rd)→ [0,∞)

be a functional satisfying the additivity property

Λ(f + g) = Λ(f) + Λ(g).

Then there exists h ∈ Lq+(Rd), where 1/q + 1/p = 1, such that for any
f ∈ Lp+(Rd)

Λ(f) =

∫
fhdµ.

Proof. The first step of the proof is the following lemma, known as the uni-
form boundedness principle or the Banach-Steinhaus theorem.

Lemma 2.38. Let Λ be as in the statement of the theorem. There exists a
constant C <∞ such that for all f ∈ Lp+(Rd)

Λ(f) ≤ C‖f‖p.

Proof. Assume the opposite, i.e. that there exists a sequence of functions
{fn} with

Λ(fn) ≥ 22n+1‖fn‖p.
Without loss of generality, by linearity of the functional we may assume that

2−n−1 ≤ ‖fn‖p ≤ 2−n and then Λ(fn) > 2n.

Define

gN =
N∑
n=1

fn.

The series ‖gN‖p is uniformly in N and absolutely bounded by 1, because

‖gN‖p ≤
N∑
n=1

‖fn‖p ≤ 1.
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Hence the monotone sequence gN → g pointwise and in Lp+ as N → ∞ and
‖g‖p ≤ 1, by the Lebesgue monotone convergence applied for the sequence
{gN}. Since Λ maps Lp+ to [0,∞) we get

Λ(g) <∞.
On the other hand, for any N ∈ N

Λ(g) ≥ Λ(g − gN) + Λ(gN) ≥ Λ(gN) ≥ Λ(fN) ≥ 2N .

This is a contradiction.

The second step of the proof is to show that the function τ(Q) = Λ(1Q)
generates a Radon measure ν ∈ Lq+.
By additivity of Λ we obtain the martingale condition for τ . We are thus
left with validating the regularity condition. It follows from the following
inequality

sup
k

∑
Q : Ord(Q)=k

(
ν(Q)

µ(Q)

)q
µ(Q) <∞,

which we should check anyway, since we want ν ∈ Lq+. Without loss of
generality we may deal here only with the case when k = 0. Hence, we shall
show that ∑

Q : Ord(Q)=0

(
ν(Q)

µ(Q)

)q
µ(Q)

1/q

µ(Q)=1
=

 ∑
Q : Ord(Q)=0

(ν(Q))q

1/q

<∞.

By the last proposition there exists a sequence {aQ} with
∑

Ord(Q)=0 a
p
Q = 1

and  ∑
Q : Ord(Q)=0

(ν(Q))q

1/q

=
∑

Q : Ord(Q)=0

aQν(Q).

Arguing similarly as in the proof of the uniform boundedness principle one
can show that the series ∑

Q : Ord(Q)=0

aQ1Q

converges to a function in Lp+. Using this and assuming momentarily that
the functional Λ is continuous(we will show in a second) we obtain∑

Q : Ord(Q)=0

aQν(Q) =
∑

Q : Ord(Q)=0

aQΛ(1Q)
continuity

= Λ(
∑

Q : Ord(Q)=0

aQ1Q)

uni. bdd. principle

≤ C‖
∑

Q : Ord(Q)=0

aQ1Q‖p = C

 ∑
Q : Ord(Q)=0

apQ

1/p

= C.
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Λ is indeed continuous, because

Λ(f)− Λ(g) ≤ Λ(g) + Λ(|f − g|)− Λ(g) = Λ(|f − g|)
u.b.prin.

≤ C‖|f − g|‖p.

Similarly we see that Λ(g)− Λ(f) ≤ C‖|f − g|‖p, what gives

|Λ(g)− Λ(f)| ≤ C‖|f − g|‖p.

This means that Λ is Lipschitz and therefore continuous. We have already
seen that

fk =

∫
f1Qdµ

µ(Q)
1Q,

converges to f in Lp+ as k → ∞. Thus, by this fact and continuity of Λ we
obtain

Λ(f) = lim
k→∞

Λ(fk) = lim
k→∞

∑
Q : Ord(Q)=k

Λ

(∫
f1Qdµ

µ(Q)
1Q

)

= lim
k→∞

∑
Q : Ord(Q)=k

∫
f1Qdµ

µ(Q)
Λ(1Q) = lim

k→∞

∑
Q : Ord(Q)=k

∫
f1Qdµ

µ(Q)
ν(Q)

= lim
k→∞

∑
Q : Ord(Q)=k

∫
f1Qdµ

µ(Q)

∫
h1Qdµ = lim

k→∞

∫
hfkdµ =

∫
hfdµ,

where the last inequality follows from the Lebesgue dominated convergence,
because h is in Lq+, fkh ≤ (supk fk)h and by Hölder’s inequality∫

(sup
k
fk)hdµ ≤ ‖ sup

k
fk‖p‖h‖q <∞.

End of lecture 15. December 10, 2015

3 An excursion to Probability theory

Definition 3.1. A (nonnegative) Radon measure on R with ν(R) = 1 is
called a random variable.
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The actual word random variable refers to real variable implicit in the above,
it is the variable parameterizing R.
A different but closely related definition of random variable in the literature
makes the random variable a function (say x) on a measure space Ω with
total mass 1. The space Ω is thought of as the space of all possible events
of a random experiment, and the function x is a specific observable of that
experiment, which can take real values. One can think of “x(ω)” for an ω ∈ Ω
as the observation resulting from of an experiment. The aim of probability
theory is to answer the question ‘what is the probability?’ of an event A
or equivalently ‘what is the measure?’ of the set {x ∈ A}, that is why we
defined a random variable as a Radon measure. Hence, we are interested in
the values of “x” rather then the arguments and its domain. Our definition
of random variable does not rely on a space Ω, relative to the just mentioned
definition it is the “push forward” of the measure Ω to the real line R under
the map x. (A formal definition of “push forward” is postponed, or can be
regarded as exercise.)
For a Borel set B ⊂ R, ν(B) is called the probability that the random variable
takes a value in B, also written P (x ∈ B) := ν(B) where x makes an explicit
appearance though it is a dummy variable as much as an integration variable
is a dummy variable. Note x does not appear in the expression ν(B).

Example. Consider rolling a 6-sided symmetric dice. The Radon mea-
sure/random variable associated with “x” in this case is simply

ν =
6∑
i=1

1

6
δ0(x− i).

Definition 3.2. If
∫
|x|dν(x) <∞, then we define the expected value

E(x) :=

∫
x dν(x).

Write abs for the absolute value function and id for the identity function,
then we can write without dummy integration variable the condition on ν as∫

absdν and the expectation value as
∫

iddν.
Analogously to a random variable, we define a random vector.

Definition 3.3. A random d-vector is a Radon measure ν on Rd with
ν(Rd) = 1.

Just as it is customary to give a random variable a dummy variable, a random
vector is customarily given a tuple of dummy variables “x = (xi)

d
i=1”.
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Given a random vector ν on Rd, we define the component νi as the Radon
measure generated by

τi(Q) = ν(R× ...× R× Q︸︷︷︸
i-th component

×R× ...× R) = ν({x ∈ Rd, xi ∈ Q}).

We easily obtain that τ satisfies the martingale condition. Regularity follows
from the fact that if El ⊂ R is a sequence with

⋂∞
l=0El = ∅, then

lim
L→∞

ν(R× ...×
L⋂
l=0

El × ...× R) = 0.

(Note that all measures involved are finite.) Thus, the generated νi’s are
indeed Radon measures with (exercise:)

νi(R) = ν(Rd) = 1 and νi(Q) = τi(Q).

Note that for a νi measurable function f we have∫
fdνi =

∫
f ◦ Πidν. (9)

where Πi is the projection x→ xi, also written as x→ 〈x, ei〉 with the i− th
unit vector ei. This is clear from the definitions if f is the characteristic
function of a dyadic cube. Then one proves the general case by first con-
sidering linear combinations of characteristic functions of dyadic cubes and
then limits thereof. We skip the details here.
Above we dealt with the i-th component of a random variable ν satisfying

νi(Q) = ν(R× ...×Q× R× ...×R) = ν({x ∈ Rd : xi ∈ Q}).

One can also consider components of a rotation of a random vector. These
leads in general to a component relative to a unit vector. For a unit vector
v in Rd, i.e. a vector having the property that

d∑
i=1

v2
i = 1,

we can obtain as above the v component of a random variable ν satisfying

νv(Q) := ν({x ∈ Rd : v · x ∈ Q}),

where “·” denotes the scalar product.
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Next, let ν1, ..., νd be random variables. We define the independent product
of those random variables as the product measure generated by

τ(Q) =
d∏
i=1

νi(Q), Q = Q1 × ...×Qd ⊂ Rd.

We shall not elaborate the details of this construction, as we have discussed
product measures before.
It is importnat to note that not every random vector is the independent
product of its components, as elaborated in the example below. This is
much like the fact that not every function in two variables can be written
as the product of two functions in one variable, f(x, y) = f1(x)f2(y). Hence
the word “independent”, which denotes an additional property.

Example. Let Q1 = [0, 1)2 and Q2 = [1, 2)2 and let µ denote Lebesgue
measure on R2. Define a random variable ν with: ν(Q) = 1

2
µ(Q ∩ Q1) +

1
2
µ(Q ∩ Q2) . Notice that ν it is not the product measure of any ν1, ν2.

Indeed, suppose it was the product measure Then, the following three pairs
of equalities would hold

0 = ν(Q1 ×Q2) = ν1(Q1)ν2(Q2),

1

2
= ν(Q1 ×Q1) = ν1(Q1)ν2(Q1),

1

2
= ν(Q2 ×Q2) = ν1(Q2)ν2(Q2).

ν(Q1 ×Q1), ν(Q2 ×Q2) are nonzero, what gives that ν1(Q1) and ν2(Q2) are
nonzero. This contradicts the first equality.

We proceed with proving a “baby version” of the central limit theorem.
Let ν be a random variable and let νd denote the d-dimensional product
measure. In probability this setup is called a d-tuple of i.i.d random variable
(this means “independent identically distributed”). Consider the unit vector

v =
1

d1/2
(1, ..., 1)

and the random variable “x1+x2+...+xd
d1/2

”, given by the v component of νd as
defined above

µd = (νd)v.

Recall the Fourier transform of µd at a point ξ is equal to

hd(ξ) =

∫
e2πiyξdµd(y).
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Note that since µd is a random variable, the function e2πiyξdµd(y) is absolutely
integrable and we have |hd(ξ)| ≤ 1, because∣∣∣∣∫ e2πiyξdµd(y)

∣∣∣∣ ≤ ∫ 1dµd = 1.

Using (9) for the unit vector v we obtain with Fubini

hd(ξ) =

∫
e2πi(x1+...+xd)ξdν(x1)...dν(xd) =

d∏
j=1

(∫
e

2πi 1

d1/2
xjξdν(xj)

)
.

Since the random variables are i.i.d, we have in fact shown that

hd(ξ) =

(
f

(
ξ

d1/2

))d
,

where

f(ξ) :=

∫
e2πixξdν(x).

Let us assume that f is two times continuously differentiable at ξ = 0 and
f ′′(0) 6= 0. Moreover, we have

f(0) = 1, because f(0) =

∫
1dν = 1,

f ′(0) = 0, because |f(ξ)| ≤
∫

1dν = 1 = f(0), so f is maximal at 0.

f ′′(0) < 0, because at a local maximum ≤ 0 and f ′′(0) 6= 0.

Let us denote −ρ := f ′′(0) < 0 and consider the Gaussian

g(ξ) = e−ρ
ξ2

2 .

Observe the properties
g(0) = 1

g′(0) = 0,

g′′(0) = −ρ.

Fix ε > 0 small. Notice that for ξ small enough we have by considering
Taylor’s approximation

e−(ρ+ε) ξ
2

2 =≤
(
f

(
ξ

d1/2

))d
≤= e−(ρ−ε) ξ

2

2 .
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Now fix ξ and let d be large enough. Then ξ/d1/2 is small enough so the
above applies and we obtain.

e−(ρ+ε) ξ
2

2 = (e−(ρ+ε) ξ
2

2d )d ≤
(
f

(
ξ

d1/2

))d
≤
(
e−(ρ−ε) ξ

2

2d

)d
= e−(ρ−ε) ξ

2

2 .

Here we have used in the first and last identity an invariance property of the
Gaussian function under scaling. Letting d tend to infinity we obtain

e−(ρ+ε) ξ
2

2 ≤ lim inf
d→∞

(
f

(
ξ

d1/2

))d
≤ lim sup

d→∞

(
f

(
ξ

d1/2

))d
≤ e−(ρ−ε) ξ

2

2 .

Finally, letting ε→ 0 we get

e−ρ
ξ2

2 = lim
d→∞

(
f

(
ξ

d1/2

))d
.

Written more explicitly:

e−ρ
ξ2

2 = lim
d→∞

(
f

(
ξ

d1/2

))d
= lim

d→∞

∫
e2πiyξdµd(y).

That is what we have called the “baby version” of the central limit theo-
rem: the Fourier transform of µd converges pointwise to a Gaussian with the
appropriate scaling factor ρ as determined by ν. The statement of a more
elaborate version of the theorem is the following.

Theorem 3.4 (Central limit theorem). Let ν be a random variable with

σ :=

∫
x2dν(x) <∞.

Let µd = (νd)v as before. Then the following convergence in measure holds

• For all Q ∈ T : limd→∞ µd(Q) = 1√
2πσ

∫
e−

x2

2σ 1Q(x)dx, and

• limd→∞ µd(Rd) = 1√
2πσ

∫
e−

x2

2σ dx.

Proof. Left as an exercise. The condition of finiteness of σ is used to obtain
enough regularity of f as in the above calculations. Convergence is then
proved by approximating the characteristic functions from above and below
by piecewise linear functions, and use the de la Vallee Poussin kernel to
write these piecewise linear functions as superposition of functions e2πixξ to
reduce to the above baby version. The proof of teh second property is a mere
observation that both sides of the identity are 1.
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3.1 Infinite product measures

In the last subsection we saw a remarkable universal limit of averages of d
tuples of i.i.d. random variables as d → ∞. Considering large products
of measures is of essence in probability theory. It is then only natural to
investigate infinite product spaces.
Let νi be a sequence of random variables for i ∈ N. Define the set of infinite
sequences taking values in R

X = R∞ = {x = (xi)
∞
i=1 : xi ∈ R}

and the family T associated with X to be the set of products of finitely many
dyadic intervals and infinitely many copies of R

T = {Q× R∞−d : d ∈ N, Q a dyadic cube in Rd}
= {(xi)∞i=1 : (xi)

d
i=1 ∈ Q for some d,Q}.

Moreover, we define the generating function τ as following

τ(Q× R∞−d) =
d∏
i=1

νi(Qi) ·
∞∏

i=d+1

νi(R)︸ ︷︷ ︸
=1

=
d∏
i=1

νi(Qi).

Let ν be the outer measure generated by τ . The following is the infinite
dimensional version of an important observation that we made in Rn. It is
a baby version of a family of theorems in the literature on infinite product
spaces.

Theorem 3.5. For all Q ∈ T , τ(Q) = ν(Q) holds.

Proof. We shall show that for any Q ∈ T and a sequence Ql ∈ T with
Q ⊂

⋃
lQ

l we have

τ(Q) ≤
∑
l

τ(Ql).

Let ε > 0 be small and let Q̃i be a sequence of compact intervals that satisfies
Q̃i ⊂ Qi and

νi(Q̃i) ≥ e−ε2
−i
νi(Qi), for i ≤ d,

νi(Q̃i) ≥ e−ε2
−i
νi(Rd), for i > d.

The idea is that we approximate the measure of Qi (in case i > d we ap-
proximate the measure of R) from below by a compact set contained in Q̃i.
Similarly we approximate Ql

i from above by open intervals. Let Q̃l
i be an

open interval with Q̃l
i ⊃ Ql

i and

νi(Q̃
l
i) ≤ eε(2

−i+2−l)ν(Ql
i), for i ≤ dl,
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Q̃l
i = R, for i > dl.

By Cantor’s diagonal and a compactness argument (we skip the details) one
shows that there exists an L <∞ such that

Q̃ ⊂
L⋃
l=1

Q̃l.

Then, taking (maxl d
l) <∞ we can simply restrict ourselves to R(maxl d

l) for
which the statement is true by the theory of finite product measures, i.e.

τ(Q̃) ≤
L∑
l=1

τ(Q̃l).

Letting ε→ 0 we finish the proof.

End of lecture 16. December 15, 2015

We elaborate on some notions introduced in the previous lectures. The prod-
uct measure of ν1 on Rd1 and ν2 on Rd2 is the measure ν on Rd1+d2 given
by

ν(Q) = ν1(Q1 × · · · ×Qd1)ν2(Qd1+1 × · · · ×Qd1+d2).

Not every measure on Rd is such a product measure, just as not every function
is of the form

f(x1, . . . , xd) = f1(x1, . . . , xd1)f2(xd1+1, . . . , xd1+d2).

This construction of a product measure corresponds to the partition {1, . . . , d} =
{1, . . . , d1}∪{d1+1, . . . , d2} where d = d1+d2. Analogously we define product
measures with respect to any partition

{1, . . . , d} =
L⋃
`=1

Nl

where the union is disjoint.
Let ν be a random vector on Rd and n an injection from {1, . . . , d′} to
{1, . . . , d}. We define the projected random vector ν ′ by setting

ν ′(Q1 × · · · ×Qd′) = ν(R× · · · ×Qn(1) × · · · × R× · · · ×Qn(d))

= ν({x : xi ∈ Qn(i), 1 ≤ i ≤ d′}).
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A random vector is called an independent product with respect to a parti-
tion {1, . . . , d} =

⋃L
`=1Nl if it is the product of the corresponding projections.

Last time we also considered infinite product measures, see Section 3.1. For
infinite product measures we analogously define projections of random vec-
tors onto subsets of N and independent products with respect to partitions
of N.

A normalized Gaussian random variable is defined by

ν(Q) =
1√
2π

∫
Q

e−
x2

2 dx.

The function 1√
2π
e−

x2

2 is the Radon-Nikodym derivative of ν with respect to

the Lebesgue measure. The factor 1√
2π

is chosen such that ν(R) = 1.
Since

d∏
i=1

( 1√
2π

∫
Qi

e−
x2i
2

)
=

1
√

2π
d

∫
Q

e−
∑d
i=1 x

2
i

d dµ =
1
√

2π
d

∫
Q

e−
|x|2
2 dµ,

the independent product of d Gaussian random variables is given by

ν(Q) =
1
√

2π
d

∫
Q

e−
|x|2
2 dµ.

Theorem 3.6. The independent product of d Gaussian random variables is
a rotation invariant Radon measure on Rd.

Proof. Let A : Rd → Rd be linear and |Ax| = |x| for all x ∈ Rd. Let E ⊂ Rd

be Borel. Then

ν(AE) =
1
√

2π
d

∫
AE

e−
|x|2
2 dµ

(1)
=

1
√

2π
d

∫
E

e−
|Ax|2

2 dµ

(2)
=

1
√

2π
d

∫
E

e−
|x|2
2 dµ = ν(E).

For the (1) we used rotation invariance of µ and that if x = Ax′ ∈ AE, then
x′ ∈ E. For (2) we used |Ax| = |x|.

For an infinite product of i.i.d. normalized Gaussian random variables we
would like to discuss rotation invariance as well. To define rotations we need a
Hilbert space structure. An example of an infinite dimensional Hilbert space
is `2(N), the space of all square-summable sequences. The infinite product of
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normalized Gaussians lives on the space RN of all sequences of real numbers,
such sequences are not necessarily in `2(N). Moreover, for any the space of
bounded sequence (i.e., `∞(N)) the following holds.

Lemma 3.7. The set `∞(N) has ν-outer measure zero in RN, where ν is the
infinite product of normalized Gaussian random variables.

Since `2(N) ⊂ `∞(N) then also `2(N) has measure zero. This indicates that
developing a suitable Hilbert space theory will not be possible without addi-
tional assumptions on the sequences.

Proof. Recall that x ∈ `∞(N) is a Banach space with the norm ‖x‖∞ =
supi |xi|. We need to show that for every k > 0

ν({x ∈ RN : ‖x‖∞ ≤ 2k}︸ ︷︷ ︸⋂
i{x∈RN:|xi|≤2k}

) = 0.

It suffices to show that for every ε > 0 there exists d ∈ N such that

ν({x ∈ RN : sup
i=1,...,d

|xi| ≤ 2k}) < ε.

Thus we would like to compute

ν
( d⋂
i=1

{x ∈ RN : |xi| ≤ 2k}
)
.

This is a d-fold product of Gaussian random variables

d∏
i=1

( 1√
2π

∫ 2k

−2k
e−

x2

2 dx
)

=
d∏
i=1

(
1− 2√

2π

∫ ∞
2k

e−
x2

2 dx︸ ︷︷ ︸
=:δk>0

)
= (1− δk)d.

If d is large enough, the right hand-side is less than ε.

If we consider the set of sequences with square root logarithmic growth, the
result changes.

Theorem 3.8.

ν({x ∈ RN : ∃k∀i : |xi| ≤ 2k(ln(e+ i))1/2}) = 1

Thus almost all sequences satisfy a square root logarithmic growth estimate.
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Proof. We show that the complement has measure zero, i.e.

ν({x : ∀k∃i : |xi| > 2k(ln(e+ i))1/2}︸ ︷︷ ︸⋂
k{x:∃i:|xi|>2k(ln(e+i))1/2}

) = 0.

Thus it suffices to show that ∀ε > 0∃k such that

ν({x : ∀k∃i : |xi| > 2k(ln(e+ i))1/2}︸ ︷︷ ︸⋃
i{xi:|xi|>2k(ln(e+i))1/2}

) < ε.

So it suffices to show that∑
i

ν({xi : |xi| > 2k(ln(e+ i))1/2}) < ε.

We have

ν({xi : |xi| > 2k(ln(e+ i))1/2}) =
2√
2π

∫ ∞
2k(ln(e+i))1/2

e−
x2

2 dx

≤ 2√
2π

∫ ∞
2k(ln(e+i))1/2

e−
x2k(ln(e+i))1/2

2 dx

(1)
=

2√
2π

2

2k(ln(e+ i))1/2
e−

22k ln(e+i)
2

(2)

≤ 4√
2π

2

2k

( 1

e+ i

)22k−1

.

In (1) we computed the integral, in (2) we used ln(e + i) > 1. If k is large
enough, then (1/e+ i)22k−1

is summable in i and the term in (2) is less than
ε.

The following are two examples of measurable functions in RN with ν as
above.

1. Functions which depend only on d variables (f(x) = f(x′) if xi = x′i
for i = 1, . . . , d) and are measurable as functions on Rd.

2. Linear functionals of the form

∞∑
i=1

vixi =: f(x) (10)

with
∞∑
i=1

|vi|(ln(e+ i))1/2 <∞.
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The last condition means that a certain weighted `1-norm of the co-
efficients is finite. Functionals of the form (10) are defined almost
everywhere. Indeed, if x is such that supi |xi| ≤ 2k(ln(e + i))1/2, then∑∞

i=1 |vi||xi| <∞. By the previous theorem almost all x satisfy such a
condition. Functionals of the form (10) are measurable since they are
pointwise a.e. limits of measurable functions. To see that set

fd :=
d∑
i=1

vixi

which is measurable by 1. Since

lim
d→∞

fd(x) = f(x) a.e.,

f is measurable.

Let us call vectors v := (vi) as in 2. admissible. Note that such admissible
vectors are automatically in `2(N).

Theorem 3.9. If v is admissible, then v · x is defined almost everywhere in
RN and the random variable νv defined by

νv(Q) = ν({x : v · x ∈ Q})

is normalized Gaussian distributed.

Proof. Consider a unit vector in Rd

v(d) =
(v1, . . . , vd)

|(v1, . . . , vd)|

where we assume |(v1, . . . , vd)| 6= 0. By the rotation invariance result in Rd,

f (d)(x) =
d∑
i=1

v
(d)
i xi

is normalized Gaussian distributed.
We need to show that for every ε > 0∣∣∣ν({x : v · x ∈ Q})− 1√

2π

∫
Q

e−
x2

2 dx
∣∣∣ < ε.
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Choose k large enough such that

ν({x : ∀i : |xi| < 2k(ln(e+ i))1/2}︸ ︷︷ ︸
=:E

) > 1− 1

3
ε.

It then suffices to show that∣∣∣ν({x ∈ E : v · x ∈ Q})− 1√
2π

∫
Q

e−
x2

2 dx
∣∣∣ < 2

3
ε.

Note that v · x is well defined for x ∈ E. By the dominated convergence
theorem v(d) · x→ v · x a.e. (exercise). So it suffices to show that∣∣∣ν({x ∈ E : v(d) · x ∈ Q})− 1√

2π

∫
Q

e−
x2

2 dx
∣∣∣ < 1

3
ε.

Removing E again, it suffices to show∣∣∣ν({x : v(d) · x ∈ Q})− 1√
2π

∫
Q

e−
x2

2 dx
∣∣∣ = 0.

Observe that this holds by the rotation invariance result in Rd.

End of lecture 17. December 17, 2015

3.2 Brownian motion

Let us define

`∞(N, log−1/2) =
{
x ∈ RN : sup

i∈N

|xi|
log(e+ i)1/2

<∞
}
.

Last time we showed that ν(`∞(N, log−1/2)) = 1. In other words, almost all
sequences are contained in `∞(N, log−1/2). Thus, if we take v ∈ `1(N, log1/2),
where

`1(N, log1/2) =
{
x ∈ RN :

∑
i∈N

|xi| log(e+ i)1/2 <∞
}
,

then the sum x · v =
∑

i∈N xivi converges absolutely for almost all x ∈ RN

(exactly for all x ∈ `∞(N, log−1/2)). In particular, this holds for v with
‖v‖2

2 =
∑

i∈N |vi|2 = 1. Observe that if v(1), . . . , v(n) ∈ `1(N, log1/2) and

‖v(`)‖2 = 1, 〈v(`), v`
′〉 = 0 für ` 6= `′, then the νv(`) are pairwise independent.
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Roughly speaking, our goal is to replace the index set N by the dyadic num-

bers Y. Let I be the set of dyadic intervals I =
(
n
2k
, n+1

2k

]
, k, n ∈ N. This

is a countable set so that it makes sense to consider an infinite product of
Gaussian random variables on the space RI = {(xI)I∈I : xI ∈ R}. To a
dyadic interval I ∈ I, we associate the Haar function

hI =
1√
I

(
1I` − 1Ir

)
,

where I`, Ir denote the left and right child of I, respectively.

I`

Ir

Figure 30: A Haar function hI .

It is normalized so that ‖hI‖2 = 1. Consider the space{∑
I∈I

xIhI : x ∈ RI
}
.

This is the Gaussian free field. Naturally the definition needs to be taken
with a grain of salt. It is not immediately clear if and in what sense and for
which x the sum makes sense. But let us not worry about these issues here.
Instead, we will interpret elements of the Gaussian free field as martingales.
That is, given x, we would like to look at the averages∫

I

∑
J∈I

xJhJ .

Of course this integral doesn’t make any sense. However, we can define

ρ(I) =
∑
J∈I

xJ

∫
I

hJ .

To stress the dependence on x we will also write ρx(I). This sum converges
absolutely for almost all x ∈ RI . This is because for fixed I ∈ I, the
coefficients

∫
I
hJ exhibit sufficient decay in J ; we have
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∣∣∣ ∫
I

hJ

∣∣∣ =


0, falls I ∩ J = ∅,
0, falls J ⊆ I,
|I|√
|J |
, falls I ( J.

For every k with 2k > |I| there is exactly one J ∈ I with I ( J and we

have |
∫
I
hJ | = |I|

2k/2
. This exponential decay is certainly more than enough to

compete with any sort of logarithmic growth that we need to allow for the
admissible set of (xI)I∈I to have full measure.
ρx is a martingale. Indeed, we have

ρ(I) = ρ(I`) + ρ(Ir).

Moreover, the following properties hold.

1. ρ(I)√
|I|

is normalized Gaussian distributed.

This follows as in Theorem 3.9. It suffices to check∑
J∈I

( 1√
|I|

∫
I

hJ

)2

=
∑
J∈I

∣∣∣〈 1I√
|I|
, hJ

〉∣∣∣2 =
∥∥∥ 1I√
|I|

∥∥∥2

2
= 1.

Here we used that the Haar functions form an orthonormal basis of L2.

2. If I, I ′ ∈ I are disjoint and |I| = |I ′|, then ρ(I)√
|I|
, ρ(I′)√
|I′|

are independently

distributed.
This is seen by changing coordinates to the basis{ 1J

|J |1/2
: J ∈ I, |J | = |I| = |I ′|

}
∪
{
hJ : |J | < |I| = |I ′|

}
.

3. If I1, . . . In ∈ I are pairwise disjoint, then ρ(I1)√
|I1|
, . . . , ρ(In)√

|In|
are indepen-

dently distributed.

A natural question is whether, or rather for which x, ρx is a signed Radon
measure? We need to check the condition

sup
k

∑
|I|=2k,I⊂[0,1]

|ρ(I)| <∞.

Claim.
ν
({
x ∈ RI : ∃C ∀k :

∑
|I|=2k,I⊂[0,1]

|ρ(I)| ≤ C
})

= 0.
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Proof. It suffices to show

ν
({
x ∈ RI : ∀k

∑
|I|=2k,I⊂[0,1]

|ρ(I)| ≤ C
})

= 0

for a fixed C. Further, it suffices to show that for all ε > 0 and k we have

ν
({
x ∈ RI :

∑
|I|=2k,I⊂[0,1]

|ρ(I)| ≤ C
})
≤ ε.

Define

µ =

|ρ(I)|√
|I|
− a

b
.

for suitable a, b such that
∫
xdµ = 0 and

∫
x2dµ = 1. Then by the central

limit theorem ∑
|I|=2k,I⊂[0,1]

|ρ(I)|√
|I|
− a

b
√

2k

converges to a normalized Gaussian random variable. The rest is left as an
exercise.

That is, ρ(·, x) is almost never a Radon measure. In particular, the limit

lim
x∈I,|I|→0

ρ(I)

|I|
.

almost never exists.

The Brownian motion is defined as a generalization of ρ as

w(t) =
∑
J∈I

xJ

∫ t

0

hJ .

If (t1, t2] is a dyadic interval, then

w(t2)− w(t1) = ρ((t1, t2]).

The properties of ρ that we have seen carry over to w and also characterize
the Brownian motion in some sense.

1. w(t2)−w(t1)√
t2−t1

, t1 < t2, are normalized Gaussian distributed (Gaussian in-

crements).
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2. If t1 < t2 < t3, then w(t3)−w(t2)√
t3−t2

, w(t2)−w(t1)√
t2−t1

are independent random
variables.

Theorem 3.10. Let α < 1
2
. Then w is almost surely (up to sets of ν-measure

0) a α-Hölder continuous function on [0, 1]. That is, there is C such that for
all t1 6= t2 ∈ [0, 1],

|w(t2)− w(t1)|
|t2 − t1|α

≤ C.

It is almost surely not 1
2
-Hölder continuous.

The notion of Hölder continuity is closely related to that of finite variation.

Theorem 3.11. Let α > 2. Then w is almost surely of finite Vα norm,
which is defined as

‖w‖Vr = sup
N∈N,t1<···<tN

(
N−1∑
i=1

|w(ti+1)− w(ti)|r
)1/r

.

It almost surely has infinite V2 norm.

We don’t discuss the proofs.
Variation is related to path integrals. The question is: when can we give
meaning to an expression of the form∫ T

0

F (γ(t))γ′(t)dt ?

What are the weakest possible assumptions on γ for this object to have a
reasonable meaning?
This is simple if γ has finite 1-variation. For γ having finite Vr, r < 2 norm
one can define the integral in exchange for some regularity assumptions on
F (F ∈ C1) by means of Taylor series. For 2 ≤ r < 3 we can do no such
thing, even when more regularity on F is given (and therefore more terms of
the Taylor series are available). This leads to a theory of rough paths. Paths
given by Brownian motion give examples of such rough paths. The extra
information that we require to define the path integral is the value of the
integral ∫ T

0

γ(t)γ′(t)dt.

In the context of the Brownian motion it makes sense to define∫ T

0

w(t)w′(t)dt :=
1

2
(w(T )2 − T ).

This leads to Itō integrals.
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End of lecture 18. December 22, 2015

4 Integration on manifolds

We will be discussing integration on submanifolds of Rd. It is also possible
to define manifolds intrinsically, without reference to surrounding Rd, but
for what we have to say this level of generality is unnecessary and has to be
deferred to later.
We first recall and highlight a few facts about Radon measures.
A Radon measure ν on Rd is an outer measure generated by the family of
dyadic cubes T and a positive function τ thereon,

T = {Q a dyadic cube in Rd}

τ : T → [0,∞),

satisfying the martingale and regularity conditions

(1) For all Q ∈ T
τ(Q) =

∑
Q′⊂Q
k′+1=k

τ(Q′)

(2) For all Q ∈ T
lim
N→∞

∑
Q′⊂Q
k′+N=k
Q′ 6⊂Q

τ(Q′) = 0.

For an arbitrary subset E ⊂ Rd we defined ν(E) via an infimum taken over
coverings of E by dyadic cubes:

ν(E) = inf
T ′⊂T
E⊂

⋃
T ′

∑
Q′∈T ′

τ(Q′).

Recall that we proved that for Q ∈ T , τ(Q) = ν(Q). We called a set E
measurable with respect to ν if for any Q ∈ T the equality

ν(E ∩Q) + ν(Ec ∩Q) = ν(Q)

holds. Note that in particular every Q ∈ T is measurable and therefore all
Borel sets are ν-measurable. We called a function f : Rd → [0,∞] measurable
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if for all λ > 0 the preimage f−1((λ,∞]) is a measurable set. If a function f
is Borel measurable, then it is also measurable.
Next, for any function f : Rd → [0,∞] we defined the integral as∫

fdν :=

∫ ∞
0

ν(x : f(x) > λ)dλ

with the right hand side understood as the integral of a monotonically de-
creasing function, which we introduced as Newton integral in Analysis I. The
integral has good properties if one restrict attention to emasurable functions.
In particular, for f, g both ν-measurable, we have∫

f + g dν =

∫
fdν +

∫
gdν.

Now, let µ and ν be Radon measures and let Qx,k denote the unique dyadic
cube of order k that contains x. We proved that for µ-almost all x ∈ Rd the
limit

lim
k→−∞

ν(Qx,k)

µ(Qx,k)

exists. Then we defined g(x) to be equal to the limit above if it exists, if the
limit does not exists we put g(x) = 0. The function g is called the Radon-
Nikodym derivative of ν with respect to µ. It is µ-measurable as a.e. limit
of functions constant on dyadic cubes. It is also Borel measurable since the
set where a sequence of Borel functions conerges is Borel measurable. The
Radon Nikodym derivative is denoted by g = dν/dµ.
Recall that ν is absolutely continuous with respect to µ if for all Q ∈ T

ν(Q) =

∫
Q

gdµ ( in general we only have ν(Q) ≥
∫
Q

gdµ ).

Note that if ν is absolutely continuous with respect to µ, then for all mea-
surable E ⊂ Rd

ν(E) =

∫
E

gdµ.

By a covering argument the inequality ≥ holds. Moreover:

(1) The statement holds for sets of µ-measure zero.

(2) One can validate the equality for all Borel subsets.

(3) Putting the previous steps together it holds for all µ-measurable sets.
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From this one can easily obtain that actually∫
fdν =

∫
fgdµ

holds for all Borel functions f . Let ε > 0 be arbitrary and

Em = {2εm ≤ f ≤ 2ε(m+1)}.

Indeed,∫
fdν =

∑
m

∫
Em

fdν ≤ 2ε
∑
m

2εm
∫
Em

1dν

= 2ε
∑
m

2εm
∫
Em

gdµ ≤ 2ε
∑
m

∫
Em

fgdµ = 2ε
∫
fgdµ.

Since ε > 0 was arbitrary we obtain ≤.∫
fdν ≤

∫
fgdµ.

The reverse follows similarly and we leave it as an exercise.
Suppose that ν is absolutely continuous with respect to µ and µ absolutely
continuous with respect to ν. Denote by g = dν/dµ and g̃ = dµ/dν the
respective Radon-Nikodym derivatives. Using the last statement we proved,
for any Borel function f∫

fdν =

∫
fgdµ =

∫
fgg̃dν.

This, however, means that gg̃ is ν-almost everywhere equal 1: let

Eε = {x : gg̃(x) > 1 + ε};

then ∫
1Eεdν =

∫
1Eεgg̃dν ≥ (1 + ε)

∫
1Eεdν,

which means that ν(Eε) = 0. The same argument applies to {gg̃ < 1−ε}, so
gg̃ = 1 ν-almost surely. Note that we have similarly that gg̃ = g̃g is µ-almost
everywhere equal to 1.

Definition 4.1 (Pushforward). Let (X1, ν1) be an outer measure space, X2

be a set and g : X1 → X2. Define an outer measure on X2

ν2(E) = ν1(g−1(E)),

where g−1(E) denotes the preimage of E. The measure ν2 as above is called
the pushforward of ν1.
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Note that g−1(E) = {x : g(x) ∈ E} is defined even if g is not invertible. The
notation g−1(E) should not be mistaken as suggesting that g is invertible,
though if it is, then we also have g−1(E) = {g−1(x), x ∈ E}.
Let (X1, ν1), g and (X2, ν2) be as in the definition. Let f : X2 → [0,∞]. We
have∫

f dν2 =

∫ ∞
0

ν2({f > λ})dλ =

∫ ∞
0

ν1({f ◦ g > λ})dλ =

∫
f ◦ g dν1.

Example (Polar coordinates). Let ν1 be the Lebesgue measure on R2 re-
stricted to [0,∞)× [0, 2π], i.e.

ν1(Q) = µ(Q ∩ [0,∞)× [0, 2π]),

where µ is the Lebesgue measure. Define

g : [0,∞)× [0, 2π]→ R2, g(r, ϕ) = (r cosϕ, r sinϕ).

The pushforward of ν1 is a measure on R2. One would like to relate that to
Lebesgue measure on R2.

Theorem 4.2. Suppose that ν1 is a Radon measure on Rd and g : Rd → Rd.
Assume that the push forward ν2 of ν1 under g is a Radon measure, and
assume that Lebesgue measure µ on Rd is absolutely continuous with respect
to ν2. Then for any Borel function f and with h = dµ/dν2∫

Rd
fdµ =

∫
Rd
fhdν2 =

∫
Rd

(f ◦ g)(h ◦ g)dν1.

Proof. The first inequality follows, because h is the respective Radon-Nikodym
derivative and the second inequality follows from the remarks above.

End of lecture 19. January 7, 2016

Lemma 4.3. Let ν1 be a Radon measure on Rd. Let g : Rd → Rd such that

1. ν1(g−1(Q)) <∞ for all Q ∈ T

2. g−1(Q) is ν1 measurable for all Q ∈ T

3. There exists Ẽ ⊂ Rd such that ν1(Ẽc) = 0, g is injective on Ẽ and
g(Q ∩ Ẽ) is measurable for all Q ∈ T .

Then the push forward of ν1 under g is Radon.
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Proof. Define τ : T → [0,∞) by

τ(Q) := ν1(g−1(Q))

Note that by 1., τ(Q) is always finite. From 2. it follows that τ satisfies the
martingale condition. Indeed,∑

Q′⊂Q
k′+1=k

τ(Q′) =
∑
Q′⊂Q
k′+1=k

ν1(g−1(Q′))
2.
= τ(Q)

To see that τ satisfies the regularity condition fix Q and define

EN := g−1
( ⋃

Q′⊂Q
k′+N=k
Q′ 6⊂Q

Q
)

Note that
⋂
N EN = ∅. We need to show that limN→∞ ν1(EN) = 0. Define

FN := g−1(Q) \ EN , GN := FN \ FN−1.

Note that the sets GN are measurable. We have g−1(Q) =
⋃
N FN = F1 ∪(⋃

N>1GN

)
. Then by measurability of GN

ν1(g−1(Q)) = ν1(F1) +
∑
N>1

ν1(Gn)

Since the series on the right hand-side converges it must hold

ν1(EN) =
∑
M>N

ν1(GM)→ 0

as N → ∞. So τ generates a Radon outer measure ν. For all Q ∈ T we
have ν(Q) = τ(Q) = ν2(Q). It remains to show that ν(E) = ν2(E) for all
E ⊂ Rd. We have

ν2(E) ≤ inf
T ′, E⊂∪T ′

∑
Q∈T ′

ν2(Q) = ν(E)

where T ′ goes over all subcollections of T which cover E. The last equality
is by the definition of the outer measure. The reverse inequality holds for
measurable sets without further conditions. Indeed, if E is ν−measurable
we have for all Q ∈ T

ν(E ∩Q) + ν(Q \ E) = ν(Q)

ν2(E ∩Q) + ν2(Q \ E) ≥ ν2(Q)
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Since ν2(E ∩Q) ≤ ν(E ∩Q) and ν2(Q \ E) ≤ ν(Q \ E) we must have

ν(E ∩Q) = ν2(E ∩Q)

for all Q ∈ T and hence ν(E) = ν2(E).
However, by the assumption 3. we have ν(E) = ν2(E) for all sets E. To
see this, the idea is to restrict so a conull set Ẽ on which g is injective and
consider a pushforward of ν2 under g−1 to obtain the reverse inequality. To
make this precise, let Ẽ be the set from 3. Set F := g(Ẽ) and let h : Rd → Rd

be such that

h(x) =

{
g−1(x) : x ∈ F

0 : x 6∈ F

We have ν2(F c) = 0 and g−1(F c) ⊂ Ẽc. (Use ν1(Ẽc) = 0 and g−1(g(A)) ⊃ A,
g−1(Ac) = (g−1(A))c.) Define ν3 to be the push forward of ν2 under h. Then
ν3(Q) = ν1(Q) for all Q ∈ T since

ν3(Q) = ν2(h−1(Q))
(1)
= ν2(h−1(Q ∩ Ẽ))

(2)
= ν1(Q ∩ Ẽ)

(3)
= ν1(Q)

We used (1) : ν2(h−1(Q∩Ẽc)) = 0, since h−1(Q∩Ẽc) ⊂ h−1(Ẽc) = h−1(Ẽ)c =
g(Ẽ)c = F c (observe that by injectivity of g on Ẽ and injectivity (bijectivity)
of h on F we have g(E) = h−1(E) for any E ⊂ Ẽ), (2): bijectivity of h on F
(3): ν1(Ẽc) = 0
Moreover, for all E ⊂ Ẽ we have

ν3(E)
(1)
= ν2(g(E))

(2)
= ν1(E)

where (1) holds since ν3 is a push forward of ν2 under h and g(E) = h−1(E)
by injectivity of g on Ẽ, while (2) holds since ν2 is a push forward of ν1 under
g (again use injectivity of g). Thus, ν1(E) = ν3(E) for all E ⊂ Ẽ. We leave
it as an exercise to conclude that ν = ν2.

Now we discuss absolute continuity. The following lemma allows to calculate
the Radon Nikodym derivative in some cases.

Lemma 4.4. Let ν1, µ be Radon measures on Rd. Let g : Rd → Rd. Let
E ⊂ Rd be open such that g|E is injective, ν1(Ec) = 0, µ(g(E)c) = 0. Let g be
continuously differentiable on E and assume its derivative is everywhere non-
singular. Moreover, let the assumptions of the previous lemma be satisfied.
Then the push forward ν2 of ν1 under g is a Radon measure, µ is absolutely
continuous with respect to ν2 and for all x ∈ E

dµ

dν2

(g(x)) =
∣∣detDg|x

∣∣. (11)
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The determinant in (11) is called the Jacobi determinant of g.

Proof. Applying the inverse function theorem there exists a ball B(x1, r) such
that g is invertible in B(x1, r) and

D(g−1)|x2 = (Dg|x1)−1.

Without loss of generality we assume that x1 = x2 = 0. Consider the parallel
epiped

Px2,k = (Dg|x1)−1(Qx2,k),

and
P̃x2,k = (1 + ε)Px2,k,

which is a dilated parallelepiped, dilated by a factor 1+ ε with respect to the
center of Px2,k. Notice that for k small enough we have

g−1(Qx2,k) ⊂ P̃x2,k.

It holds, because if y ∈ Qx2,k, then writing the Taylor expansion

g−1(y) = (Dg|x1)−1y + η|y|︸ ︷︷ ︸
∈Px2,k+ small·Px2,k⊂P̃x2,k

,

since η → 0 as k → −∞.

B(x1, r) g(B(x1, r))

g

Qx2,k

g−1

P̃x2,k
˜̃Px2,k

g−1(Qx2,k)

x2x1
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Let
˜̃Px2,k = (1− ε)Px2,k,

scaled with respect to the center of Px2,k. Similarly as above, using the Taylor
expansion, one can see that

˜̃Px2,k ⊂ g−1(Qx2,k).

The two inclusions that we have just shown give that

(1− ε)dµ(Px2,k) = µ( ˜̃Px2,k) ≤ µ(g−1(Qx2,k)) ≤ µ(P̃x2,k) = (1 + ε)dµ(Px2,k).

One can easily finish the argument now, since

µ(Px2,k) = | detDg|x1|−1µ(Qx2,k)

and ε > 0 is arbitrarily small. We leave the details as an exercise.

Polar coordinates in Rd

There are several assumption in the last two lemmata, but they are easily
satisfied in practice. To illustrate this we now discuss their application to
polar coordinates.
For d = 2 this has already been discussed in the previous lecture. However, in
this section we instead of (r, ϕ) ∈ [0,∞)× [−π, π] consider (r, ϕ) ∈ R× [0, π]
since this is be more convenient for certain arguments. That is, we consider
also negative radii but only half of the possible angles. Let ν1 be the Lebesgue
measure on Rd restricted to R× [0, π]n−1. Define

g(r, ϕ1, . . . , ϕd−1) = (r cosϕ,

r sinϕ1 cosϕ2,

r sinϕ1 sinϕ2 cosϕ3,

. . . ,

r
(∏
i<j

sinϕi
)

cosϕj),

. . . ,

r
d−1∏
j=1

sinϕi )

Let E := R \ {0} × (0, π)d−1. We claim that g is injective on E. To see that
assume that g(r, ϕ1, . . . , ϕd−1) = (x1, . . . , xn). First, by induction on d one
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can show that

r2 =
d∑
i=1

x2
i .

For instance, if d = 2, then

(r cosϕ)2 + (r sinϕ)2 = r2

and the induction step proceeds similarly (exercise). Therefore, |r| is deter-
mined by (x1, . . . , xd). Moreover, observe that sign(r) = sign(xd) since sin is
positive on (0, π). Since x1 = r cosϕ1 and cos is invertible on [0, π], we see
that ϕ1 is determined by x1, . . . , xd and so

ϕ1 = cos−1
(x
r

)
.

Inductively we proceed with ϕi. This shows that g is injective on E. To see
that µ(g(E)c) = 0 it suffices to show that g(E) contains the set

{(x1, . . . , xd) : xi 6= 0 ∀i}.

This can again be seen by an induction argument (exercise). We have

∣∣det(Dg|r,ϕ1,...,ϕn)
∣∣ = rd−1

d−1∏
j=1

(sinϕi)
d−1

(exercise). Thus, µ is of the form

d = 2 : rdrdϕ

d = 3 : r2 sinϕ1drdϕ1dϕ2

d = 4 : r3 sin3 ϕ1 sinϕ2drdϕ1dϕ2dϕ3

...

End of lecture 20. January 12, 2016

Recall, for a space with outer measure (X1, ν1) and a map g : X1 → X2 we
defined the pushforward measure on X2 as

ν2(E) := ν1(g−1(E)).

The last two times we were discussing change of coordinates in Rd, in par-
ticular the polar coordinates, and saw how it behaves under integration -

121



we computed the pushforward for a continuosly differentiable, almost every-
where injective map g. Today we will compute the pushforward of a from
Rk to Rd with k < d, what will let us to define integration on submanifolds
in Rd.
We have the following result, similar to the case k = d, which we discussed
the last time.

Lemma 4.5. Let ν1 be a Radon measure on Rk, k < d, and let g : Rk → Rd.
If the following conditions are satisfied

(1) ν1(g−1(Q)) <∞ for every Q ∈ T

(2) g−1(Q) is ν1-measurable for all Q ∈ T

(3) There exists E ⊂ Rk with ν1(Ec) = 0, g is injective on E and g(Q∩E)
is Borel for all Q ∈ T ,

then the pushforward ν2 is a Radon measure. Additionally ν2(Rd\im(g)) = 0.

Remark. We would like to integrate on manifolds with a help of the above
lemma. So far it is not clear how to do it. We shall understand the things
locally and in this situation unlike Rd we prefer to use balls instead of cubes,
because of their rotational invariance - this way we do not have to worry
how ’tilted’ is a manifold at a certain point. Another thing is that for a
k-dimensional manifold S and y ∈ S we naturally expect the measure of
S ∩B(y, r) to behave like rkck for small r, where ck is the Lebesgue measure
of the unit ball in Rk.

Definition 4.6. A measure in Rd is called k-rectifiable if for ν-almost all
y ∈ Rd

lim
r→0

ν(B(y, r))

rk
exists, is strictly positive and finite.

It is k-rectifiable and normalised if for ν-almost all y ∈ Rd

lim
r→0

ν(B(y, r))

rk
= ck,

where ck is the measure of the unit ball in Rk.

Exercise 4.7. Let ν, µ be k-recitfiable and normalised Radon measures on
Rd. If ν is absolutely continuous with respect to µ and µ is absolutely con-
tinuous with respect to ν, then ν = µ.

Let us consider an example of a Radon measure in R2 for which the above
limit with k = 1 does not exists, although the quotient is uniformly bounded.
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Example. Let
µ0 = µ · 1[0,1]2 ,

be the Lebesgue measure µ in R2 restricted to the unit square. Next, divide
the square into 16 smaller squares of the same area. Let Q1

i for i = 1, 2, 3, 4
be the ones that are in the corners of the big square, just as in the picture.
Define µ1 as follows

µ1 = 4 · µ ·
4∑
i=1

1Q1
i
.

0 1

1

Q1
4 Q1

3

Q1
2Q1

1

Figure 31: The first step of the construction. µ1 is supported on the red
squares above.

Next, we take each of the corner squares, split it into 16 smaller ones and
take the little ones in the corners, just as we did in the first step of the
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construction (picture). This way we obtain 16 little squares Q2
i . Then we

can define µ2 similarly

µ2 = 16 · µ ·
16∑
i=1

1Q2
i
.

0 1

1

Figure 32: The second step of the construction. Q2
i for i = 1, 2, ..., 16 are the

red squares above. µ2 is supported on their union.

Contiuining in this manner we obtain the sequence of measures µk for k ∈ N
and for each k ∈ N, µk(R2) = 1. One can show that the limit τ defined for
Q ∈ T

τ(Q) = lim
k→∞

µk(Q)

generates a Radon measure µ. We leave it as an exercise. Note that µ is
supported on the intersection of the unions of the squares we chose at each
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step, i.e. the Cantor set C. Next, we observe that ν(B(y, r))/r is uniformly
bounded.

Lemma 4.8. There exist 0 < γ1, γ2 <∞ such that for y ∈ C we have

γ1 ≤
ν(B(y, r))

r
≤ γ2.

Sketch. This is not so difficult to see. Roughly, if y ∈ C, then ν(B(y, r))
behaves up to uniform constants γ1 and γ2 like νn(Qn

i ) where 2−2n is the order
of Qn

i - the biggest cube contained in B(y, r). Next, notice that r ∼ 2−2n

and νn(Qn
i ) ∼ 2−2n, although the Lebesgue measure of Qn

i is equal to 2−4n,
that is where the scaling according to r1 comes from.

Moreover, the lim inf and lim sup are different. Take, for example, a point
y ∈ C to be one of the corners of [0, 1]2. There exist (picture) arbitrarily
small r1, r2 with (1 + ε)r1 < r2 such that

B(y, r1) ∩ C = B(y, r2) ∩ C.

0 1

1

Figure 33: An example of B(y, r1), B(y, r2) with (1+ε)r1 < r2 and B(y, r1)∩
C = B(y, r2)∩C. Clearly this construction can be done for arbitrarily small
scales, preserving the ratio r1/r2.
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Theorem 4.9. Let 0 < k < d, µ the Lebesgue measure in Rk, g : Rk → Rd

and E ⊂ Rk open such that g|E is injective. Assume that g is continuously
differentiable on E and that rg(Dg|x) = k for all x ∈ E. Then the push
forward ν2 of µ1E is a k-rectifiable Radon measure and the push forward of

µ1E
√

det(Dg|Tx ·Dg|x) (12)

is k-rectifiable normalized.

Remark. Note that since Dg|x : Rk → Rd, Dg|Tx ◦ Dg|x : Rk → Rk and is
nonsingular, so the determinant under the square root makes sense.

Observe that the theorem lets us to define the surface integral, since we have∫
g(E)

fdν2 =

∫
Rk

(f ◦ g)
√
| det(Dg|Tx ·Dg|x)|dµ.

Sketch. The proof follows from approximation by linear functions. We leave
the details as an exercise and consider here only the case when g is linear.
Let Γ be the image of g in Rd. Denote by ei the i-th unit vector in Rk. Hence

ei
g7→ vi =

d∑
j=1

〈vi, ej〉ej.

First case. Assume initially that v1, v2, ..., vk form an orthonormal basis. Let
y ∈ Γ, we have that

g−1(B(y, r)) = B(g−1(y), r),

because with this assumptions g is an isometry. Hence,

µ(g−1(B(y, r))) = ckr
k.

Second case. v1, v2, ..., vk linearly independent. Choose an orthonormal basis
w1, w2, ..., wk of Γ. Then we have

vi =
k∑
j=1

〈vi, wj〉wj.

Let f be defined as

f(y) = (〈y, w1〉, 〈y, w2〉, ..., 〈y, wk〉).
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For y ∈ Γ

ν2(B(y, r)) = µ(g−1(B(y, r))) = µ(g−1f−1(B(z, r))) = | det(f ◦ g)|−1ckr
k,

for z = f(y), by the previous lecture, since f ◦ g : Rk → Rk. This means that
we are just left with calculating the determinant in terms of g

det(f ◦ g)2 = det(〈vi, wj〉)2 = det(〈vi, wj〉) det(〈wj, vi〉)

= det(
∑
j

〈vi, wj〉〈wj, vi′〉) = det(
∑
j

〈vi, wj〉〈wj, wj〉〈wj, vi′〉)

= det(〈vi, vi′〉) = det(gT ◦ g).

End of lecture 21. January 14, 2016

In the last lecture we discussed the following theorem regarding the surface
measure:

Let 0 < k < d, µ the Lebesgue measure in Rk, g : Rk → Rd and E ⊂ Rk

open such that g|E is injective. Assume that g is continuously differentiable
on E and that rg(Dg|x) = k for all x ∈ E. Then the push forward ν2 of µ1E
is a k-rectifiable Radon measure and the push forward of

µ1E
√

det(Dg|Tx ·Dg|x) (13)

is k-rectifiable normalized.

Our goal is to calculate the determinant in (13). Fix a point x ∈ E and set

vi := ∂ig|x for i = 1, . . . , k.

Since g maps into Rd it is of the form g = (g1, . . . , gd). Set

vij := ∂igj for i = 1, . . . , k, j = 1, . . . , d

Then (vij)ij is the matrix Dg|x. 12 Observe that

det(Dg|Tx ·Dg|x) = det(A)

12vij is in the i− th column and j − th row
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where the k × k matrix A is given by

Ail =
d∑
j=1

vijvlj = 〈vi, vl〉.

The determinant in question is the volume of the parallelepiped spanned by
v1, . . . , vk. To compute this volume we are interested in the length of the
spanning vectors and the angles between them. Note that the scalar product
encodes exactly these quantities - the length of the vectors and the angle
between them.

To compute the determinant in (13) we first recall some facts from linear
algebra. Write k = {1, . . . , k}. The determinant of a k × k matrix A is
computed by the formula

det(A) =
∑
σ:k→k

bijective

ε(σ)
k∏
j=1

Aiσ(i)

where ε(σ) ∈ {−1, 1} is the sign of the permutation σ. The sign is determined
by the properties ε(σσ̃) = ε(σ)ε(σ̃) and ε(σ) = −1 if σ is a transposition (a
permutation, which exchanges two elements and keeps all others fixed).
Then we can write

det(Dg|Tx ·Dg|x) =
∑
σ:k→k

bij.

ε(σ)
k∏
i=1

d∑
j=1

vijvσ(i)j

(1)
=
∑
σ:k→k

bij.

ε(σ)
∑
ρ:k→d

k∏
i=1

viρ(i)vσ(i)ρ(i)

(2)
=
∑
σ:k→k

bij.

ε(σ)
∑
ρ:k→d

injective

k∏
i=1

viρ(i)vσ(i)ρ(i)

(3)
=
∑
σ:k→k

bij.

ε(σ)
∑
ρ̃:k→d

monotone

∑
σ̃:k→k

bij.

k∏
i=1

viρ̃(σ̃(i))vσ(i)ρ̃(σ̃(i))

(4)
=
∑
ρ:k→d
mon.

∑
σ̃:k→k

bij.

∑
σ:k→k

bij.

ε(σ̃)ε(σ̃σ−1)
k∏
i=1

viρ(σ̃(i))

k∏
j=1

vjρ(σ̃(σ−1(j)))

128



(5)
=
∑
ρ:k→d
mon.

∑
σ̃:k→k

bij.

∑
˜̃σ:k→k

bij.

ε(σ̃)ε(˜̃σ)
k∏
i=1

viρ(σ̃(i))

k∏
j=1

vjρ(˜̃σ(j))

(6)
=
∑
ρ:k→d
mon.

(det(viρ(j)))
2

In this calculation we have argued as follows.
(1): Distributive law. In each of the factors (parametrized by i) we pick the
element with the index vi,ρ(i)vσ(i)ρ(i) (i.e. j = ρ(i)) and sum over all possible
choices.
(2): If ρ is not injective, i.e. if ρ(i) = ρ(i′) = j for i 6= i′, then for a fixed
σ, the product contains a factor vσ(i)jvσ(i′)j. Now consider a permutation σ̃
for which (σ̃(i), σ̃(i′)) = (σ(i), σ(i′)) and agrees with σ on all other elements.
Then the product corresponding to σ̃ contains the same factor, but the sign
of the permutation is different. So the terms corresponding to σ and σ̃ cancel
each other.
(3): Sorting. We write ρ = ρ̃σ where ρ̃ is the monotone map which has the
same image as ρ.
(4): We write i = σ−1(j) and use ε(σ̃)2 = 1, ε(σ) = ε(σ−1).
(5): We denote ˜̃σ = σ̃ ◦ σ−1.
(6): The expressions corresponding to σ̃ and ˜̃σ split and are equal.

By this calculation we have√
det(Dg|Tx ·Dg|x) =

√√√√∑
ρ:k→d
mon.

(det(viρ(j)))2.

The expression on the right hand side means that from the d×k matrix (vil)il
we choose k rows (corresponding to the image of ρ), get a k × k matrix and
compute its determinant. Then we sum the squares of these determinants
over all possible choices (monotone maps ρ) and finally take the square root.
The expression on the right hand side is the length of the vector

ϕ(ρ) := det(viρ(j))

in R(dk) (paramterized by ρ; dependence on x is understood despite not being
present in the notation). Therefore, the area of the parallelepiped spanned
by v1, . . . , vk is computed as√

det((〈vi, vl〉)il) =

√√√√∑
ρ:k→d
mon.

(ϕ(ρ))2.
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By the above discussion, the right hand-side should be understood that we
project the parallelepiped onto k-dimensional subspaces, compute the vol-

umes of the projections and then take the Euclidean norm (in R(dk)) of the
vector of these volumes.

We claim that the direction of the vector ϕ(ρ) is, up to a sign, independent of
the parametrization g; it depends only on the tangent space at g(x) (i.e. the
k−dimensional space spanned by the vectors v1, . . . , vk). To see that, assume
we change the coordinates such that

ṽi =
k∑
i=1

Bilvl

where B is a change of basis matrix. Then ṽ1, . . . , ṽk span the same linear
space. We have

ϕ̃(ρ) = det(ṽiρ(j))

= det
( k∑
l=1

Bilvlρ(j)

)
= det(B) det(vlρ(j))

= det(B)ϕ(ρ)

Thus, one vector is a multiple of the other (and the one-dimensional space
spanned by the vectors ϕ(ρ) is independent of the choice of the basis.) There-
fore, only the length of the vector ϕ(ρ) depends on the parametrization g. Its
direction does not (modulo a sign).

Now let e
(ρ)
g(x) be the unit vector in R(dk) (depending on g(x)) which is par-

allel to ϕ(ρ) (pointing in the same direction such that their inner product is
positive). Then√

det(Dg|Tx ·Dg|x) = ‖ϕ(ρ)‖ =
∑
ρ

ϕ(ρ)e
(ρ)
g(x) = 〈ϕ(ρ), e

(ρ)
g(x)〉 (14)

Example. Recall that in Analysis II we calculated lengths of C1-curves γ :
[0, 1]→ U ⊂ Rd by the integral ∫ 1

0

‖γ′(t)‖dt (15)
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More generally, we introduced path integrals along γ of (continuous) vector
fields F : U → Rd as ∫

γ

F :=

∫ 1

0

F (γ(t)) · γ′(t)dt

If the vector field is a gradient field, and γ(0) = x, γ(1) = y, then∫
γ

F = f(y)− f(x) =

∫ 1

0

∇f(γ(t)) · γ′(t)dt (16)

These constructions should be compared to what we have done in today’s
lecture. The expression ‖γ′‖ in (15) should be compared to (14). Generalizing

(14), for F : Rd → R(dk) we can define the integral∫
1E〈Dg|(ρ)

x , F
(ρ)
g(x)〉dµ

which should be compared with the right hand-side of (16) (g corresponds to
the parametrization of γ and we integrate in the parametrization parameter).
Such expressions lead to the theory of differential forms.

Example. Let k = d − 1. Then e
(ρ)
g(x) is the unit vector orthogonal to the

tangent space at g(x).
To see that, first recall that

(
d
d−1

)
= d. Let e be a unit vector orthogonal

to the tangent vectors v1, . . . , vd−1. Now compute det(e, v1, . . . , vd−1) by the
Laplace expansion, i.e. formula for the determinant of a matrix in terms of
its minors (exercise).

End of lecture 22. January 19, 2016

In the last two lectures we intoduced the surface integral via computing the
pushforward µ

√
det(Dg|Tx ◦Dg|x) for a continuosly differentiable and almost

everywhere injective function g : Rk → Rd with k < d. This time we are going
to follow a different approach. It will be particularly useful in the near future
while proving Stokes’ theorem. The idea is that we want make sense of the
following expression ∫

Rd
δ(f(x))dx,

where δ is the Dirac delta function. Heuristically it makes sense - we would
restrict ourselves to integration over the zero set of a function f , which defines
a subsurface in Rd. How to make this idea precise?
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The plan is to approximate δ by a family of ‘good kernels’, note that the defi-
nition is slightly different than the one we considered before. Later we correct
this definition of the delta integration a little bit (namely, we normalize) in
order to agree with our previous surface integral.

Definition 4.10 (Good kernels). We call a family of functions {φε}ε>0 a
family of good kernels if the following conditions are satisfied for each ε > 0
and a constant C > 0

1. φε : R→ R≥0 is continuously differentiable

2. supp(φε) ⊂ [−ε, ε]

3.
∫
φε(x)dx = 1

4. ‖φ′ε‖∞ ≤ C
ε2

Figure 34: Behaviour of good kernels as ε → 0. One can see that they
approach the Dirac measure, which can be imagined as a single point at
infinity for x = 0.

Let µ be the Dirac measure at 0, i.e. satisfying

µ(E) =

{
1 , 0 ∈ E
0 , 0 6∈ E

.

The first key property of good kernels is that φε converge to µ in the following
sense.
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Proposition 4.11. Let g : R→ R be continuous. We have that

lim
ε→0

∫
g(x)φε(x)dx = g(0) =

∫
gdµ.

Proof.∫
g(x)φε(x)dx

supp(φε)⊂[−ε,ε]
=

∫ ε

−ε
g(x)φε(x)dx

=

∫ ε

−ε
g(0)φε(x)dx+

∫ ε

−ε
(g(x)− g(0))φε(x)dx

∫
φε(x)dx=1

= g(0) +

∫ ε

−ε
(g(x)− g(0))φε(x)dx

We are just left with estimating the second term on the right hand side

|
∫ ε

−ε
(g(x)− g(0))φε(x)dx| ≤

∫ ε

−ε
|g(x)− g(0)|φε(x)dx ≤ sup

x∈[−ε,ε]
|g(x)− g(0)|.

The supremum on the right hand side tends to 0 as ε → 0 by continuity of
g.

The next proposition describes the behaviour of φε when composed with a
function f .

Proposition 4.12. Let f : R → R be a continuously differentiable function
with finitely many roots x1, x2, ..., xn and lim|x|→∞ |f(x)| =∞. Then it holds
that

lim
ε→0

∫
φε(f(x))dx =

n∑
i=1

1

|f ′(xi)|
.

Proof. Choose ρ small enough so that f is well approximated by its Taylor
approximation on [xi − ρ, xi + ρ]. We will make this choice precise later in
the proof depending on ε. Let β and β1, β2, ..., βn be nonnegative functions
with

β +
n∑
i=1

βi = 1

satisfied pointwise, such that βi is supported in [xi− ρ, xi + ρ] and equal 1 in
[xi − ρ/2, xi + ρ/2]. This can be done for ρ small enough since f has finitely
many roots, hence they are well separated. Moreover taking ε small enough
we can assume that supp(φε ◦ f) ⊂ supp(β)c. We have∫

R
φε(f(x))dx =

n∑
i=1

∫
φε(f(x))βi(x)dx+

∫
φε(f(x))β(x)dx︸ ︷︷ ︸

=0 for small ε

.
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β

β1 β2

x1 − δ/2x1 − δ x1 + δ/2 x+ δ x2 − δ x2 − δ/2 x2 + δ/2 x2 + δ

1

Figure 35: Example of β1, β2 and β in the case when f has two roots.

The construction of β’s might seem a bit confusing at first, but the general
thing to keep in mind is that we want the above equality to hold, so we can
localize around each root, consider them separately and ‘forget’ about the β
part that is away from the roots. The last display, for ε small enough so that
φε ◦ f is supported in the union of [xi − ρ/2, xi + ρ/2], is equal to

∑
i

∫ xi+ρ/2

xi−ρ/2
φε(f(x))dx

=
∑
i

∫ xi+ρ/2

xi−ρ/2
φε(f

′(xi)(x− xi))dx

+
∑
i

∫ xi+ρ/2

xi−ρ/2
φε(f(x))− φε(f ′(xi)(x− xi))dx

=
∑
i

∫ xi+ρ/2

xi−ρ/2
φε(f

′(xi)(x− xi))dx︸ ︷︷ ︸
by change of variables equals

∑
i

1
|f ′(xi)|

+
∑
i

Ri

The last thing we need to do is to show that the first order Taylor expansion
is good enough to make

∑
iRi tend to 0 as ε → 0 (together with a right
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choice of ρ). Let us estimate

|φϕ(f(x))− φϕ(f ′(xi)(x− xi))| = |
∫ f(x)

f ′(xi)(x−xi)
φ′ε(t)dt|

≤ ‖φ′ε‖∞|f(x)− f ′(xi)(x− xi)| ≤
1

ε2
· |x− xi| · η.

The last inequality holds due to our assumption on the supremum norm of
φ′ε. Note also that we made a use of the fact that f(xi) = 0. Thus, making
sure that |x − xi| ≤ Cε and by Taylor’s theorem we have that η → 0 as
ε→ 0. We can bound the last display by

1

ε2
· Cε · η = C

η

ε
.

This gives
|Ri| ≤ Cη,

for each i. As we mentioned earlier η → 0 as ε→ 0, so we are done.

Example. By the previous proposition (one can also check it easily perform-
ing a direct change of variables) we have in particular

lim
ε→0

∫
φε(ax)dx =

1

a
.

Let us recall the implicit function theorem, it will be useful for us in the
proof of the main theorem of this lecture.

Theorem 4.13. Let f : R2 → R be continuously differentiable with f(0, 0) =
0 and Df |(0,0) = (0, λ), λ 6= 0. If ε > 0 is small enough, then there exists
a continuously differentiable γ : [−ε, ε] → R with γ(0) = 0 and having the
following property: if (x, y) ∈ B((0, 0), ε), then f(x, y) = 0 if and only if
(x, y) = (x, γ(x)).

In other words, the theorem gives a parametrization of the set {f(x, y) = 0}
in the neighbourhood of (0, 0).
Now, let α ∈ Cc(R2) be supported in B((0, 0), ε) for a small ε. Define
g : (−ε, ε) → R2 as g̃(t) = (t, γ(t)). Then Dg̃ = (1, γ′) and our former
surface integral is of the form∫

α(t, γ(t))
√

1 + γ′(t)2dt.
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We are going to it compare with the quantity

lim
ε→0

∫ ∫
φε(f(x1, x2))α(x1, x2)dx2dx1.

Passing to the limit under the innermost integral sign we obtain using the
last proposition that ∫

1

D2f |(x1,γ(x1))

α(x1, γ(x1))dx1,

where D2 is the second component of the gradient. We leave as an exercise
to work out the details. Now the question is: what is the factor A that makes
the equality∫
α(t, γ(t))

√
1 + γ(t)′2dt = lim

ε→0

∫ ∫
φε(f(x1, x2))α(x1, x2) ·A(x1, x2)dx1dx2

hold? A short computation based on the picture below shows that

√
1 + γ′2 =

√
D1f 2 +D2f 2

|D2f |

1

(1, γ′(t))

D2f(D1f,D2f)

ϑ

γ(t)

ϑ

√
1+γ′(t)2

1
= 1

cosϑ
=

√
D1f2+D2f2

|D2f |
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Using this we obtain∫
α(t, γ(t))

√
1 + γ(t)′dt

= lim
ε→0

∫ ∫
φε(f(x1, x2))α(x1, x2)

√
D1f |2(x1,x2) +D2f 2

(x1,x2)dx1dx2.

Finally, we can summarize our computation with the following theorem.

Theorem 4.14. Let f : R2 → R be continuously differentiable. Let α ∈
Cc(R2). Let Df |(x,y) 6= (0, 0) for (x, y)’s with f(x, y) = 0, (x, y) ∈ supp(α).
Then the surface integral of α over the curve {f = 0} is given by

lim
ε→0

∫ ∫
φε(f(x1, x2))α(x1, x2)

√
D1f |2(x1,x2) +D2f 2

(x1,x2)dx1dx2.

Remark. For the limit above we also use the following notation∫ ∫
δ(f(x1, x2))α(x1, x2)

√
D1f |2(x1,x2) +D2f 2

(x1,x2)dx1dx2.

End of lecture 23. January 26, 2016

Our plan now is to prove a counterpart of the previous theorem in more
dimensions for both functions and differential forms. Notice that the ac-
tual statement we are after is the equivalence of the surface integral for a
parametrised (in the last lecture given by a curve) submanifold and for an
implicitly defined (via the zeroes of a function) submanifold. The latter was
defined using the delta function and, after a careful computation, properly
normalised. We are going to perform similar computations in Rd. Let us
start with the sequence of definitions.

Definition 4.15. A parametrised submanifold of dimension k in Rd is a
map g : U ⊂ Rk → Rd, where U is open and bounded and g is injective and
continuously differentiable; moreover Dg is continuous in the closure of U
and Dg|x has rank k for all x ∈ U .

Definition 4.16. The surface integral of a continuous function h : Rd → R
over a parametrised submanifold in Rd is defined as∫

U

h(g(x))

(∑
ρ

(detDg|ρx)2

)1/2

dx.

The summation goes over all strictly monotone ρ : k → d and Dg|ρx is the
k × k matrix Digρ(j)|x.
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Definition 4.17. A differential form in Rd is a continuous map ω : Rd →
R(dk). We denote the components of ω by ωρ.

Definition 4.18. The surface integral of a differential form over a parametrised
submanifold in Rd is defined as∫

U

∑
ρ

detDg|ρxωρ(g(x))dx.

The summation goes over all strictly monotone ρ : k → d and Dg|ρx is the
k × k matrix Digρ(j)|x.

Note that the last time we considered a parametrised curve, which of course
is a special case of a parametrised submanifold.

Definition 4.19. Let k < d. An implicitly defined submanifold of dimen-
sion k in Rd (defined implicitly due to the implicit function theorem) is a
continuously differentiable map f : Rd → Rd−k with lim|x|→∞ |f(x)| =∞ and
the rank of Df |x is equal d− k if f(x) = 0.

One can define an implicitly defined submanifold as a function like we did
above, but it should kept in mind that we are actually interested in the set
{x : f(x) = 0}. The assumption lim|x|→∞ |f(x)| =∞ is then needed to make
sure that this set is bounded. Observe that the implicit function theorem
automatically gives us regularity of the set {x : f(x) = 0}.

Definition 4.20. The surface integral of a continuous function h : Rd → R
over an implicitly defined submanifold is defined as∫

Rd
δf(x)h(x)

(∑
ρ

(detDf |ρ̃x)2

)1/2

dx,

where ρ : k → d is strictly monotone as before and ρ̃ : d− k → d is a strictly
monotone function determined by ρ, i.e. im(ρ) ∩ im(ρ̃) = ∅.

Definition 4.21. The surface integral of a differential form ω : Rd → R(dk)

over an implicitly defined submanifold in Rd is defined as13∫
U

δ(f(x))
∑
ρ

ε(ρ) detDf |ρ̃xωρ(x)dx,

where ε(ρ) := ε(σ), σ : d→ d is a bijection with σ|k = ρ, σ|d−k = ρ̃ monotone.

13In this context, in the literature one also meets the ”wedge” notation dx1∧dx2∧ · · ·∧
dxk or Einstein’s notation εijkfigj (tensor calculus).
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Theorem 4.22. Let g be a parametrised submanifold and f an implicitly
defined submanifold with

{x : f(x) = 0} = {g(y) : y ∈ U}.

(the left hand side is a closed set, hence the closure on the right hand side)
Let h : Rd → R continuous and ω be a differential form. Then we have the
following.

1. The surface integrals of h with respect to f and g agree.

2. The surface integrals of ω with respect to f and g agree.

We prove the second part of the theorem. Taking k = 1, we have
(
d
k

)
= d, so

ω : Rd → Rd. Observe that assuming the second statement and adjusting ω
properly it implies the first one.
The full statement follows by decomposition of the submanifold into localized
pieces and the following lemma.

Lemma 4.23. For every regular point x̄ ∈ U (g(x̄) 6= g(y) for all y ∈ U \U)
there exists ε > 0 so that for each ω supported in B(g(x), ε) the theorem
holds.

Proof. Dg|x is of rank k so there exists ρ with det(Dg|ρx) 6= 0. By permuting

the coordinates without loss of generality we can assume that det(Dg|(id)
x ) 6=

0. Let g(x̄) = (ȳ1, ȳ2). The implicit function theorem implies that there exist
ε1, ε2 such that for all y1 ∈ B(ȳ1, ε1) there exists exactly one x ∈ U and
exactly one y2 ∈ B(ȳ2, ε2) with g(x) = (y1, y2).

ε1

ε2

(ȳ1, ȳ2)
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Let ω be supported in B(ȳ1, ε1) × B(ȳ2, ε2) and by the above discussion we
can write V = g−1(B(ȳ1, ε1)×B(ȳ2, ε2)). We compute∫

V

∑
ρ

detDg|ρxωρ(g(x))dx

var. change
=

∫
B(ȳ1,ε1)

1

| detDg|idg−1(y1,y2(y1))|
∑
ρ

detDg|ρg−1(y1,y2(y1))ω
ρ(y1, y2(y1))dy1.

On the other hand

lim
η→0

∫
Rk

[∫
Rd−k

φη(f(y1, y2))
∑
ρ

ε(ρ) detDf |ρ̃(y1,y2)ω
ρ(y1, y2)dy2

]
dy1

=

∫
B(ȳ1,ε1)

1

| detDf |ĩd(y1,y2(y1))|

∑
ρ

ε(ρ) detDf |ρ̃(y1,y2)ω
ρ(y1, y2(y1))dy1,

similarly as in the last lecture. Two last computations show that we just
need to prove that

detDf |ρ̃y1,y2(y1) and detDg|ρg−1(y1,y2(y1))

(indexed by ρ and ρ̃) are parallel vectors. Here is a short argument why: first
of all, inside both integrals we take the inner product with the same vector
ω(y1, y2(y1))ρ. Moreover, inside both integrals we divide by the respective
determinat so the vectors in the last display get normalized having the same
first component, at least up to a sign. Now, the signs agree choosing the
same orientation of integration on the submanifolds.
Notice that f ◦ g(x) = 0 for all x, so by the chain rule

Df |g(x) ◦Dg|x = 0

for all x. The 0 on the right hand side denotes the zero k × (d− k) matrix.
This means that the vectors

vi = Dig|x, for i = 1, ..., k and wj = Djg|x, for j = 1, ..., d− k

are orthogonal, in the sense that for all i, j, 〈vi, wj〉 = 0. Hence

det



v1
...
vk
w1
...

wd−k


=

√√√√ ∑
ρ : k→d

ρ str. monotone

(det vi,ρ(j))2 ×
√√√√ ∑

ρ : k→d
ρ str. monotone

(detwi,ρ̃(j))2.
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However, using another definition of the determinant we also obtain

det



v1
...
vk
w1
...

wd−k


=
∑

σ : d→d

ε(σ)
k∏
i=1

viσ(i)

d∏
j=k+1

wjσ(j)

=
∑
ρ : k→d

ρ str. monotone

∑
σ̃ : k→k

∑
˜̃σ : d−k→d−k

ε(ρ)ε(σ̃)ε(˜̃σ)
k∏
i=1

viρ(σ̃(i))

d∏
j=k+1

w
jρ̃(

˜̃
σ(j)

Notice that the right hand side equals∑
ρ : k→d

ρ str. monotone

det(viρ(j)) det(wlρ̃(m)).

Put a := det(viρ(j)), b := det(wlρ̃(m)). We just showed that

〈a, b〉 =
√
〈a, a〉

√
〈b, b〉

which means precisely that a and b are parallel (equality in the Cauch-
Schwarz inequality occurs only in this case).

End of lecture 24. January 28, 2016

4.1 Surface area of the unit sphere and volume of the
unit ball

The surface area of the unit sphere in Rd

Sd−1 = {x ∈ Rd :
d∑
i=1

x2
i − 1 = 0}

is the surface integral of the constant function 1 over Sd−1. In terms of the
delta notation introduced in the last lecture, it can be written as∫

Rd
δ
( d∑
i=1

x2
i − 1

)
2
( d∑
i=1

x2
i

)1/2
dx.
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Here we have computed Dif = 2xi for f(x) :=
∑d

i=1 x
2
i − 1 and thus

(
∑

i |Dif |2)1/2 = 2(
∑d

i=1 x
2
i )

1/2 (observe that since k = d − 1, the matrix
Df has only one column and the summation over ρ translates into the sum-
mation over i = 1, . . . , d). Since the integral is non-zero only if

∑d
i=1 x

2
i = 1

(exercise), it equals ∫
Rd
δ
( d∑
i=1

x2
i − 1

)
2dx =: cd.

Let us denote

I :=

∫
R
e−x

2

dx.

Then

Id =
( ∫

R
e−x

2

dx
)d

=

∫
Rd
e−

∑
i x

2
i dx

(1)
=

∫
Rd

∫
R
e−

∑
i x

2
i δ
(∑

i

x2
i − r

)
drdx

=

∫
Rd

∫
R
e−rδ

(∑
i

x2
i − r

)
drdx

=

∫ ∞
0

e−r
∫
Rd
δ
(∑

i

x2
i − r

)
dxdr

(2)
=

∫ ∞
0

e−r
∫
Rd
δ
(
r
∑
i

y2
i − r

)
rd/2dydr

(3)
=

∫ ∞
0

e−rrd/2−1δ
(∑

i

y2
i − 1

)
dydr

=
cd
2

∫ ∞
0

e−rrd/2−1dr

=
cd
2

Γ(
d

2
),

where

Γ(t) =

∫ ∞
0

e−rrt−1dr

is the Gamma function.
In the computation we used the following rules of ”δ-calculus”, which need to
be carefully justified using the definition of δ, i.e. by considering a sequence
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of good kernels and passing to the limit (exercise). (1) :
∫
δ(c− r)dr = 1 (+

Fubini) (2) : substitution y =
√
ry (3) : δ(t) = rδ(rt) for r > 0, t ∈ R.

If d = 2 we know that cd = 2π since the sphere is then just a circle with radius
1 (this relation is also often used as the definition of π). Since Γ(1) = 1, we
have I =

√
π and therefore

cd =
2
√
π
d

Γ(d
2
)
.

The volume of the unit ball in Rd is the integral∫
|x|<1

dx =

∫
|x|<1

∫ ∞
0

δ(|x|2 − r)drdx

=

∫ 1

0

∫
Rd
δ(|x| − r)dxdr

=

∫ 1

0

∫
Rd
rd/2−1δ(|y|2 − 1)dydr

=
cd
2

∫ 1

0

rd/2−1dr

=
cd
2

2

d
=
cd
d
.

Note that we have first integrated over the spheres of radius r < 1 and then
over all radii. This is exactly what one does when integrating with respect
to polar coordinates. It is also possible to compute the surface area of the
unit sphere and the volume of the unit ball via polar coordinates. However,
the computation is more involved in this case.
The computation via delta calculus combined with the trick with the Gaus-
sian function e−x

2
is very elegant. One could also try to compute cd directly

by definition of δ

cd =

∫
Rd
δ(
∑
i

x2
i − 1)2dx =

∫
Rd

lim
ε→0

φε(
∑
i

x2
i − 1)2dx,

without referring to the Gaussian integral, however, this is much less conve-
nient.

4.2 Gauss’ theorem

The heaviside function is given by

H(x) =

{
1 : x < 0
0 : x ≥ 0
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Note that H ′ = −δ, which should be understood in the limiting sense,
i.e. by considering a sequence of good kernels ϕε and observing that φε =
−
∫ x
−∞ ϕε(t)dt+ 1 converges to H.14

Figure 36: Heaviside function

Write
∑

i x
2
i = |x|2. Then, the volume of the unit ball can be expressed as∫

Rd
H
(
|x|2 − 1

)
dx

=
1

d

d∑
i=1

∫
Rd
H
(
|x|2 − 1

)
Dixidx.

To pass from the first to the second line we have inserted 1
d

∑d
i=1Dixi = 1.

Integrating by parts we have (this step should be justified as described
above...)

1

d

d∑
i=1

∫
Rd
H
(
|x|2 − 1

)
Dixidx (17)

=
1

d

d∑
i=1

∫
Rd
δ
(
|x|2 − 1

)
2xixidx =

cd
d
. (18)

Observe that (18) is the integral of a differential form over the sphere |x| = 1,
with f(x) = |x|2 − 1, Dif = 2xi and xi corresponds to ε(ρ)ωρ. On the other
hand, (17) is the integral of the derivative of a differential form over the unit
ball. This should be compared with the fundamental theorem of calculus

f(b)− f(a) =

∫ b

a

f ′(t)dt

where f is a function on an interval [a, b]. The left hand-side is the delta
integral over the boundary of the interval, while the right hand side is the
integral of f ′ over the interior of the interval.

14One should also recall the fact that the derivative of a monotone function is a Radon
measure. In our case, the derivative of the monotonously decreasing function H is (the
negative of) the Dirac measure.
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Theorem 4.24. Let f : Rd → R implicitly define a submanifold of Rd with
f(x) > 0 for x large enough. Let (Fi)

d
i=1 be a C1-vector field Rd → Rd. Then∫

Rd
δ(f(x))

d∑
i=1

Dif |xFi(x)dx =

∫
Rd
H(f(x))

d∑
i=1

DiFi(x)dx

The quantity
∑d

i=1DiFi is called the divergence of F , also denoted divF or
∇F . This theorem is called the Gauss’ theorem or the divergence theorem.
It follows by integration by parts in the language of delta calculus in the
same way as in the special case f(x) = |x|2 − 1, Fi(x) = xi, which has been
discussed above. The condition f(x) > 0 guarantees that H(f(x)) = 0 for
large x and hence the boundary terms vanish. The term Dif is due to the
chain rule when deriving H(f(x)).
Observe that just as in the special case above, the left hand-side is the integral
of a differential form over the closed15 surface given implicitly by f = 0, while
the right hand-side is an integral of the derivative of the form over the volume
enclosed by the surface.

Example (Graviational field of the earth). For x 6= 0 define the vector field

Fi(x) =
xi
|x|d

=
xi

(
∑

i x
2
i )
d/2

We have

divF =
d∑
i=1

Di

( xi
|x|d

)
=

d∑
i=1

1

|x|d
− d

2

2x2
i

(
∑

i x
2
i )
d/2+1

= 0

Let f(x) = 2− 3|x|2 + |x|4. Note that it vanies iff x ∈ [1,
√

2] and so

H(f(x)) =

{
1 : x ∈ [1,

√
2]

0 : otherwise

Let us check the Gauss’ theorem on the region enclosed by the surface f = 0.
Since divF=0, we have ∫

Rd
H(f(x))divFdx = 0

Now we compute Dif = −6xi + 4xi
∑

i x
2
i On the boundary of the area in

question this equals −2xi, if |x|2 = 1 and 2xi if |x|2 = 2. We compute the

15”Closed” means compact and witout boundary.
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integral over the boundary on each of the pieces separately. Pick any point
in (1,

√
2), say, 1+

√
2

2
. We have (exercise)∫

{x> 1+
√
2

2
}
δ(f(x))

(∑
i

|Dif |2
)1/2

dx = cd
√

2
d−1

and ∫
{x< 1+

√
2

2
}
δ(f(x))

(∑
i

|Dif |2
)1/2

dx = cd

The left hand-side of the Gauss’ theorem equals∫
{x> 1+

√
2

2
}
δ(f(x))

∑
i

Dif
xi
|x|d

dx

=

∫
{x> 1+

√
2

2
}
δ(f(x))

(∑
i

|Dif |2
)1/2 1

|x|d−1
dx = cd

√
2
d−1 1
√

2
d−1

= cd

For the first equality we used that the vectors (Dif)i and (xi)i are parallel
and pointing in the same direction, hence their scalar product is the product
of their lengths. Similarly we compute∫

{x< 1+
√
2

2
}
δ(f(x))

∑
i

Dif
xi
|x|d

dx

=

∫
{x> 1+

√
2

2
}
δ(f(x))

(∑
i

|Dif |2
)1/2 −1

|x|d−1
dx = −cd.

Thus, the left hand-side of the Gauss’ theorem equals to zero and coincides
with the right hand side.

If d = 3, the vector field

Fi(x) =

{
xi : |x| < 1
xi
|x|d : |x| ≥ 1

models the gravitational field of the Earth (up to a sign). Its maximum is on
earth’s surface and it decreases with altitude as one rises above the Earth’s
surface. Note that

divF =

{
d : |x| < 1
0 : |x| ≥ 1

146



Gauss’ law for gravity states that

divF = γρ

where γ is a certain constant and ρ mass density at each point. By the Gauss’
theorem, this can also be written in the form∫

R3

H(f(x))γρdx =

∫
R3

δ(f(x))DifFidx (19)

where f(x) = 0 determines a closed surface in R3. The left hand-side is is up
to a constant

∫
{f(x)<0} ρ which is the total mass enclosed within the surface.

Therefore, Gauss’ law says that the gravitational flux through any closed
surface is proportional to the enclosed mass, where the gravitational flux is a
surface integral of the gravitational field over the surface (i.e. the right hand
side of (19)). In this example we calculated the flux over the region enclosed
by |x|2 = 1 and |x|2 = 2, which turned out to be zero. Note that no mass
was enclosed.

See https://en.wikipedia.org/wiki/Gauss’s_law_for_gravity for more
details. There is also an analogous result for the electric field.

4.3 Stokes’ theorem

In the last chapter we related an integral of a differential form over a closed
surface to the integral of its derivative over the volume inside the surface.
Suppose we want to integrate over the upper hemisphere rather than over
the whole sphere. Analogously to the previous section, we would like to re-
late the integral over the upper hemisphere to an integral over its boundary
(which is the equator).

We first consider d = 3. Let F : R3 → R3 be a vector field. Denote by
curl(F ) the vector16

curl(F ) = −(D2F3 −D3F2, D3F1 −D1F3, D1F2 −D2F1)

Let h(x) = −x3 so that H(h(x)) = 1 if x3 > 0 and zero otherwise, i.e. we
are on the upper hemisphere. Integration by parts (in terms of the delta
calculus) yields∫

R3

δ(f(x))H(h(x))
3∑
i=1

Dif (curl(F ))idx

16Curl is usually defined without the minus sign in front of the bracket, but this definition
will be more convenient for us.
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=

∫
R3

δ(f(x))δ(h(x))
3∑
i=1

(
Di+1fDi−1h−Di−1fDi+1h

)
Fidx

Observe that the integral on the left hand-side is over the hemisphere, while
the one on the right hand-side is over its boundary. These integrals can be
expressed in the language of differential forms similarly as in the previous
section. The derivatives of h are due to the chain rule. This identity is a
special case of the Stokes’ theorem.

End of lecture 25. February 2, 2016

In this lecture we discuss Stokes’ theorem in full generality. First we recall
the Laplace expansion for the determinant of a matrix. Let k ≤ n and let
A be a k × n matrix, B an n − k × n matrix. Denote by (A,B) the n × n
matrix which is obtained by adding the rows of B to the matrix A. That is,
(A,B)ij equals Aij for i ≤ k and B(i−k)j for i > k. Then

det(A,B) =
∑

ρ:(1,...,k)→(1,...,n)
mon., inj.

ε(ρ) detAρ detBρ̃

where Aρ is a k × k submatrix of A whose columns are determined by ρ
(i.e. the i-th column of Aρ is the ρ(i)-th column of A), ρ̃ : (1, . . . , n− k) →
(1, . . . , n) is a monotone injective map with im(ρ) ∩ im(ρ̃) (i.e. the ”com-
plement” of ρ, note that it is determined by ρ) and ε(ρ) := ε(σ) where σ :
(1, . . . , n)→ (1, . . . , n) is such that σ|(1,...,k) = ρ and σ|(k+1,...,n)(i) = ρ̃(i− k).

Let everything be as above and let h be a 1 × n matrix (i.e. ”a row”) and
ρ′ : (1, . . . , k + 1) → (1, . . . , n) a monotone injective map. By the Laplace
expansion applied to (A, h)ρ

′
we have

det(A, h)ρ
′
=

∑
τ :(1,...,k)→(1,...,k+1)

mon., inj.

ε(τ) detAρ
′◦τhρ

′◦τ̃(1)

where τ̃ : (1)→ (1, . . . , n) is related to τ in the same way as ρ̃ to ρ.

4.3.1 Exterior derivative.

Let ωρ be a k-differential form in Rn (an
(
n
k

)
map on Rn). Define the k + 1

form

(dω)ρ
′
=

∑
τ :(1,...,k)→(1,...,k+1)

ε(τ)Dρ′◦τ̃(1)ω
ρ′◦τ
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where ρ′, τ are as above. The form dω is called the exterior derivative of ω.
If ωρ is the determinant of a k × k submatrix Aρ of a k × n matrix A (as
it was the case in Lecture 22), the exterior derivative can be formally seen
as adding the row of partial differential operators h = (D1, D2, . . . , Dn) to A
and using the Laplace expansion on (A, h).

Note that ddω = 0 since

(ddω)ρ
′′

=
∑

ϑ:(1,...,k+1)→(1,...,k+2)
mon. inj.

∑
τ :(1,...,k)→(1,...,k+1)

mon. inj.

ε(ϑ)ε(τ)Dρ′′◦ϑ̃(1)Dρ′′◦ϑ◦τ̃(1)ω
ρ′′◦ϑ◦τ = 0

The details are left as an exercise, one has to use DiDj = DjDi and that the
corresponding terms appear with a different sign.

Stokes’ theorem.

Let f : Rn → Rn−k−1 and h : Rn → R be smooth maps such that the
rank of D(f, h)(x) is maximal whenever (f, h)(x) = 0. Let Ω be a surface
implicitly defined by f(x) = 0, h(x) < 0 and let ∂Ω be its boundary (defined
by (f, h)(x) = 0). Let ω be a k-form. Then∫

Ω

dω =

∫
∂Ω

ω

where dω is the exterior derivative of ω.

Note that Gauss’ theorem and the example discussed at the end of the pre-
vious lecture are just a special cases of Stokes’ theorem.

Proof. (Sketch) If δ and H are defined as in the previous lecture (Dirac delta
and the Heaviside function), the left hand-side can be written as∫

Rn
δ(f)H(h)

∑
ρ′:(1,...,k+1)→(1,...,n)

ε(ρ′) detDf |ρ̃′x (dω)ρ
′
dx

(1)
=

∫
Rn
δ(f)H(h)

∑
ρ′:(1,...,k+1)→(1,...,n)

ε(ρ′) detDf |ρ̃′x
∑

τ :(1,...,k)→(1,...,k+1)

ε(τ)Dρ′◦τ̃(1)ω
ρ′◦τdx

(2)
=

∫
Rn
δ(f)δ(h)

∑
ρ′

∑
τ

ε(ρ′)ε(τ)Dρ′◦τ̃(1)h detDf |ρ̃′x ωρ
′◦τdx

(3)
=

∫
Rn
δ(f, h)

∑
ρ:(1,...,k)→(1,...,n)

∑
σ:(1,...,n−k−1)→(1,...,n−k)

ε(ρ)ε(σ)Dρ̃◦σ̃(1)h detDf |ρ̃◦σx ωρdx
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(4)
=

∫
Rn
δ(f, h)

∑
ρ

ε(ρ) detD(f, h)|ρ̃xωρdx

We argue as follows.
(1) : The definition of the exterior derivative.
(2) : Partial integration in the language of delta calculus, which is left as an
exercise. One derives by the Leibnitz rule and notices that the only non-
zero term is when the derivative falls on H(h), which gives δ(h) (and the
derivatives of h). A similar argument used to show ddω = 0 yields that
differentiating detDf |ρ̃′x yields a zero term.
(3) : Define ρ : (1, . . . , k) → (1, . . . , n) by ρ = ρ′ ◦ τ and reparametrize the
”complement” of ρ′, τ by σ. Exercise: check that the signs match.
(4) : Laplace expansion.

Let us discuss R3 more thoroughly. If n = 3, then 0-forms map into R(3
0) =

R1, 1-forms into R(3
1) = R3, 2-forms into R(3

2) = R3 and 4-forms into R(3
3) =

R1. Observe that all target spaces have dimension either 1 or 3(= n) and
that 1- and 2- forms are vector fields. Only in three dimensions k- and k+ 1-
forms can be vector fields. We compute the exterior derivative of a k-form
for k = 0, 1, 2.
0→ 1. Let ω be a 0-form. Then for i = 1, 2, 3

(dω)i =
∑

τ :∅→(1)

ε(τ)Dρ◦τ̃(1)ω
ρ◦τ = Diω,

so dω is the gradient of ω.
1→ 2. If ω = (ω1, ω2, ω3) is a 1-form, then

(dω)ij =
∑

τ :(1)→(1,2)

ε(τ)Dρ◦τ̃(1)ω
ρ◦τ = Djωi −Diωj

Note that (ω23,−ω13, ω12) = curl(ω) and that ”d” maps vector fields to vector
fields. If we identify 2-forms with vector fields F = (F1, F2, F3) as

(ω12, ω13, ω23)↔ (F3,−F2, F1),

then dω = curlF . Observe that if ω is a 0-form, by ddω = 0 we have

curl gradω = 0.

2→ 3. If (ω12, ω13, ω23) is a 2-form, then

(dω)123 = D3ω
12 −D2ω

13 +D1ω
23

which is, using the above identification, the divergence of F (recall divF =
D1F1 +D2F2 +D3F3). We have

div curlF = 0.
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4.3.2 Maxwell’s equations.

Maxwell’s equations describe how electric and magnetic fields are generated
and altered by each other and by charges and currents.

• In the last lecture we discussed Gauss’ law for gravity. There is an
analogous result for electric fields. Denote by ρ the electric charge
density and E the electric field. Then

ε0divE = ρ

where ε0 is a certain constant which can be determined experimentally.
By Stoke’s theorem, this is equivalent to

ε0

∫
∂Ω

E =

∫
Ω

ρ

The electric field leaving a volume is proportional to the charge inside.

• Gauss’ law for magnetism:

divB = 0

or, equivalently, ∫
∂Ω

B = 0

(by Stokes). Here B stands for the magnetic field. This means that
there are no magnetic monopoles.

• Maxwell-Faraday equation (law for induction):

curlE = −∂B
∂t

or, equivalently, ∫
∂Ω

E = − ∂

∂t

∫
Ω

B

The voltage accumulated around a closed circuit is proportional to the
time rate of change of the magnetic flux it encloses.
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• Ampere’s circuital law:

curlB = µ0j + ε0µ0
∂E

∂t

where µ0 is a certain constant and j the electric current density. We
omit writing the equivalent integral form which is derived using Stokes’
theorem. This law says that electric currents and changes in electric
fields are proportional to the magnetic field circulating about the area
they pierce.

Electromagnetic wave equation in a vacuum. In a vacuum we may assume
the above equations read

divE = 0, divB = 0, curlE = −∂B
∂t
, curlB = ε0µ0

∂E

∂t

Then

curl curlE =− curl
∂B

∂t

=− ∂

∂t
(curlB)

=− ∂

∂t
(ε0µ0

∂E

∂t
)

=− ε0µ0
∂2E

∂t2

We also compute

(curl curlE)1 =−D2
2E1 −D2

3E1 +D2D1E2 +D3D1E3

=−
3∑
i=1

D2
iE1 +D1(divE)

=−∆E1

where we have denoted ∆ =
∑3

i=1D
2
i (the Laplace operator) and used that

D1(divE) = 0 by our assumption. Performing analogous calculation for the
other two components of curl curlE we obtain

−curl curlE = (∆E1,∆E2,∆E3)

and hence by the above calculation

∆E − µ0ε0
∂2E

∂t2
= 0.
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This is the so-called wave equation. (To gain more insight, in one dimension
it takes the form

∂2
xf −

1

c2
∂2
t f = 0

where c = 1√
µ0ε0

. Note that f(x − ct) and f(x + ct) solve the equation.

These are travelling waves, propagating with the speed c (the propagation
direction depends on the sign). It turns out that any other solution is a
linear combination of these two.) The constant µ0ε0 has been determined
experimentally and it turns out to be the square of the reciprocal of the
speed of light, i.e.

√
µ0ε0 ≈

1

3 · 108 m
s2

.

The electromagnetic waves propagate with the speed of light. See https://

en.wikipedia.org/wiki/A_Dynamical_Theory_of_the_Electromagnetic_

Field for more on this topic.

End of lecture 26. February 9, 2016

5 Appendix

5.1 Riesz representation theorem

This is an appendix to Lecture 15.
Let us define

Lp(Rd) = {f − g : f, g ∈ Lp+(Rd)}.

Let us also define the set of nonnegative linear functionals defined on Lp+(Rd)

Dp
+(Rd) = {Λ: Lp+(Rd)→ [0,∞), Λ(f+g) = Λ(f)+Λ(g) for f, g ∈ Lp+(Rd)}

and the set of linear functionals on Lp+(Rd)

Dp(Rd) = {Λ: Lp+(Rd)→ R, there exist Λ1,Λ2 ∈ Dp
+(Rd) with Λ = Λ1−Λ2}.

Recall that we proved the following.

Theorem 5.1 (Riesz representation theorem for nonnegative functionals).
Let 1 < p < ∞ and let Λ ∈ Dp

+(Rd). Then there exists exactly one h ∈
Lp
′

+(Rd) with Λ(f) =
∫
f · hdµ for all f ∈ Lp+(Rd), where 1/p+ 1/p′ = 1.
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The goal of this subsection is prove the counterpart of the above theorem for
the set of all functionals (not necessarily nonnegative) Dp(Rd).

Theorem 5.2 (Riesz representation theorem). Let 1 < p < ∞ and let Λ ∈
Dp(Rd). Then there exists exactly one h ∈ Lp′(Rd) with Λ(f) =

∫
f · hdµ for

all f ∈ Lp+(Rd), where 1/p+ 1/p′ = 1.

Proof. Let Λ ∈ Dp(Rd). There exist Λ1,Λ2 ∈ Dp
+(Rd) with Λ = Λ1 − Λ2.

By the Riesz theorem for nonnegative functionals we obtain h1, h2 ∈ Lp
′
(Rd)

such that

Λi(f) =

∫
f · hidµ

for i = 1, 2 and all f ∈ Lp+(Rd). We conclude putting h = h1 − h2.

Now suppose that we have a linear functional Λ ∈ Dp(Rd) that is additionally
bounded, i.e. satisfies Λ(f) ≤ C‖f‖p for a constant C and all f ∈ Lp+(Rd).
Does there also exists a unique h ∈ Lp′(Rd) such that Λ is given by integrating
against h? Can we possibly “extract” nonnegative Λ1,Λ2 with Λ = Λ1 −Λ2,
so it all boils down to the previous theorem? The following proposition gives
a positive answer to these questions.

Proposition 5.3. Dp(Rd) is equal to the set

{Λ: Lp+(Rd)→ R, ∃C with Λ(f) ≤ C‖f‖p, Λ(f + g) = Λ(f) + Λ(g)}.

Proof. (⊂) Let Λ ∈ Dp(Rd). There exist nonnegative functionals Λ1,Λ2 with
Λ = Λ1 − Λ2. Hence by Hölder’s inequality

|Λ(f)| ≤ Λ1(f) + Λ2(f) =

∫
fh1dµ+

∫
fh2dµ ≤ (‖h1‖p′ + ‖h2‖p′)‖f‖p

This proves the first inclusion with C = ‖h1‖p′ + ‖h2‖p′ .
(⊃) Define Λ1 as follows

Λ1(f) = sup
0≤ϕ≤f

ϕ∈Lp+(Rd)

Λ(ϕ).

Note that Λ(0) = 0, so Λ1(f) ≥ 0. Moreover for 0 ≤ ϕ ≤ f

Λ(ϕ) ≤ C‖ϕ‖p ≤ C‖f‖p <∞.

The penultimate bound on the right hand side is uniform in ϕ, hence taking
the supremum we obtain Λ1(f) < ∞. Observe that if we show that Λ1 is
additive, then we are done, because

Λ2(f) = Λ1(f)− Λ(f),
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defines a functional in Dp
+(Rd), since Λ1(f) ≥ Λ(f) and both Λ1,Λ are addi-

tive. Let us then prove that Λ1 is additive.
(≥)

Λ1(f + g) = sup
0≤ϕ≤f+g

Λ(ϕ) ≥ sup
0≤ϕ1≤f

sup
0≤ϕ2≤g

Λ(ϕ1 + ϕ2).

By additivity this is equal to

sup
0≤ϕ≤f

Λ(ϕ1) + sup
0≤ϕ≤g

Λ(ϕ2) = Λ1(f) + Λ1(g).

(≤) Let 0 ≤ ϕ ≤ f + g. Define ϕ1 = min(ϕ, f), ϕ2 = ϕ− ϕ1. We have

Λ(ϕ) = Λ(ϕ1 + ϕ2) ≤ sup
0≤ϕ̃1≤f

Λ(ϕ̃1) + sup
0≤ϕ̃2≤g

Λ(ϕ̃2) ≤ Λ1(f) + Λ2(g).

We finish the proof taking the supremum on the left hand side.

End of lecture 27. February 9, 2016
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