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[0.10.2019]

1 Introduction

Functional analysis is the study of normed complete vector spaces (called
Banach spaces) and linear operators between them. It is built on the struc-
ture of linear algebra and analysis. Functional analysis provides the natural
frame work for vast areas of mathematics including probability, partial dif-
ferential equations and numerical analysis. It expresses an important shift
of viewpoint: Functions are now points in a function space.

Let © C R™ be an open bounded set with smooth boundary. One of
the deepest results in Einfihrung in die PDG was that the Green’s function
g(z,y) provides a map

f—u

given by
u(w) = [ gle.0) o)y = 71
so that
—Au=f in Q
u=20 on 0f)

whenever f is sufficiently regular. It is not hard to see that
T:L*Q) — L*(Q)

and T is one of the most relevant operators in functional analysis.
Functional analysis provides the crucial language for many areas in math-
ematics.
The main abstract objects are topological vector spaces over K, K = R or
C. We will focus on normed spaces, the most important class of topological
vector spaces.

Definition 1.1. Let X be a K vector space. A map |.|| : X — [0,00) is
called norm if
|z =0 = x =0, (1.1)
if for all x,y € X
lz +yll < [zl + [yl (triangle inequality) , (1.2)

and if for all A e K and x € X
Az = [Alll]l- (1.3)

It is called normed space and Banach space if it is complete as metric space.
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Remark 1.2. A norm defines a metric by d(x,y) = ||z — y||.

First examples.

1. R™ and C™ equipped with the Euclidean norm are real resp. complex
Banach spaces.

2. Let X be a set. The space of bounded functions B(X) equipped with
the supremum norm is a Banach space.

3. Let (X, d) be a metric spaces. The space of bounded continuous func-
tions Cy(X) equipped with the supremum norm is a Banach space, or
more precisely a closed sub vector space of B(X).

4. Let U C R?be open. CF(U) is the vector space of k times differentiable
functions on U which are together with there derivatives bounded. The
norm

luller @) = max [|19%ulsw)

turns Cf into a Banach space. Fxercise

5. Let U C C be open. The space of bounded holomorphic functions
H>(U) is a Banach space when equipped with the supremum norm.

Lemma 1.3. Suppose that X is a Banach space and U C X is a vector
space which is a closed subset of X. Then U is a Banach space.

Definition 1.4. Let X and Y be normed spaces. We define L(X,Y) as the
set of all continuous linear maps from X to Y.

Theorem 1.5. Let T : X — Y be in L(X,Y). Then

IT|x=y == sup |T(z)[ly < oo
|z x <1

and ||.||x—y defines a norm on L(X,Y). A linear operator T : X — Y is
continuous if and only if its norm ||T||x—y is finite. L(X,Y) is a Banach
space if Y is a Banach space.

Proof. Continuous linear maps from X to Y are a vector space with the
obvious sum and multiplication. Let T : X — Y be a continous linear map.
We choose € = 1 and xzg = 0. Then there exists § > 0 so that

ITally <1 i flellx <6,
and hence, if z € X, x # 0, then ‘ oz ‘ < ¢ and
Tallx || x
x ox _
Taly = LX) 20| < 51
6 ]| x Ity
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and thus
1T xoy <67t

Vice versa: Let T : X — Y be linear so that ||T||x—y < co. For e > 0 we
choose 0 = ¢/||T||x-y. Then

[Tz = Tyly = [T(x = ylly <[ Tlx-vlle—ylx <e

provided ||z — y||x < 4. In particular 7' is uniformly continuous.
Now assume that Y is a Banach space and let T, € L(X,Y") be a Cauchy
sequence. For all z, T,z is a Cauchy sequence in Y since

| Tz — Tozlly < |0 — Tl x>y ||| x-

Let

Tx:= lim T,x.
n—oo

The convergence is uniform on bounded sets, and hence the limit 7" is con-
tinuous and in L(X,Y"). Moreover

1T = Tollx—y = sup |[(T'=Ty)zlly = sup limsup||(Ty —To)z|y

ll=llx <1 flz]lx <1 m—ro0

<limsup | T, — Th||x—y — 0

m—r00

asn — 00. Here we used continuity of addition and the map to the norm. [

Definition 1.6 (Dual space). Let X be a normed space. We define the dual
(Banach) space as X* = L(X,K).

Example: Let X = R" with the Euclidean norm. The map
n
R">y— (x — ijyj) e (R")*
j=1

is isometric and surjective. It allows to identify R™ and (R™)*.
Some relations to other fields.

1. Calculus of variations. Let  C R? be open,
E(u,U) = / |Vu|?dx
U

where v € C1(Q) and U C Q open. Suppose that for all U C € open
and ¢ € C*°(U) with compact support

E(u+¢,U) > E(u,U).
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We expand
E(u+t$,U) = E(u,U) + 2t / VuVedx + t*E(¢,U)
U
and deduce using the divergence theorem

0= /U VuVedr = — / uApdz.

It follows that u € C*°(Q2) is harmonic (EPDG). Functional analysis
addresses the questions about the existence of such functions u.

. Probability. Let Q2 be a set, A a o algebra and i are measure defined
on A with u(Q) = 1. Such measures are called probability measures.
Often one has a family of measure spaces (2,4, 1) and wants to
have notions of convergence. A good notion of convergence is based
on the observation that a probability measure on the Borel o algebra
defines an element in C(X)*. Suppose that €, = Q is a metric space,
A,, the Borel o algebra. Then we can talk about so called weak™®
convergence

fn ="

[t / fdu

for every continuous function f € C()

which means that

We will study such structures.

[9.10.2019]

[11.10.2016]

Lemma 1.7. Let X be a normed space. Addition, scalar multiplication and
the map to the morm are continuous.

Lemma 1.8. The closure of a subvector space of a normed spaces is a
Banach space.

Definition 1.9. Two norms ||.|| and |.| on a normed spaces X are called
equivalent, if there exits C' > 1 so that for all x € X

CHa < |=] < Cll]).

Theorem 1.10. All norms on finite dimensional spaces are equivalent. Fi-
nite dimensional normed spaces are Banach spaces.
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Proof. Let |.| be the Euclidean norm on K¢ and ||.|| a second norm. Let
{ej}j=1,...a be the standard basis. Then

d d d
| > ases]| = 7 lajlmax exl < (Vamaxlexl) [S ajes|
j=1 j=1 j=1

Thus v — ||.|| is continuous with respect to |.|. It attains the infimum on the
Euclidean unit sphere (which is compact). This minimum has to be positive
and we call it A™'. Then

ol = [vllo/[ol] < Afolllv/ ]l = Allv]].

The two inequalities imply the equivalence of the norms ||.|| and |.| by choos-
ing

C= max{ﬂmax]]ek\],A, 1}.

Thus every norm on K¢ is equivalent to the Euclidean norm, and any
two norms are equivalent.

A Cauchy sequence vy, = (vm,;) with respect to ||.| is also a Cauchy
sequence with respect to the Euclidean norm, hence it converges to a vector
v with respect to the Euclidean norm, and hence also |v,, —v|| — 0.

This proves the claim for K¢ Now let X be a vector spaces of dimension
d. Then there is a basis of d vectors, and a bijective linear map ¢ from K%
to X. If ||.||x is a norm on X then 2 — ||¢(x)| x is a norm on K% Thus the
first part follows. Since ¢(zy,) is a Cauchy sequence with respect to ||.||x iff
(z,) is a Cauchy sequence in K¢ with respect to the second metric, and one

converges iff the second converges.This completes the proof.
O

Lemma 1.11. Let X be a Banach space and U be a closed subvector space.
Then X/U is a vector space,

. it
12| x /0 ylgUHy x|

defines a norm (here T is the equivalence class of x) and X /U is a Banach
space.

Proof. Exercise ]

Lemma 1.12. Let X and Y be normed spaces. Their direct sum X @Y (=
X xXY) is a vector space. If 1 < p < oo then

P pyE
I w)llp, =4 elx Fllhy)r i <oo
max{[lz|x. July} ifp=oo

defines a norm with which X &Y becomes a Banach space if X and Y are
Banach spaces.

Proof. Exercise, see also [P below. O
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1.1 Further examples of Banach spaces

Lemma 1.13. The space Co(R?) C Cy(RY) of functions converging to 0 at
oo is a Banach space. Similarly the space co of sequences converging to 0
equipped with the sup norm is a Banach space.

Further examples: Let 1 < p < g < co. We define the sequence spaces
Definition 1.14. A K sequence (z;)jen is called p summable if
oo
Z\xj|p<ooifp<oo, sup |zj| < oo if p= oo.
o jeN

The set of all p summable sequences is denoted by IP(N) = [P.

Theorem 1.15. The set of p summable sequences is a vector space. The

exTPTessions
1/p

o0
Il = [ D |l | p<oo
=1

resp.

[[(@)]l10e = sup |a;]|
jEN

are norms on P(N), which turn I[P(N) into Banach spaces. If % + % =1,

1<p,q <00 and (x;) € P, (y;) € I then (z;y;) is summable and Hélder’s
inequality holds:

o o
S| < S eyl < )l w)lle-
j=1 j=1

Remark 1.16. We may replace N by Z, by a finite set, or even an arbitrary
set. Then I°(X) = B(X). The triangle inequality is called Minkowski
inequality.

We recall Young’s inequality
1 1
|yl < —[xf” + —[y|?
p q

for % + % =1,1<p,qg < oo and xz,y € R. Without loss of generality we
assume z,y > 0 and this can be proven by searching the maximum of

1
z— axy — —2P
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for y > 0 which is attained at zg = y/®@=1):

As a consequence
1 1 1 1
D lwgyil <3 Ll + =yl = @l + =)l
7 ; p q p q

and we obtain Holder’s inequality

> Lyl =)l I e Y L )l | )
J J
ﬂummmmm§+?
11l ) i

Proof. Since [*°(N) = B(N) there is nothing to show if p = co. Moreover
the triangle inequality is obvious if p = 1. Then, if 1 < p,q¢ < c©

(oo} [oe)
S lag +yilP <y + oy g+ gl
j=1 j=1
o o
< gyl s+ > g+ P sl
=1 =1

<l + 5 e ()l + 1))

s+ w5 (@)l + 1))

and
(5 + yi)lle < (@)l + 1(y5) i

provided we can divide by |(z; + y;)|li». There is nothing to show if this
quantity is 0 and it is finite whenever we sum over a finite number of indices.
Then a limit argument gives the full statement.

In particular we obtain the triangle inequality. One easily sees that
|(z;)]le = 0 implies (z;) = 0 and

[(Az5)lw = [A[[ ()l

Thus the spaces [P are normed vector spaces. Now suppose that z, = (2, ;)
is a Cauchy sequence in [P. Then for every j, n — x, ; is a Cauchy sequence
in K. Let y; = limp 00 ¥ ; and y = (y;). Then, for every m > 1 (assuming

10 [FEBRUARY 3, 2020]



p < oo, since [*° = B(N))

N
ly = 2mllfy = lim >y — a5
j=1

N

= lim lim Tni — Ton.il|P

[Nt E 1‘ n,j mjl
‘7:

< nh—)Igo |lzn — $m||1?p

— 0 as m — 00.

16.11.2019

2 Hilbert spaces

2.1 Definition and first properties

Definition 2.1. Let X be a K vector space. A map (.,.) : X x X — K is
called inner product if

(X1 + x2,y) = (21,Y) + (22, 7) for all z1,x9,y € X (2.1)

(Az,y) = Mz, y) forallz,y e X,A e K (2.2)
(z,y) = (y, ) forallz,y e X (2.3)
In particular (z,z) € R for all x € X and
(x,x) >0 forallz e X (2.4)
(x,x) =0 = z=0 (2.5)

Examples:

1. Euclidean vector spaces over K, Euclidean inner product.

2. Real and complex square summable sequences space (?(N) with ((z;), (y;)) =
2. %Yj-

3. Let U C R be measurable, X = Cy(U), (f,g) = [; fgdm™ where m"
denotes the Lebesgue measure.

4. Let (X, A, 1) be a measure space (X a set, A a o algebra, p: A —
[0, 0] a measure. Let L?(11) be the space of square integrable functions
with the inner product

(t9) = [ sgd

11 [FEBRUARY 3, 2020]



Lemma 2.2 (Cauchy-Schwarz). Let X be a vector space with inner product.
Then

N|=

[(z,9)| < ({z,2)(y,9))
for all xz,y € X.

Proof. Let z,y € X and A € K. Then
0 <(z —Ay,x — Ay)

If y = 0 there is nothing to show, so we assume y # 0 and define \ = ézii

Then

2
(y,y)
which implies the Cauchy-Schwarz inequality. O
Lemma 2.3. The map
z = =] := (2, z)

defines a norm.

With this notation the Cauchy-Schwarz inequality becomes

[z, 9| < llzl[[yl.
Proof. Clearly ||z|| > 0, ||z|| = 0 iff z = 0. Moreover
Ixa]? = [A]?]l]®
and by the Cauchy-Schwarz inequality

lz +ylI* =lll® + {z,y) + {y,2) + [yl
<[l=I* + 2l Iyl + Iyl
=(ll]l + lly1)*.

O]

Definition 2.4. A vector space X with an inner product is called pre-Hilbert
space. It is a Hilbert space if it is a Banach space.

Lemma 2.5. The inner product defines a continuous map from X x X to
K.

Proof. Exercise O
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It is not hard to verify the parallelogram identity
Iz +ylI* + [lz — ylI* = 2[|=[|* + 2]}y (2.6)
for x,y € H some pre-Hilbert space.

Theorem 2.6 (Jordan von Neumann). Let X be a normed K vector space

with norm ||.||. We assume that the norm satisfies the parallelogram identity
Iz + ylI* + Iz — ylI* = 2[|=[|* + 2]}y (2.7)
Then 1
(w.9) = 7 (Il +yl2 = Iz - y]?) (2:8)
if K=R and
1 2 2, N2 2
y) = 7 (lz+ 9P = o =y +illz + iyl —ille —iy|?)  (29)

otherwise defines an inner product such that the norm is the norm of the
preHilbert space. Vice versa: The morm of a prehilbert space defines the
parallelogram identity.

As a consequence we could define a Hilbert spaces as a Banach space
whose norm satisfies the paralellogram identity. By an abuse of notation
we call a normed space pre-Hilbert space if it satisfies the parallelogram
identity.

Proof. We begin with a real normed spaces whose norm satisfies the paral-
lelogram identity. We define

1
(@y) =5 (le+yl* = == yI*).

Then
(,y) = (y, 7).
Since by the parallelogram identity

20|z + 2P +2lyl* = lle +y+ 21> + lz —y + 2|
hence

lz +y + 2I* =2}z + 2 + 2llyl* — llz — y + 2|
=2lly + 2|* + 2[2l* — |y — = + 2|

and

1 1
la-+y+ 212 = [P+ g1+ -+ 212+ ly+ 212 S ko -y +21° = 5 ly =2+ 21
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1 1
lz+y—z|* = !!$!\2+\!y!!2+H$—2H2+Hy—ZH2—gHw—y—Z!l2—§Hy—$—2HQ
and we arrive at

1
(+y2) =l +y+ 2 = o +y - 2I?)

1 1
=5+ 207 = llz = 20" + S (ly + 21" = ly = =[1%)

=(z,2) + (y,2).
We claim
(Az,y) = Mz, y)
for all z,y € X and A € R. It obviously holds for A = 1 by checking the
definition, and for all A € N be the previous step, hence for all A € Z. But

then it holds for all rational A and by continuity for A € R.
We complete the proof for complex Hilbert spaces: We define

3
1 . .
() = 1 30l + iy
k=0

and observe that (iz,y) = i(z,y), (z,y) = (y,z) by definition, Re(z,y) is
the previous real inner product and Im(z, y) = Re(z,iy). O

Corollary 2.7. A normed space is a pre-Hilbert space if and only if all two
dimensional subspaces are pre-Hilbert spaces.

Proof. 1t is a pre-Hilbert space if and only if its norm satisfies the parallelo-
gram identity which holds if and only if the parallelogram identity holds for
all two dimensional subspaces. O

This has geometric consequences.

Lemma 2.8. Let H be a Hilbert space, K C H compact, and C C H closed
and convex, C and K disjoint. Then there exist x € K and y € C so that

lz —yll = d(C, K)

Proof. Let x; € K and y; € C be a minimizing sequence. Since K is compact
there is a subsequence which we denote again by (x;,y;) and « € K so that
x; — x. By the triangle inequality

[z =yl = d(C, K).

Then

1Yn = ymll* =ll(x = yn) — (& — ym)[I”
=2[lz — ynll* + 2l|z — Yl — 1122 — (yn + ym)|I?
<2([lz — ynl? + |z — ym*) — 4d*(C, K)

—0 as n,m — oo

(2.10)
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since by convexity %(yn + ym) € K. Thus (y,) is a Cauchy sequence with
limit y € C'. Moreover

d(C. K) = lim ||z~ yal| = |l — y]].
]

Definition 2.9. We call two elements x,y € H orthogonal if (x,y) =0 .

Lemma 2.10. Suppose that C' is a closed and convex subset of a Hilbert
space H and x € H. Then the closest point in C to x is unique and we
denote it by p(x). Moreover,

Re{x — p(z),z — p(x)) <0 (2.11)
for all z € C. If y € C satisfies
Re(z —y,z—y) <0
for all z € C then y = p(x). If C is a closed subspace then for all z € C
(x — p(x),z) =0. (2.12)

The point y = p(x) € C is uniquely determined by this orthogonality condi-
tion. Moreover
2[* = llz = p(2)[I” + lp(x) ]| (2.13)

Proof. Uniqueness is a consequence of the proof of Lemma Let y € C.
Then by the triangle inequality, if z € C' then for 0 <t <1

y(t) =y +iz-y)eC
and hence if y = p(z),
lz —ylI* < llo —y —t(z =y)|* = llz —y[|* — 2t Re(z —y, 2 —y) + £*]|2 —y|>

This implies (2.11]) and also the converse. In the case that C is a closed
subspace (2.11)) implies that

Re(z — p(z),z) <0
for all z € (', hence, combined with this inequality for —z
Re(z — p(x),2) =0
for all z € C' and
Im(x — p(x), z)) = —Re(x — p(x),iz) =0
for z € C. Now we expand
ol =llz — p() + p(a)|]
=llz = p(@)|* + lp()|* + 2Re(z — p(z), p(z))
=llz = p(@)II* + llp()|.
O]
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2.2 The Riesz representation theorem

Theorem 2.11 (Riesz representation theorem). Let H be a Hilbert space.
Then
J:H>z— (y— (y,x)) € H*

1s an R linear isometric isomorphism. It is conjugate linear:
J(\z) = \J (7).
Proof. By the Cauchy-Schwarz inequality

17 (@)= = sup [{y, )| < ||z|m
lyll<1

and the map is well defined and conjugate linear:

J(Az)(y) = (y, Mz) = My, z),
Since
) gl (@) e > (2, J(2)) = (2, 2) = ||zl
we see that
1S (@) e =[] -

Thus J is an isometry: ||J(z)| g+ = ||z||g. In particular J is injective. To
show that J is surjective we assume that =* € H* and try to find = so that
x* = J(x). Let

N={ye H:2"(y) =0}.

Then N is a subvector space and it is closed. Let p be the orthogonal
projection to N as above. We choose yy € H with 2*(yp) = 1 and define
To = Yo — P(Yo)-

Then z*(z¢) = 1 ( since p(yo) € N) and, since ||zo| = |lyvo — p(vo) =
dist(yo, N) = dist(zg, N) we have p(zg) = 0 and for all y € N by (2.12])
(y,xo) = 0. Moreover obviously z*(x — x*(z)x) = 0 hence x — x*(x)xg € N

and by (.12)

(x — x*(x)x0, 20) = 0.

Since x = [x — z*(x)xo] + =" (z)x0, then
(x,20) = (&*(x)z0, 0) = 2* () w0}

and, solving this identity for x*(z)

Zo Lo

ot (z) = <:z: 7> = J( 2 ().

o] lzo]l?

O]
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18.10.2019
Theorem 2.12 (Lax-Milgram). Let H be a Hilbert space and
Q:HxHD>(z,y) > Qz,y) €K
be linear in x, antilinear in y, bounded in the sense that

1Q(z,y)| < Cllz|yll
and coercive in the sense that there exists 6 > 0 so that
Re Q(z,2) > dl|z|

Then there exists a unique continuous linear map A : H — H with contin-
uous inverse A~' so that

Q(z,y) = (Az,y).

Moreover
Al r—m < C, A Y g <671

Remark 2.13. A map Q with these properties is called sesquilinear.
Proof. Let x € H. Then

y— Qx,y) € H".

By the Riesz representation theorem there exists a unique z(x) € H so that

<Z(£L’),y> = Q(x7y)

for all y € H. Then

sup Q(z,y)
Iyl <1

z(@)]l = sup [(z(z),y)| =
lyll<1

Clearly z(z1 + x2) = z(z1) + 2(z2) and z(Azx) = Az(x) and we define the
continuous linear operator Az = z. Since

Re(Az, z) > Jz|?

we obtain
[ Az]| = 6.
It particular A is injective and the range is closed. If it is not surjective
there exists z with ||z]] = 1 and z is orthogonal to the range, i.e.
(Az,z) =0

for all x € X. In particular we reach the contradiction
0= (Az 2) > §|z|%
O
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Let ¢, h € C(]0,1],R). We consider the boundary value problem
—u" +qu=nh in (0,1) u(0)=u(1)=0 (2.14)

Theorem 2.14. Suppose that inf q(x) > —2. Then (2.14)) has ezactly one
solution.

Proof. We consider K = R. In particular (f, g) = (g, f).
Step 1. The Hilbert space 1: Let

H:{U e C([0,1]): U(0) = U(1) =0}
which we equipp with the norm
U,V = / UV d
Since for 0 < z1 <29 <1

U(x2) = Ulx1)| =

To 1
/ waﬂsHWMﬂmmMMBSMa—mwwmm
Tl

we see that ||.||g defines a norm since the other conditions are immediate.
The problem is that H is not complete.

Measurable square integrable functions on [0, 1] are integrable. For f €
L%((0,1)) we define

P = [t

Then, if0§x1<x2§1

|[F(22) = Fa1)| =

T2 1
[ 501 < 11l < (o2 = )21
x
and hence F is uniformly continuous and even Holder continuous of exponent
3. Moreover F(0) = 0 the map Hy 3> f — F € Cy([0,1]) is linear, injective

and continuous.

Step 2. We define H C Cy([0, 1]) by
1 T

F € H <= There exists f € L? with / fdr =0 and F(x) = / f(y)dy

0 0
and equipp it with the real inner product

1

(F1, Fo)n = / fifedz.
0

Then H is isometric isomorphic to the closed subspace of L? of functions with
integral 0, and hence a Hilbert space. In the sequel we use small resp. capital
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letter to indicate this relation. Moreover F' € H implies F(0) = F(1) =0
and
1 llsup < 272 F 117

Step 3. Relaxation and the sesquilinear bilinear form. Suppose
that
~U"+qU =h

and let ¢ € C*(]0,1]) with ¢(0) = ¢(1) = 0. We multiple by ¢ and integrate.
Then

/0 1 hodr = / ~U"¢dx + / qUodz = /0 1 U'¢ + qUdda

We define
Q(F,G) :/fgda:+/qFde.

Then U satisfies .
QU &) = /0 héda

for all ¢ as above, and with an approximation it also holds for ¢ € H. We
relax our problem by first searching for U € H so that this identity holds
for all ¢ € H.

We

Q(F,G)| < ‘/fgdx F gl sup | Fllsup |Gl sup < (1 + llgllsup) [1F |22l 22,

F — Q(F,QG) is linear for all G and G — Q(F,G) is linear.We check the
coercivity:
1
Re Q(F, F) > | flIZ + min{inf ¢, 0} F5,,, > (1 + 5 mininf g, 0}) || F[7-

sup =

Let A be the invertible map defined in the Lemma of Lax Milgram
Step 4. The linear form We define a map

1
Cy([0,1]) 3 h — (F — / Fhdz) ¢ H",
0
By the Riesz representation theorem there exists a unique G € H so that

1
/ Fhdz = (F,G)
0

for all F € H*. We define
u=A"1G.
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Then .
Qu,F)=(Au,Fyyg = (G, F)g —/ hFdx
0

for all F € H.
Step 5: Regularity. Let zg be a Lebesgue point of u and, for r > 0
small

x/(xg—r) fx<zg—r
QS(:[;): 1—(1}*1}0*7")/(27‘) 1f$0*7‘§l‘<x0+7’
0 ife>xg+r.

Then ¢ € H ( with [ ¢/(y)dy = ¢(x) by the fundamental theorem of
calculus) )

1 To+T 1 To—T o
— udx = / udx + / (qU + h)¢dz
21 Jgo—r To—7T Jo 0

Now we let r tend to zero and we obtain (assuming that u(zp) is the limit
of the averages)

0 0
zou(zo) = / udx +/ (qU + h)zdx.
0 0

By the convergence theorem of Lebesgue the right hand side is continuous
in x € (0,1), hence u has a continuous representative (the set of Lebesgue
points has full measure), and U’ = u. Then the right hand side is continu-
ously differentiable on (0,1) and differentiation gives

u(x) + 2u' () = u(z) + 2(qU + h)

hence
U"(z) = q(z)U(x) + h(z).
Thus U € C?([0,1]) and it satisfies the differential equation. O
23.10.2019

There is an alternative approach. Let b,c € Cy([0,1];R). We consider
the boundary value problem

—u” +bu’ +cu=hin (0,1),u(0) =u(l) =0
for h € Cy([0,1]).

Theorem 2.15. The boundary value problem is solvable for all h if the
homogeneous equation with h = 0 has only the trivial solution.
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Proof. Let U be the unique solution to the differential equation with initial
data U(0) =0, U'(0) = 1. If U(1) = 0 then the homogeneous problem has
a nontrivial solution U. Suppose that U(1) # 0. Let V' be the solution with
V(1) =1, V/(1) = 1. Then V(0) # 0 ( otherwise V' would be a multiple of
U, which contradicts V(1) =0, U and V are linearly independent. Let

W () = det G/ g)

W' (z) = b(x)W ()
and W(0) = V(0)U'(0) = V(0) # 0, hence W never vanishes. Let

AUV (z) ifz>y
z.oy) =<4 W
9(z.) { FVU@) e <y

Then

Then
g€ C([0,1] x [0,1]), 9(0,y) = g(1,y) =0,
g is differentiable unless x = y and

1y Uly)V'(z) ifz>y
V(y)U'(z) ifz<y

HE‘
<

Oz9(z,y) = {

=

(y

and hence it has a jump of size —1 at the diagonal. We define

u(z) = /O oz, 9)h(y)dy (2.15)

Then
=0, / (z,y)h dy+/ g(z,y)h(y)dy

/(%gwy y)dy — g(x, z)h /(%gwy
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and, 97 resp &~ the derivative from above resp. from below,

! :_a/gxg;y dy+8/gxmyh(y)dy

——/ 02g(z, y)h(y)dy — / 2g(x,y)d

— 0, g(z,x)h(z) + 0f g(z, x)h(x)
1
=b(z a/ g(z,y)h(y)dy + c(z )/0 g(z,y)h(y)dy

(V@)U (x) = V(@)U (x))h(x)

=b(x)u'(z) + c(z)u(x) + h(x)

and u € CZ([0,1]) is a solution. Here we used that if  # y the map
x — g(z,y) is a solution to the homogeneous problem, which allows to
replace the second order derivatives by b0,g + cg.

The solution is unique since the homogeneous equations has only the
trivial solution.

O]

Remark 2.16. We obtain much more than stated: There is an integral
formula (2.15)) for the solution. g is called Green’s function.

2.3 Operators on Hilbert spaces

The purpose of this section is to introduce several definitions.

Definition 2.17. e The adjoint of T' € L(Hy, H) is the unique operator
T* € L(Hy, Hy) which satisfies

(T, y)m, = (2, T y)
forall x € Hy, y € Ho.

e Let Hy and Hy be K Hilbert spaces. Then U € L(Hy, Hs) is called
unitary, if it is invertible (i.e. there exists an inverse U~' so that

U-U =1y, UU = 1y,) and if
<vaUy>H2 = <$,yHH1
for all x,y € Hy.

e T'c L(H,H) is called self adjoint if T* =T.
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Remark 2.18. 1. Ezistence and unqiueness in the second part has to be
shown. Lety € Hy. Then

T — <T$ay>H2 € Hf

By the Riesz representation theorem there exists a unique z € Hy so
that

Tz, y) iy = (2, 9)m, -
We define T*y = z. It is clearly linear and satisfies

Ty, = 1T 1y — B -

2. The composition of unitary operators is again unitary. The adjoint of
a unitary operator is unitary, and it is the inverse: Let U : Hy — Hy
be unitary then

<$ay>H1 = <U£L’, Uy>H2 = <U*U‘T7y>H1
for x,y. Thus U*U is the identity in Hy. Moreover
U=UU"U)=(UU"U

and hence
(UU* —1g,)U = 0.

Since U is surjective this implies UU* = 1g, and hence U* is the left
and right inverse of U.

3. In particular the unitary operators in L(H) = L(H,H) are a group,
called the unitary group U(H).

Example: Let H = [?(N) and e,, be the sequence with 1 at the position
n and 0 otherwise.

0 ifm=1
T =1, e
Then
1T ()l = [l(xn)l,
(T (2n))m = Tm+1
Then

T eo =0,T"ejy1 =e;,Te; =ejq1.
T*T is the identity, but T7T™* is the projection to the subspace defined by
(x,e1) = 0.
We define the null space or kernel of an operator T' by

N(T)={x:Tx =0}
and the range

R(T) = {y: there exists x with y = Tz}
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2.4 Orthonormal systems

We recall that N elements x; of a vector space X are called linearly inde-

pendent if
N
Z )\jl’j =0
j=1

implies A\; = 0. Let x; be N linearly independent vectors of a Hilbert space.
By the Gram-Schmidt procedure we obtain an orthonormal system with

1
Yr = 721
(]

U2 = w2 — (T2, y1)Y1

1 .
Y2 = ——1o
72|

recursively. We can do this with N = oo.

Definition 2.19. An orthonormal system of H is given by a map A — H
denoted by xo for a € A, A a set wuch that

<$a,$6>:{ 1 ifa=p

0 otherwise
Typically A is a subset of the natural numbers.

Lemma 2.20 (Bessel inequality). Let (xy)n<n be an orthonormal system.
Then

N N
0< Jlf> = >l zn)* = o =D (2, z0)al’
n=1 n=1

Proof. Let M C H be the N dimensional subspace spanned by the elements
x; and let p be the projection to the closest point. Then by Lemma

Iz]1* = llz = p()|I* + llp(z)|>

Moreover
N
p(*ﬂ = Z )\jxj
j=1
and
N
<.7J,xn> = <p(ac),xn> = Z )‘m<xma$n> =M\
m=1
and

Ip(@)]” = Al
n=1

O]
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Definition 2.21. A subset A of a metriz space X is called dense if its
closure is X. A metric space X is called separable, if there is a countable
dense subset.

Examples:

1.
2.

N is countable.

X and Y countable implies X x Y is countable. In particular Q% is
countable.

If X; are countable sets then there union is countable.

4. Subsets of countable sets are countable.

N

Q is countable.
QY is countable.
RY is separable since QY is countable and dense.

I2(N) is separable. This requires a proof. Let @ C I?(N) be the set
of all sequences with rational coefficients, for which there exists IV so
that larger components are zero. This set is countable, as countable
union of set for which there is a bijective map to QV. Now let z € I?
and € > 0 and xy € I? the vector with the same first N components,
and (zn)n, = 0 for n > N. There exists N so that

lx —zn|l2 <e/2
and then an element y of () with
len —ylliz <e/2

Thus @ is dense.

25.10.2019

Definition 2.22. A orthonormal system (z,) of a Hilbert space is called
orthonormal basis if

(x,xn) =0 forallneN

implies © = 0.

Theorem 2.23. The following properties are equivalent for a Hilbert space
H which is not finite dimensional.

o The space H is separable.

e There exists an orthonormal basis and ||z||*> = Y [{z, z;)|*.
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o The exists a unitary map 1> — H

Proof. Suppose that H is separable. Let (y,,) be a dense sequence and Xy
the span of the first IV y,. Its dimension is at most N. We use the Gram-
Schmidt procedure to find an orthonormal basis (z,) of Xy. We do this
recursively by increasing n. This leads to a countable orthonormal sequence
(z,,) so that its span is dense. Now let x € X. By the Bessel inequality

N N
S @)+ o =D (w,z)ag)? = 2%
j=1 =1
Thus
N
N = o= (2, zp)an||
n=1

is monotonically decreasing. Since (y,) is dense and 22[21@7 Tp)Tn = PNT
is the closed point in the span of (z,)n<n it converges to 0, which is equiv-

alent to
N
Z (x,zp)xH — T
n=1

in L2, which in turn implies

l]* = ZI )|

Now suppose that (z,,) is an orthonormal basis. We want to define

1?3 (a,) — Zanxn c H.

n=1

We claim that for M > N

g UnTp — 5 AnTn = g AnTn

n=N-+1

the norm of which is given by

This implies that the partial sums are a Cauchy sequence and we define
r:= lim anT
N—>oonz_:1 e
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Then

N
ol = tim " Jaf* = l(a)IP>
n=1

The map is clearly linear, surjective (by the previous part) and an isometry.
To complete the proof we recall that [?(N) is separable.
O

In particular a Hilbert space is either isomorphic (there exists an isomet-
ric surjective linear map) to R? resp. C¢, to 12, or it is not separable.
Example: The space [?(R) with inner product

(f.9) =3 F@)g(@)

zeR
is not separable since the vectors
o 0 ify#ux
v 1 ify==x

are an uncountable orthonormal system. In particular the pairwise distance
is V2 and there cannot be a countable dense set.

2.5 Orthogonal polynomials

Let pu be a Borel measure on R so that all moments exists, i.e.

/ 2| pdz < oo
R

for all N > 0. Let H = L?(u) with inner product

X xX3(f,g9) = (f9 = /fgud:c
We assume that the monomials
fn =z"

are linearly independent.
We consider the case

u(w)z{ 1/2 if x| <1

0 otherwise

with X = C([—1,1]). It leads to (multiples) of the Legendre polynomials.
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Definition 2.24 (Legendre-polynomial). The Legendre polynomial P, is
the unique monic polynomial of degree n (i.e. with leading term x™)

1
/ 2" Pp(z)dr =0
-1
for all 0 <m < n.

There is a very compact formula for them.
Lemma 2.25 (Rodrigues formula).

1 4

Po(®) = oo g

[(a? —1)")
Proof. The degree of P, defined by the right hand side is obviously n and

the leading term of P, (x) reads 2,(12(2352 z". If 0 < m < n then after m

integrations by parts

1 n 1 qn—m
/ 2" —— (2% — 1)"dx = (—l)mm!/ (2% — 1)"dx = 0.

1 dxn—m

Finally
dn
=2" —(z—1)"

T = 2"nl.

r=1

A more difficult calculation gives
! 1 (2n)! [t dn
Py (x))? dx = — " (22 —1)"d
/1( (z))" dz 2nn! 27 (n!)? /1x dx"(x )z

n). 1

-1
(2n)! 5 /1 2
=20 9.9 [ (1= s)ds = .
92n ()2 Ao s)ds = orme

1
\/2n2+1\/2m2+1/ Po(a) P () d = Gy
—1

and the functions

and

2n+1
2

are an orthonormal system in L?(u).

P,(x)

Theorem 2.26. These functions are a basis of L*(1).

Proof. See introduction to PDEs. O
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We consider the complex Hilbert space L?([0, 27]) with inner product

(f9) = 5 [ oo

xT

Lemma 2.27. The functions €™ are a basis.

Proof. We compute
1 2r 1 2r
— e imT gy = — / e n=mz gy —
2 0 2 0
if n # m and = 1 if n = m. See Analysis 3 for a proof of the basis property.
O
2.6 Sturm-Liouville problems

Let g € Cp([0,1]). For A € C we consider the eigenfunction problem
—u”" + qu = du in (0,1)

u(0) =u(1) =0.

This is a special case of Theorem [2.15] with complex function ¢ — A\. It is
not hard to see that there is no nontrivial solution unless A € R: Suppose
that A ¢ R and u € C2([0, 1]; C) satisfies the boundary value problem. Then

1 1 1
0:/ —u”u+quu—)\uuda::/ ]u’|2+qlu\2—Re/\|u]2dx—z'1m)\/ |u|?dx
0 0 0

and thus ImA = 0 or fol |u|?dz = 0. Hence there is no nontrivial solution
unless A € R.

If u(x) = 0 then u/(z) # 0, otherwise u vanishes identically. As a
consequence zeros are isolated.

Theorem 2.28. Given A € C the space of solutions to (2.14)) is vector
space of dimension 0 or 1. There exists a monotone sequence A, — o0 and
a sequence of nontrivial real valued functions u, € C?([0,1]) which satisfy

"
—Up + qUp = Aty

/unumdx = Onm-

The functions u, have exactly n — 1 zeroes in (0,1). The function u,41 has
one zero between two zeros of u,. Moreover

w2n? +infq < \, < 72n?% 4+ supq. (2.16)

If X # A\, for some j then (2.14) has only trivial solutions.
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We consider a lemma before we turn to the proof.

Lemma 2.29. Let I = [a,b]. Suppose that q1,q2 € Cp([a,b];R), g2 < qu,
suppose that u € C?([a,b]) is positive on (a,b), u(a) = u(b) =0 and

—u" 4+ qru = 0.
Suppose that v € C*([a, b)) satisfies

—v" 4+ qu=0
Then v has a zero in (a,b).

Proof. Suppose that v has no zero in [a,b]. Then we may assume that v is
postive in this interval. Let

w=uv/u € C*(a,b))

Then w(z) — oo as ¢ — a,b and hence w assume the positive minimum at
a point xg. On the other hand

w'(x) = v /u —wu'/u,
!,/

/ " / N 2
no__,n vu wo v wo u
w'=v"u—— -~ —w—=—(p-qv-2—w - | — | w
u u u u u

and hence w does not assume an interior minimum. Now suppose that
v(a) = 0. Since u/(a) # 0 and v'(a) # 0 we have by the rule of de I’'Hospital

w(a) =v'(a)/u'(a),  w'(a) =1"(a)/u'(a) - wla)u"(a)/u'(a) =0

and hence w” < 0 in (a,z1) for some z; > a, hence it cannot assume the

minimum at a. The same argument applies at b. Hence v has a zero in
(a,b). O

Proof of Theorem : We apply this with ¢; = ¢— 1 and ¢2 = g— A\ with
Ao > A1. If uy , uo are corresponding solutions then the zeros are interlaced.
In particular, if \; are eigen values and u; eigenfunctions then us has a zero
between two zeros of u; and the number of zeros is monotonically increasing
with A. In particular there are at most countably many eigenfunctions, and
for each n there exists at most one eigenfunction with n zeros in (0, 1).
Since with
Uu(x) = sin(mux)

~Ul() = 722U ()

we see that when
p? < A —supgq
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then zeros have at least the distance 1/ and if
p? > X —infgq

then zeros have at least the distance 1/u. In particular, if u is an eigenfunc-
tion with n — 1 zeroes, then the inequalities for A are true.
We define

where

~U" 4 qU = \U.

Then & is continuous as a function of A\. The zeros of ® are the eigenvalues.
Let N(\) be the number of zeros of U in (a,b]. The map

A— N()N)
is monontoically increasing and there exists a minimal A, so that
N\ <n it A< A\,
(we choose 1 < 1 in the comparison argument. If
A< p? +infq

then zeroes have a distance larger than 1),

We consider U as a function of A and z. It is continuous as a function of
both variables. Now assume that ®(\) # 0. Then there exists ¢ so that two
zeros of eigenfunctions to an eigenvalue N < |A| + 1 have distance at least
0. Let

A =101\ J(x; — 6/2,2; +6/2)

where x; are the zeroes of U. Then there exists € so that for |\ — A\ < ¢

there is no zero in A. Checking the signs and using the intermediate value

theorem we see that each of the intervals (x; — €, 2; + €) contains one zero.

By the choice of § there is at most one zero there, hence N(\) is constant

near A. The same argument shows that N(\) jumps by 1 if ®(\) = 0.
Orthogonality is an exercise.

There are natural questions:

e Which of the concrete orthonormal systems constructed above are a
basis? We will see that the answer is all of them, but we need more
tools to prove this.

e Is there a good theory of not necessarely orthonormal basis? This is
more tricky.

30.10.2019

31 [FEBRUARY 3, 2020]



3 Lebesgue spaces

3.1 Review of measure spaces
Reference:
1. Alt: Linear functional analysis, Springer.
2. Lieb and Loss: Analysis, AMS 2001.

3. Sharkarchi and Stein: Real Analysis: Measure theory, Integration and
Hilbert spaces. Princeton University Press. 2009.

Theorem 3.1 (Banach-Tarski). There exists finitely many pairwise dis-
joints sets Ap, By of R3 and isometric maps U R3 — R? so that

N M N M
BI(O) = U ¢n(Bn) = U wm(Am) = U B, U U Ap
n=1 m=1 n=1 m=1

Remark: Makes use of the axiom of choice.

Definition 3.2. Let X be a set. A family of subset A is called a o algebra
if

1. {} A
2. A e Aimplies X\A e A

3. A, € Aimplies |J A, € A.
n=1

A map p: A—[0,00] is called a measure if whenever A, € A are pairwise

disjoint then
N( U An) = Z,U'(An)
n=1 n=1

The triple (X, A, ) is called a measure space.
Examples:

1. X a set, A = 2% the set of all subsets, and u(A) the number of
elements.

2. If (X, d) is a metric space then there is a smallest o algebra containing
all open sets. It is called the Borel o algebra of X.

3. In probability theory the o algebra encodes the available information
on a system.
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4. X = R", A the Borel sets, i1 the Lebesgue measure restricted to the
Borel sets.

5. X = R", A the Lebesgue sets, i the Lebesgue measure.
6. X =R", 0<s<n, H® A the Borel sets, H® the Hausdorf measure.

Definition 3.3. Let X be a set and A a o algebra. A map f : X —
R U {—00, 00} is called measurable if

FH((t0q]) € A

forallt € R. If (X, A, ) is a measure space and f : X — [0,00] then we
define the Lebesgue integral by the Riemann integral

(/MMZAWMFW@wmﬁEMaﬂ

We call a measurable function f integrable if |f| is integrable. Let 1 < p <
oco. We call a measurable function f p integrable if |f|P is integrable and

denote 1
P
HNM‘(/WW@ .

We call a measurable function oo integrable or essentially bounded if there
is a constant C so that

p({z:[f (@) > C}) = 0.
The best constant is denoted by || f||ree-

There are convergence theorems about the relation between the limit of
integrals, and the integral over limits: The theorem of Lebesgue on domi-
nated convergence, the Lemma of Fatou and the theorem of Beppo Levi on
monoton convergence.

Definition 3.4. A measure space (X, A, ) is called sigma finite if there
oo

exists a sequence of measurable sets A; of finite measure so that X = |J Ap.
n=1

3.2 Construction of measures
Measures are often constructed by first constructing outer measures.

Definition 3.5. Let X be a set. An outer measure pu maps subsets of X to
[0, 0] so that

Lo} =o.
2. A C B implies n(A) < u(B).
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> oo

5. n( U 45) < 52, l4y).
J=1

Examples:

o Let X = R? We define the measure of a coordinate rectangle as the
product of the sidelengths and the measure of a countable disjoint
union of coordinate rectangles as the sum over the measures of the
rectangles. Finally we define the outer measure of a general set as the
infimum of all measures of coverings by unions of coordinate rectancles.

o If (X, A, 1) and (Y, B,v) are o finite measure spaces we define rectan-
gles in the cartesian product as the cartesian product of measurable
sets and their measure as the product of the measures. Then we pro-
ceed in the same way as above to obtain an outer measure on X x Y.

e The Hausdorff measure: Let X be a metric space and s > 0. We define
the premeasure of a set A of diameter r
s/2

and the Hausdorfl measure
A= inf{Z¢(An) Ac An}.
n=1 n=1

Definition 3.6. Let X be a metric space. We call i an outer metric measure
if it is an outer measure which satisfies

u(AU B) = u(A) + u(B)
for all A, B C X with dist(A, B) > 0.

Definition 3.7. Let p be an outer measure on X. We call a subset A C X
Caratheodory measurable if for all B C X

u(B) = u(B N A) + p(BN (X\4)).

Theorem 3.8 (Caratheodory). Let p be an outer measure on the set X.
Then the Caratheodory measurable sets C are a o algebra and (X,C, plc) is
a measure space. Moreover C contains all sets of exterior measure 0. If X
is a metric space and i is a metric outer measure than C contains all open
sets. In the case of the Cartesian product C contains all Cartesian products
of measurable sets.

Theorem 3.9 (Fubini-Tonelli). Let (X, A, u) and (Y,B,v) be o-finite mea-
sure spaces, A x B the product o algebra and p X v the product measure. Let
f be ux v integrable. Then for almost of v € X y — f(x,y) is v integrable,
z— [y f(z,y)dv(y) is p integrable and

/X><Y Fla,y)dp xv = /X /Y f(x,y)dv(y)du(x).
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3.3 Jensen’s and Holder’s inequalities

Lemma 3.10. Suppose that f : R — R is convex. Then both one sided
derivatives exist and if x < y then

+ - +
Twsl w=Lw
and for all z
. ]
£(2) 2 maxt f(@) + D (@)=~ ), f@) + D (@)=~ ).

Proof. If xg < x1 < xo then

f(x1) = f(zo) _ flx2) — f(wo) _ f(z2) — f(21)

< <
T1 — T T2 — To To — 1
and L
L f )~ f()
h
is monotonically increasing. This implies the differentiability from the right,
and similarly from the left and the relation between the derivatives. O

Lemma 3.11. Let (X, A, u) be a measure space, y(X) =1, F : R - R
convez and f real valued and integrable. Then F o f is measurable, (F o f)_

1s integrable and
Fo/fd,uS/Fofdu
X X

Proof. Let tg = fX fdu. Since F': R — R is convex, we have for any ¢

F(t) > Ft) + 25 ()t~ 1),
Thus
dF T
WP o < 1) < nAF) + 5 1) — ) < 5))

and min{F o f,0} is integrable since x — F'(to) + %Jr(to)(f —to) (which is
affine in f) is integrable. Then

+

/X Fofdu> /X Fito) + 5" (0)(f — to)d

=F(to) + CZ:Jr(to) </X fdp — to) = F(to).
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We call a function f : X — C integrable if the real and imaginary parts
are both integrable. We say a property holds almost everywhere, if it holds
outside a set of measure 0.

Lemma 3.12. Let 1 < p,q < and%—k% =1. If fe L? and g € L7 then
fg is integrable and

\ / fgdu‘ < lllgllze.

If 1 < p < oo, then equality implies that g = A f|P=2f almost everywhere for
some X € K with || = 1.

Proof. We copy the proof basically from the one for the sequence space. As
there it suffices to consider f and g with || f||z» = 1 and ||g||r« = 1 and prove

1 1
/ Fllgld < / Liew o gpedu =1,
p q

The inequality is strict unless
1 py 1 q
[fo(@)] = ZIF @) + Zlg (@)

almost everywhere, which implies |g| = | f|P~!. Now

' / fgdu‘ < [ 1folase < 171Nl

and in the case of equality all inequalities must be equalities. Hence |g| =
|f[P~1. Now suppose for some integrable function h

‘/hd,u’ :/|h|d,u.

Then there exits A € C with |\| =1 so that [ hdu € [0,00) and

/A_lhd,u:/Re/\_lhd,u:/|h|d,u

h = Ah|

and hence

almost everywhere. Back to our situation above this implies
—2 7
g=AfP=f

almost everywhere for some complex number A of modulus 1. O
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3.4 Minkowski’s inequality

Theorem 3.13. Let 1 < p < 00 and let X and Y be spaces with o finite
measures | and v respectively. Let f be u X v measurable. Then

( /X pdu<w>>l/p§ /Y < /X |f($,y)|pdu(:v)>1/pdy(y).

If 1 < p, if the integrals above are finite, and if

</X de‘))l/p -/ ( /. If(x,y)\pdu(x)>1/p v (y).

then there exist a p-measurable function « and a v-measurable function 8
so that

/ |F (@, y)ldv(y)
Y

/ f(z,y)dv(y)
Y

fz,y) = a(x)B(y)

almost everywhere. A special case is the triangle inequality (which holds
without assuming o finiteness)

If+ gllzey < Wfllzeey + 19llLr )

whenever f and g are p-integrable, with equality for p > 1 iff f and g are
linearly dependent.

Proof. We assume first that f is nonnegative and omit the absolute value.
We claim that

Y- /X 2o y)dp(z)  and H(z) = /Y f(,y)dv(y)

are measurable functions. This follows from the Theorem of Fubini if f resp
fP are p x v integrable, and by an approximation argument in the general
case. Then

[ m@ane) = [ [ ity
- /Y /X Fa, y) B (@)dpu(2)du(y)

<[ ([ f”(:v,y)du(a:)>1/p (f mraute)) 7 )

P

([ i) ww ([ maw)
Y X

where we used Holder’s inequality with ¢ = %.
We want to divide by the right hand. We can do that whenever the left
hand side is neither 0 nor oo, and we can achieve that in the same fashion

as for sequences.
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Now assume that p > 1, f is complex valued and integrable. Then, with

X /yf(x’y)d’/( dp(z / (/ |f(x,y)|dv( ))pdu(;z)

and we continue as in the previous step, assuming equality. Then we have
equality in the application of Holder’s inequality

(2, 9)] = ao(z) /Y @ )lav(y)

for almost all x and y. Since we must have also equality in the equality
above we must have

f(z,y) = a(2)B(y)

for some measurable function o and .

For the last part we apply the first part with the counting measure on
Y = {0,1}. The product measure is defined in the obvious fashion, even
without assuming that p is o finite. If f is p integrable then by the definition
of the integral

pz: [f(@)] >t}) <t fI7
Let

A= U{x )|+ lg(x >r>;}

which is a countable union of sets of finite measure. We replace X by A,
take as o algebra the sets in A which are contained in A, and p restricted
to this o algebra as measure. This is o additive. O

Definition 3.14. Let (X, A, p) as above, 1 < p < co. We define the space
LP(u) as equivalence classes of measurable p integrable functions and equipp
it with the norm ||.||Le. If p = 0 we define L™ (p) as the space of equivalence
classes of measurable almost everywhere bounded functions equipped with

| fllzee = inf{C : there exists a set N of measure 0 so that |f(x)| < C for x € X\{N}}.

The Minkoswki inequality implies the triangle inequality. Here f ~ g if
f(z) = g(x) almost everywhere, i.e. if there exists a set of measure 0 such

that f(z) = g(x) for x € X\N.
06.11.2019

3.5 Hanner’s inquality

There is an improvement of the triangle inequality.
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Theorem 3.15 (Hanner’s inequality). Let (X, A, i) be a measure space and
f, g be p-integrable functions, 1 <p < oo. If 1 < p <2 then

P (3.1)

1f + gl + 1f = allze = (f e + Ngllze)” + [I1£ 1o = llgllze

(1F +gllze+I1f =gl o)+ 1 f +glle = 1f =gl e [” < 2P (N F 10 +gl70). (3-2)

If 2 < p < 00 all inequalities are reversed.

The inequalities reduce to the parallelogram identity if p = 2. Both are
equivalent: The second is obtained from the first by replacing f by f + ¢
and g by f — g. It suffices to prove the first inequality.

Proof. We may assume that ||g||z» < || f||zr (otherwise we exchange the two)
and || f||z» = 1 (otherwise we multiply f and g by the inverse of the norm).
The first inequality follows from the following pointwise inequality: Let

ar) =1 +rP 4+ 0 =r)P L Br)=[14+r)Pt =1 —r)P i,
We claim that
a(r)[fIP+B)|gl” <[f+glP +|f —gl” (3.3)

for 1 <p <2 0<r <1 and complex numbers f and g (and the reverse
inequality for 2 < p < c0). Indeed, ({3.3)) implies

a(r)[f(2)[" + B(r)lg(@)” < [f(x) + g(x)[” + [f(z) — g()[?
and by integration

a2 + Bl < If +gllze + 1f = glIL,-

We apply the inequality with r = ||g|r» and recall that || f||z» = 1. The left
hand side becomes

[(HfHLp +lgllee)y = + Alf e = llgllze )P (1 ]lze

+ [(HfIILp +lgllze)? ™ = (Ifllze = lglze) ™) [lgl e
=l llee + llgllee)? + (1 fllLe = llgllze)-

It remains to prove (3.3).
Let for 0 < R <1,

Fr(r) = a(r) + p(r)RP.

We claim that it attains its maximum at r = R if 1 < p < 2 and resp. its
minimum at r = R if p > 2. We compute

Fh=d +fR=(p—1)[1+rP2 =1 -r)P21 - (B/r))
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and the derivative vanishes only at » = R and changes sign there. Thus
a(r) +B(r)R? < (1+R)"+ (1 - R)”

if 0 < R <1 and p < 2 with the opposite inequality if p > 2. Now let R > 1.
Since § < « if p < 2 we obtain

a(r)+A(r)RP < RPa(r)+B(r) < RP[(1+R™P+(1-R™P] = (1+R)P+(R-1)F

and the reverse inequality if p > 2. This implies (3.3]) for real f and g. We
claim that (3.3]) holds for complex f and g. It suffices to consider f =a >0
and g = be®. Since

(a® + b + 2abcos 0)P/% + (a® + b? — 2abcos O)P/?

has its minimum at § = 0 (resp. its maximum if p > 2) since x — 27/2 is
concave if p < 2 (convex if p > 2). O
3.6 The Lebesgue spaces LP(u)

Lemma 3.16. The set of p-integrable functions is a vector space. The
Minkowski inequality

If +9gllr <[ fllLe + llgllze

holds. Moreover

IAf e = (A fll e

and
1fllr =0
if and only if f vanishes outside a set of zero
u({f #0}) = 0.

These functions are p integrable for all p. They are a subvector space.

Proof. The vector space property follows from the Minkowski inequality.
The other statements are obvious. O

Definition 3.17. We call two measurable functions equivalent f ~ g if
w{f # g}) = 0. We define LP(u) as the space of equivalence classes of p
integrable functions.

If f ~ g then ||f—g|/z» = 0. The equivalence relation is compatible with
the vector space structure.

Theorem 3.18 (Fischer-Riesz). The space LP(u) is Banach space.
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Proof. Tt is straight forward to verify that LP(u) is a vector space (using
Minkowksi’s inequality), and that ||.||z» is a norm. Completeness is more
involved. We only consider p < co and leave the case p = oo to the reader.

Let f,, be representatives of a Cauchy sequence. By taking subsequences
if necessary we may assume

I fn = Fnllze < 27 mintmn),

We define the monotone sequence of functions

n—1
Fo(z) = [f1(@)| + Y |fms1(2) = fin(2)]
m=1
and F' = lim,,_, Fy,(x). F is measurable and by monotone convergence

/ FPdy = lim / FulPdu < 1112, + 1
n—oo

and in particular it is finite almost everywhere. Thus

n—1

fn = fl + Z(fm+1 - fm)

m=1

converges if F'(x) < co. Let f be the limit if F'(z) < oo, and 0 otherwise. It
is measurable. Since max{f, f,} < F we obtain by dominated convergence

I = fullZ Z/If—fnlpdu—w.

3.7 Projections and the dual of L”(u)

Lemma 3.19. Let 1 < p < oo and let K be a closed convex set in LP(u).
Let f € LP(u). Then there exists a unique g € K with

1f = gll ey = dist(f, K).

Moreover
Re [ (h=g)(F~g)lf —gP~du <0, VheK
X

Proof. Let h,, be a minizing sequence. Since 3(hy, + hy) € K and
1 = f+ by = fllee < lhn = flle + [[Bom — fllLr, we see that

|\hn, — f + b — flloe — 2dist(f, K).
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Now let p < 2, from the second Hanner’s inequality we obtain

(”hn - f + hm - f”LP + th - hmHLp)p
+ Mhn — [+ hm— f”Lp - ”hn - hmHL”’p
<2(|lhn = fl70 + llhm — fl70)-

Let A = limsup,, ;o0 [|on — hm|lzp. This limsup is obtained along two
subsequences n,m — oco. Let D = dist(f, K). Then

(2D + AP 4+ |2D — AP < 2PFTLpP
which implies A = 0 by the strict convexity of A — [2D + AP.

If p > 2 we argue similarly with the first inequality.
Now let g € K be the point of minimal distance and let h € K. Let

N(t) = / (g +t(h — g))[Pdp.

Then N(t) attains its minimum at ¢ = 0 on the interval [0,1]. We claim
that its derivative at ¢t = 0 is

SN0 =pRe [ 1)~ gl *(£(z) - g())(g(w) — hla))dp

This implies the assertion.
To calculate the derivative we assume that f,g € LP(u) and define

N(t) = I + gl 7.
Since almost everywhere
d o
g lt=olf +tgl” = plf["""Re fg
and since the pth power is convex also t — |f + tg|P is convex and
FP = 1f =g < TF +tgP — |f1P) < |F + g ~ 7P

by convexity the formula follows by dominated convergence. O

Theorem 3.20. Let (X, A, p) be a measure space, 1 < p,q < 00, %—I—% =1.
Then

JiLi3g o (f / Fodu) € (L ()"

18 a linear isometric isomorphism.
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08.11.2019
The proof is the same as for Hilbert spaces: By Holder’s inequality the
map is well defined and

13 zeys < 1 llza-

Since
SN2 F) = / lidp

we conclude as for Hilbert spaces that

13 zeys = (1l za-

Surjectivity is proven exactly as for Hilbert spaces.

Corollary 3.21. Suppose that p is o finite. Then

59 (f = / fodp) € (L))"

18 an isometric isomorphism.

The proof is an exercise on sheet 5.

3.8 Borel and Radon measures

Let (X,d) be a metric space. We recall that the Borel sets B(X) are the
smallest o algebra containing all open sets.

Definition 3.22. Let (X,d) be a metric space. A Borel measure is a mea-
sure on the Borel sets. A Radon measure is a Borel measure, such that for
every © € X there exists an open environment U > x so that p(U) < oo and
such that for every Borel set A

w(A) =sup{u(K): K C A, K compact }.
This is called inner regularity.

Definition 3.23. We call a measure complete, if the o algebra contains
every subset of a set of measure zero.

The theorem of Fubini in the form stated above holds for p x v with
the smallest o algebra containing all cartesian products of measurable sets.
The Lebesgue measure restricted to the Borel sets is not complete. We can
easily complete o algebras.

Lemma 3.24. Let p be a Radon measure. Then the measure of compact
sets is finite and for e > 0 and K compact there exists an open set U D K
of finite measure with u(U) < u(K) + €. This is called outer reqularity.
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Proof. Let K be compact. For every x € K exists an open set U, containing
x with u(U,) < co. Since K is compact and

KcUm

there exists a finite subcovering

N
KclJu, =U
j=1

and

N
W(K) < p(U) < 3 p(Us,).
j=1

We define U; = U N{z : d(z, K) < %} By the theorem of Lebesgue

p(Uj) = p(K).
U

Definition 3.25. We call X locally compact if for every point x there is
a neighborhood whose closure is compact. We call (X,d) o compact if it is
locally compact and if it is a countable union of compact sets.

Lemma 3.26. Let pu be a Borel measure on a o compact space (X,d) and
let B be a Borel set with u(B) < oo and € > 0. Then there exists a closed
set C' C B with w(B\C) < e. If u is in addition Radon then there exists an
open set U containing B with n(U\B) < €.

Proof. For the first part we may assume pu(X\B) = 0 - otherwise we define
v(A) = u(AN B). we define

F_ { ACR?: Ais Borel and for every € > 0 there exists a closed set C'

with u(A\C) < e.

It contains all closed sets. We claim:
1. If Aj € F then (A4, € F.
2. If Aj € F then JA; € F.

3. Since open sets are countable unions of closed sets every open set is in

F.

We define
G={A: X\A,AeF}
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Then G contains complements of elements and countable unions of elements
of G. Hence it is a o algebra containing all open sets, and thus it is the
Borel ¢ algebra. This implies the first claim.

Let now p be Radon and K; as above. Then K;\B is Borel with
u(.f(j\B) < o0o. Then there exists a closed set C; C f(j\B with ,u(([o(j\Cj)\B) <
€277, Let

U= J(K\C)).

Tt

1

J

It is open and
B = U(f{] ﬂB) - UIO(]\C] =U
j=1

Moreover
wU\B) = p(| J(KN\C)\B) <.
]

Lemma 3.27. Let (X,d) be o compact, assume that every compact set has
an open neighborhood whose closure is compact, and let p be a Borel measure
such that any compact set is of finite measure. Then u is Radon and it is
outer regular.

Proof. Only inner regularity has to be proven since outer regularity fol-
lows then by Lemma Let A be Borel with finite measure (why does
this suffice?). By Lemma there exists a closed set C' C A such that
n(A\C) < e. Let K; be compact subsets with X = J K; and K contained
in the interior of K 1. Then

W(C N K;) - u(C)
and C' N K is compact. ]

The most important example is the Lebesgue measure. A Radon measure
on a compact metric space is finite. If (X, d) is a countable union of compact
sets and p is a Radon measure then p is o finite.

The counting measure on R is not a Radon measure.

Remark 3.28. Continuous functions on compact metric spaces are inte-
grable with respect to Radon measures.

Lemma 3.29. Let (X,d) be a o compact metric space and assume that
every compact set has an open neighborhood whose closure is compact. Let
w be a Radon measure on X and 1 < p < co. Then continuous functions
with compact support are dense in LP(u).
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Proof. Let f be integrable. We decompose it into real and the imaginary
part and it suffices to prove the assertion for real functions. Similar we
decompose a real valued function into positive and negative part, and it
suffices to approximate a nonnegative integrable function f.

Since /fdu _ /0°° p({f > t})dt

given ¢ > 0 there exists 0 =tp < t; < ...t; <tj41 <ty < oo so that (with
to =0)

N
O</0 p({f > t})dt — ; n({f >t;}) <
Let
Ay = s f1) > 15,
Then

1F =Dt = ti-)xa,ll <e

and it suffices to approximate a characteristic function of a measurable set
A of finite measure by a continuous function. Let € > 0. By inner and outer
regularity there exists a compact set K and an open set U so that

KcAcCcU pU) <uK)+e.
Then d(K, X\U) := dp > 0 and we define
fo(x) =max{l — Ld(z,K),0} € C(X)

Then if dgL > 1 )
| fr — xallLr <ev.

If L is sufficiently large then supp f is compact. Thus continuous functions
with compact support are dense. ]
3.9 Compact sets

Lemma 3.30. If (X, d) is o compact and pi is Radon measure, then Lipschitz
continuous functions with compact support are dense in LP(u) for 1 < p <
0.

Proof. We prove that for every ¢ > 0 and f € C(X) with compact support,
there exists f. Lipschitz continuous with

supp f- C supp f

and
sup |f: — f| <e.
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It suffices to do this for f > 0. Since supp f is compact it is uniformly
continuous: There exists § > 0 so that |f(z) — f(y)| < € if d(z,y) < §. With

@)~ 1)
L= p{ d(z,y)

which is finite since it is the supremum of a continuous function on a compact
set, we obtain the inequality

Ld(z,y) > 5}

[f(x) = f(y)l < e+ Ld(z,y), Va,yeX.

We define
g(a) = min{f(y) + 2Ld(z,y)}.

One easily checks that g has Lipschitz constant 2L, and the mimimum is
attained in Bs(x) and

max{0, f(x) — £} < g(a) < f(a).

13.11.2019

Theorem 3.31 (Heine-Borel). Let X be a normed space. The close unit
ball is compact if and only if X is finite dimensional.

Proof. Let X be finite dimensional and let (z,) be a basis. Then

KN 5 (a) — Zan:cn

is an invertible linear map. It is easy to see that it together with its inverse
is continuous. The preimage of the closed unit ball is a closed bounded set
in RY, hence compact.

Now let the dimension of X be infinite. We construct a sequence (2, )nen
if unit vectors with distance at least % It has no convergent subsequence,
and hence the closed unit ball is not compact.

Suppose we have found z;...xy. Let Xy be the subspace spanned by
these vectors. We claim that there exists x 1 of length 1 with dist(xn41, Xn) >
%. Then we construct the sequence recursively.

Let © ¢ X with dist(z, X) = 1. Then there exists y € Xy by defini-
tion so that 1 < ||z — y|| < 2. We define

-7y
Iz —yll

TN

O

Theorem 3.32 (Arzela-Ascoli). Let (X, d) be a compact metric space. Then
a closed set A C Cy(X) is compact if and only if
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1. A s bounded.

2. A is equicontinuous, i.e. for € > 0 there exists § > 0 so that
[fl)=fl<e  iffeAandd(z,y) <d.

Proof. Let A be compact. Since

Co(X) > f = [ flleyx)

is continuous and hence attains its maximum in A, we deduce that A is
bounded. Let ¢ > 0. For every f there exists 6y > 0 and an open neighbor-
hood Uy C Cp(X) so that

lg(z) —g(y)| < e if g € Uy and d(x,y) < dy.

Then A C | sea Uy, and since A is compact there is a finite subcovering,
Ac UL, Uy, We define § = mindy,.

Vice versa, assume that A is closed, bounded and equicontinuous. Let
fj € A be a sequence. Given € > 0 we claim that there exists g such that
Bs.(g) C Cyp(X) contains infinitely many f;. By a recursive argument this
gives a convergent subsequence, and hence comapctness. Let € > 0and § > 0
as in the second condition. Then there exist a finite number N of points zy
so that Bs/o(wg) cover X since X is compact. There exists a subsequence
so that fj,(x) converges for all z;. In particular, after relabeling, there are
infinitely many {fj, }ien so that | f;, (zx) — fj..(xr)] < e. Then

fir € Bae(fi)-

Lemma 3.33. Let (X,d) be a compact set. Then it is separable.

Proof. Given ¢ there exists a finite number of points 2z, 1 < n < N(e) so

that the union of the balls B.(z5) cover X. Take a sequence ¢ = 277 we

obtain the countably many points (2),, ; which are dense. O
Corollary 3.34. Let (X,d) be compact. Then Cy(X) is separable.

Proof. By the proof of Lemma the Lipschitz continuous functions are
dense. The countable union of separable sets is separable and its closure is
separable. Hence it suffices to prove that

K ={f € CG(X) : [lf(@)llc,x) < n [ f(2) = F(y)| < nd(z, )}

is separable. This set is compact by Theorem [3.32] and hence separable. [J
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Corollary 3.35. Let (X,d) be o compact and p a Radon measure. If 1 <
p < oo then LP(u) is separable.

Proof. Since Lipschitz continuous functions with compact support are dense
we argue as for Cp(X) if X is compact. If X is o compact there is a sequence
of compact sets (K,), with |J K, = X, We may assume that K, C K,41.
If f € L%(p) then xk, f — f in LP(u) and the claim follows. O

Corollary 3.36. Suppose that 1 < p < oo, f € LP(R?), ¢ > 0. Then there
exist § > 0 and R > 0 so that for all |h| < ¢

1FC+R) = FOllr <& Ixra\Bro) fllr < e

Proof. The second claim is a consequence of monotone convergence. For the
first we approximate f by a Lipschitz continuous function ¢ with compact
support and Lipschitz constant |\g|zip, , [|g — f|lLr < €/4 and estimate

1FC+h) = Flle <IFC+ D) = g(+M)lle +If = glle + llg(- + h) = gllLe
<</a+2/4+ gl (2m*uppg))
<e
by choosing |h| < r for some small r. O
We want to characterize compact subsets of LP spaces.

Theorem 3.37 (Kolmogorov). Let 1 < p < co. A closed subset C C LP(R™)
18 compact iff

1. C is bounded.

2. For every € > 0 there exists § so that for all |h| < 6 and all f € C
Hf( + h) - f”Lp(]Rd) <eg
3. For every € > 0 there exists R so that for all f € C
[XRa\BR(0) fllLr <.

Proof. Let C' be compact. Since f — || f||zr is continuous it attains its
maximum and hence C' is bounded. Suppose there exists € > 0 and h; — 0
and f; € C so that

15 (-4 hs) = fillLe > €.

Since C' is compact we may assume that f; is a Cauchy sequence with limit
f. Then there exists § > 0 so that

If(+h) = fllir <e/2
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for |h| < §. This contradicts the previous inequality. Similarly we deduce
the third part.

Vice versa: Suppose that C C LP(R?) is closed, bounded, and satisfies
the three claims. We choose a smooth function 7 supported in the unit ball
with values between 0 and 1 and [ 1 = 1, define n,(z) = r~n(z/r) and we
fix € > 0. Then there exists § so that by Minkowski’s inequality and the
second assumption

Ifr = fllze < Sup [FC+h) = Fllee <e/4, fr=mr* ],

for all f € C and r < §. Moreover f, is Lipschitz continuous with Lipschitz
constant depending on §. We choose R large so that

1f = xBro)fllr <e/4
for all f € C. Then also
1 fr = XBr(o)frllLr <e/2.

By Theorem the set

{frlm0y: f€C}

is compact in Cy(Bg(0)), and hence in LP(Bg(0)), and we can cover it by a
finite number of balls of radius €/4. But then the balls with radius ¢ cover
C. Thus C is precompact, and compact since it is closed. ]

15.11.2019

3.10 The Riesz representation theorem for C,(X)

Definition 3.38. Let (X,d) be a o compact metric space and K; C X
compact with K; in the interior of Kj41 and X = |JK;. We denote by
Co(X) C Cp(X) the continuous functions f with limit 0 at oo, i.e. for all
e > 0 there exists j so that f is at most of size € outside K;. We define
Co(X) as the subspace of continuous functions with compact support.

Let K be compact. Under these assumptions there exists n so that
K C K. Indeed, since X = (J,intK, also K C (J,, intK,. Since K is
compact there exists a finite subcover.

Thus C.(X) C Cp(X) and it is not hard to see that the latter is the
closure of the first.

Definition 3.39. Let (X,d) be a metric space. We call L € (Cp(X))*
nonnegative if
L(f)>0 whenever f > 0.
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Theorem 3.40. Let (X,d) and K,, be a above and let L : Cyp(X) — K be
linear and assume that it satisfies

IL(S)| < Crllifllcox)

for f € Co(X) Then there exists a Radon measure p and a measureable
function o : X — {£1} so that

L(f) = /X fodp

Definition 3.41. Let L be as above. We define the variation measure of L
by
p(U) = sup{|L(f)| : f € Ce(X),supp f C U, [f] <1}

for open sets U and for general sets
w*(A) =inf{u(U): ACU,U open }.
Proof. We prove the theorem by several steps as follows:

1. p* is an outer metric measure, which defines a Radon measure on the
Borel sets.

2. For f € Cp(X) nonnegative we define

A(f) = supf{|L(g)| - [9] < f}

and prove for f nonnegative
A = [ fau
3. As a consequence

L(f)] < / Fldy

and we can extend L to L'(u), hence L € (L'(u))* and there exists
o € L*>®(u) so that

Lf) = [ fodu
for all f € Ce(X) with [[o][ ey < 1.

4. We complete the proof by |o(z)| = 1 for almost all x. Since we may
change on a set of ;1 measure 0, we obtain |o| = 1.
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Step 1: We claim that p* is an outer metric measure. Clearly

w(X) =Llcgxy,  w({}H)=0

and A C B implies p*(A) < p*(B).
To show that it is an outer measure, we prove first ¢ subadditivity for
open sets. let U; be open sets, U = UU; and we have to show that

prU) <> ().

Let 0 < f <1 with supp f C U. We have to show that

L(f) < 3w ().

Let K = supp f which is compact. Thus K is covered by finitely many
U;-Vlej for some N < oo. Moreover we may assume that the U;’s are
contained in a fixed compact set, or even replacing X by this compact set,
that X is compact. We claim that there exist g;, 0 < g; < 1, suppg; C U;
and ) g; =1 on K. We define f; = g;f for 1 <j < N. Then

N
L(f) =Y _L(f;) <> p(U)).
j j=1

To see the existence of the g;, take Uy = X\K (and recall that we may
assume that X is compact). Then X = UéVZOUj and we take a subordinate
partition of unity, i.e. functions n; € Cy(X) with 0 < n; and suppn; € U;

so that
N
1=
=0

The functions g; = n; for 1 < j < N have this property. More precisely,
let Ag = X\ U;VZI Uj. It is compact and satisfies Ag C Up. There exists
o € Cy(X) supported in Up, identically 1 on Ay. Let A1 = X\ ({z : jo(z) >
33U U;VZQ U;) C Uy and we repeat the contruction. Recursively we obtain
7i; with

N 1
— 50>
7=0
in X. We define _
n.:ﬁ
T

A standard argument in measure theory implies subadditivity for all sets.
Finally, if A, B are Borel sets with positive distance there exist disjoint
open sets V and W containing A resp. B. Then

p(AUB) =inf p*(U) =inf p*(UNV) + p*(UNW) = p*(A) + p*(B).
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and hence p* is a metric outer measure.

Let u be the measure defined by the Caratheodory construction, hence
by restricting p* to measurable sets. Since p* is a metric outer measure all
Borel sets are measurable, and we consider u as restricted to Borel sets. In
particular open sets are Borel sets and

for open sets. By construction p is bounded hence bounded on compact sets
and thus its restriction to Borel sets is a Radon measure.
Step 2: Let f € C.(X) be non negative. We define

A(f) =sup{|L(g)| : g € Ce(X), |g| < f}-

Clearly 0 < f1 < fo implies A(f1) < A(f2) and for ¢ > 0, A(cf) = eA(f). We
claim that

A f1+ f2) = A(f1) + A(f2)

for fi1, foa € C.(X) nonnegative. Indeed, if |g1| < f1 and |ga| < fo then
lg1 + 92| < f1 + f2, and, if in addition L(g1), L(g2) € [0, ),

|L(g1) + L(g2)| < A(f1 + f2)-

This gives
A(f1) + A(f2) < A(fL+ f2)
Now let |g| < f1 + f2. We define

oo | A h >0
0 otherwise

and similarly go. Then |g;| < f; and hence

IL(9)] < A(f1) + A(f2)

which gives

M) = Af1) + A(f2)

We claim that

A = [

It suffices to consider 0 < f < 1. We approximate f by step function so that
1 = 1
1f = N Z XUj”sup < N (3.4)
j=1
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=
pd N
NN

Figure 1: Formula (3.4])

with )
J
Ui=A{z: f(z) > =}.
y={e: f(@) > )
By continuity U;jy1 C U;. We approximate the characteristic function by

continuous functions so that suppn; C Uj_1, n; = 1 on U; and p(suppn;\U;) <
1/j. We define

1
g = N Z nj
7j=2
so that 5
I<g< f< —.
g< f<g+ N
and supp g is compact.
Thus 5
Ag) = M) = M) + I Llle;
and

By definition

and hence
1 N 1 N-1
T2 HU) Mg < 5 > wUy)
j=2 Jj=1
and
N-1 N
1 1 1 1
N 2 wU;) =+ ZM(UJ‘) = ) < L] -
7=1 Jj=2
We obtain

‘A(f) -

S

)
du| < —||L||o*
17 u‘_NI les

and the claim follows.
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Step 3: Now
LU < A(f]) = / Fldp.

We extend L to an element in (L!(u))*, which is represented by an infinite
integrable function o by Corollary . Moreover

ol ooy < 1Ll (21 gy = 1-
Step 4: We claim that |o| = 1 almost everywhere. By definition

u(U) = sup{ / fodu=L(f): f € Co(X),|f| < 1,supp f C U}

We choose a sequence of functions with

/ fiodn = L(f;) = u(U).

Since [ fjodu < [ |o]dp and |o| < 1 we deduce |o| = 1 almost everywhere.
0

20.11.2019

3.11 Covering lemmas and Radon measures on R?

The space R? is ¢ compact and the Lebesgue measure is o finite Radon
measure.

Theorem 3.42 (Covering theorem of Besicovitch). There exists My de-
pending only on d so that every family F of closed balls with bounded radii
contains My subfamilies G, 1 <m < My so that each Gy, consists disjoint
balls and if A is the set of the centers then

The same statement with the same proof holds for open balls.

Proof. We assume first that A is bounded and define D as the supremum
of the radii. There exists a ball By = B, (x1) with r; > %. We choose

recursively B,, = B, (x,) with z, in

n—1
Ay = A\ U BTj (xj)
j=1

so that

Ty > zsup{r : B.(x) € F,z € An}.
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We stop if A,, = { }. For simplicity we consider the case when the procedure
does not stop. Then whenever j > n, we have r; < %rn (otherwise we would

not have chosen B, (x,)) and

‘xjfanTnZM

and the balls B, /3(z;) are all disjoint. Thus r, — 0 (otherwise there would
be infinitely many disjoint balls in a bounded set, which is impossible) and

ACUBn
We fix k£ > 1 and define
I={j:1<j<kBjNnB,#{}}

We claim that there is a bound for the number of balls in I: #I < M, with
M, depending only on d.

We first bound the number of small balls. Let K := I N{j:r; < 3rg}.
Then #K < 20¢.

To see that we consider j € K and choose = € B, 3(zj) C Bsy, ().
The #K balls B, 3(z;) are all disjoint and hence

(Bri)? > > (rj/3)" = (ri/4)"#K.

JjeK
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This implies the desired bound.

Next we bound the number of large balls, i.e #(I\K). Let now i,j €
I\K, i # j. We will give a upper bound on

<in — xk,xj — $k>
cos(L(xpx;, xprsi)) = .
(AL ) = iy —

This gives a lower bound on the distance of the points % for n < k,
n € I\K, and hence a upper bound on their numbers L; depending only
on the dimension since the unit sphere is compact. Therefore we can take
My =20%+ Ly + 1.

To simplify the notation we assume that zp = 0 and r, = 1. Let 6 be the
angle between the centers Zx;, ;. Since B; N B # { } and B; N By, # { },
we have without loss of generality

ri <l < gl [2i| <ri+ gy o] < gt

We claim that cos(6) > % implies x; € B;. Firstly we notice that if
|z; — 25| > |x;|, then

i) + |2j? — |og — ) E ]

cosf = < =
22| 2|zillzj|  2|xjl

Hence cos > % implies
i — x| < .

We suppose by contradiction that x; ¢ B;. Then r; < |z; — x;| and

Cwi? A+ | — e — ay)?

cosf =
2|zil|;]
_ il N (5] = |zi — z;3])(|25] + |25 — 24])
2|25 2|zi|;]
Sl-i- 5] — |@s —
2 ‘$z|
<1+ ri+TE—7;
-2 T
1 r 5
—p ke
2 + ri 6

Now it suffices to derive the upper bound for cos @ when x; € Bj, since
otherwise cos 6 < % has already a upper bound. So we assume z; € B; from
now on. Then i < j, since otherwise B; would not have been chosen, and
thus z; ¢ B;, and

4
3 <1 <z — 4] <rj<gri, T < i) < 1+ri, 15 <laj| <1475
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The proof becomes now an exercise in planar geometry. We have

3 17’]' 1 r %Tz‘—l T‘Z'—I-T‘i—Tj—l
16 ~4|zj| = 3zl =zl T |z
i — aj] + || — |2yl
B ||

|51 i — 2]
_ | _m3|2 — ||zi| = |$j”2
|zj||zi — 2]
=2(1 — cosb) [2ille
|zl — ;]
=2(1 — cosb) il
|zi — 2]
i+ 1
<2(1-— cos@)n +
ri
8
< —(1 —cosf
<2(1- cost)
119
and hence cos 6 < L

It remain to define the sets G,,. We do this by defining a map
o:N—={1,... M}.

We choose it to be the identity for j < M. After that we proceed recursively,
which we can do since

#{i<k:BN B # {}} < Ma

It remains to extend the result to unbounded sets. We do this by applying
the first part in the annuli 6(m — 1)D < |z| < 6mD and increasing My to
2My.
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Theorem 3.43. Let ju be a Radon measure on R® and let F be a family of
closed balls and let A be a Borel set which is the union of the centers. We
assume (A) < oo and inf{r : B,(z) € F} =0 forx € A. Let U C R? be
open. Then there exists a countable collection of disjoint closed balls G C F
so that B C U if Be G and

p((anun U B) =

BeG

Proof. We fix 6 so that 1 — ﬁ < 6 < 1 and claim that there is a finite
collection of disjoint balls B;, 1 < j < M in F so that

m AmU\U < Ou(ANU).
7j=1

Suppose this is true. Then we define

M M
A=A\ JB;, v1=U\JB,
j=1 i=1

and repeat the argument with F; the subset of balls with center in Aj.
After the kth step the complement has a measure at most 67 (U N A). So it
remains to prove the claim. Let Fy be the subset of balls with radii at most
1. Then we apply the Besicovitch covering theorem and obtain G,,. Then

My
Anvcl) U B

j=1BCG;
and
My
wANU) < ZN(AOUH U B
j=1 BeG;

There exists J so that

(AmU)<M(AmUm U B).

Md
BeGy

By monotone convergence there exist finitely many balls in G; so that the
claim holds. O

22.11.2019
We turn to derivatives of Radon measures.
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Definition 3.44. Let 1 and v be Radon measures on R, For x € RY we
define

Dv(z) = lim sup,._, % if W(By(x)) >0 for allr >0

' oo if for some r > 0, u(By(z)) =0
Dyv(z) = 4 Hmintroo UZELif w(By(x)) > 0 for all 7> 0
2} oo if for some r > 0, u(Br(z)) = 0.

We say that v is differentiable with respect to p at x zfﬁ#y(x) =Dyv(x) <

00. Then we write D,v(x) when D,v(z) = D,v(z) and call thi@uantity
the density of v with respect to p. o

Remark 3.45. Let f € C.(RY) and p Radon measure. Then

x%/f(yfv)du(y)

s continuous and hence Borel measurable.
Since the characteristic function of open and closed balls can be obtained
as pointwise limit of continuous functions with compact support, the map

= v(Br(z)), x— u(Br(z))
are measurable. Thus

L | S if 1(By(z)) > 0
S Zf M(Br(x)) =0

1s Borel measurable. The maps
r = u(Br(x), 1= v(Br(z))

is monoton and continuous from the left. There are at most countably many
points of discontinuity. Thus also D,v(z) and D,v(x) are Borel measurable
since we can write them as inf’s and sup’s over rational radii. Moreover by
inner and outer reqularity we obtain the same D, v(z) and D,v(x) if we use
closed balls. o

Theorem 3.46. Let i and v be Radon measures on R?. Then
1. Dyv(x) exists and is finite i almost everywhere.

2. D,v is Borel measurable.
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Proof. We may assume that u(R%) < co and v(R?) < oo.
Step 1: We claim that for all Borel sets B and all ¢t > 0

v(BN{z: Dyv(z) <t}) <tu(BN{z: Dyv(z) <t}),

v(BN{z: Dyv(z) > t}) > tu(BN{z: Dyv(z) > t}),

v(BN{z: Dyv(z) <t}) <tp(BN{z:Dyv(z) <t})

and
v(BN{x: Dyv(z) > t}) > tu(BN{z: Dyv(z) > t}).

The proofs are the same for D,v(z) and D,v(z), and we restrict ourselves
to D,v(x) o

"By outer regularity p(B) = inf{u(U) : B C U} and it suffices to prove
the claim for B = U open. Let A = {z € U : D,v(z) < t} (opposite
inequality for the second inequality). . Let (again with the reverse inequality
for the second inequality)

F ={Br(a) :a€ A,B,(a) CU,v(B(a)) < tu(Br(a))}.

For every x € A, F contains arbitrarily small balls and we apply Theorem
to obtain a sequence of disjoint closed balls B; in F so that

v(A\|JBjn) =0
(u(A\U,, Bn) = 0 for the second inequality). Then

()= w(By) <t u(B;) < tu(U)
resp. for the second inequality
v(U) 2 u(B)) >ty u(B)) = tu(A).
Since
w(A) =inf{u(U): AcU},  v(A)=inf{v(U): AcC U}

we obtain the first two inequalities.

Step 2: We claim that D,v(x) < oo outside a set of 1 measure 0. Let
A={z:D,v(z) =oco}. Then

v(4) > tu(A)

for all ¢, hence p(A) = 0.
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Step 3: For s < t we define
R(s,t)={z: Dyv(z) <s<t< D,v(z)}

Then
tu(R(s,t)) < v(R(s,1)) < su(R(s,t))

which implies u(R(s,t)) = 0. Since

{z:Duw(x) <Dw(x)}= |J R(s1)
5<t,5,t€Q

we see that Dyv(x) = D,v(z) for 1 almost all z. O

Definition 3.47. Let 1 and v be Borel measures on R?. We say the measure
v is absolutely continuous with respect to p, v << u, if p(A) = 0 implies
v(A) = 0. The mearures v and pu are mutally singular if there exists a Borel
set B such that u(X\B) = v(B) = 0. We write then v L p.

Theorem 3.48 (Radon-Nikodym). Let v and u be Radon measures on RY
with v << p. Then

v(A) = / D,vdu
A
for all Borel sets.

Proof. Tt suffices to consider the case u(R?) < oo and v(RY) < co. We have
seen that

H({ Dy () = o0}) = 0

and hence, since v << p, v(({Dyv(x) = 00}) = 0. In the same fashion
v({Dyv(x) = 0}) = 0.
Let A be a Borel set. For t > 1 we define

A, =An{t" < D < ",

Then

v(A) = ;i: v(A,) < ;i: " u(A,) < t/ooo p({Dyv > s})ds = t/ADMydu
and

v(A) = i v(A,) > i t"u(Ay) >ttt /000 p({Dyv > s})ds =171 /ADMVdr“'
We let now ¢ — 1. O
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Theorem 3.49 (Lebesgue points). Let pu be a Radon measure on R? and
feLi (u). Then

loc

fla) = limy u(Bo(e)) ™ [ R

r—0

exists almost everywhere and we define f(z) =0 if it does not exist. Then
f is in the equivalence class of f. If f € LY (u) then f € LY and

loc loc

lim (B, (x)) " /B ) = @it = o

r—0

almost everywhere.

Proof. Tt suffices to consider nonnegative f and p(R?) < co. We define

v(A) = /A fdpu.

This is a Radon measure by Lemma which is absolutely continuous
with respect to p. Thus

() = [ D= [ Fan

and D,v lies in the equivalence class. Now the first claim follows from
Theorem [3.46]
For every t, | f(x) — t|P is integrable. From the first part

i p (B )) [ 11(0) — ) = [5() 4

r—0

almost every where. There is even a set IV of ;. measure zero so that this is
true for all t € QQ outside the same set of measure zero. Let € > 0. Thus the
set of all z such that

lim sup (B, (z)) " /B W) = f@Puty) > <

r—0

is contained in N. To see this, chose ¢t € Q so that |f(x) — t|P < e. This
completes the proof. ]

Corollary 3.50. Let p be a Radon measure and f € LP(u). Then there
exists a cannonical representative of the equivalence class.

27.11.2019
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3.12 Young’s inequality and Schur’s lemma

Let (X, A, ) be a measure space and suppose that 1 < p,q,7 < oo and
%—0—%4—% =1.If fe LP(u), g € LYu) and h € L"(u), then fgh is integrable
and

] / fghdﬂ' < 1w gl oo Il o,

This is a consequence of a multiple application of Holder’s inequality:

[ gotan| < 11uslgnl 2,

and

71 || 1 P
lgle=H|hl> = dp < llgl | awn 1ol reon = llglza” IRIZ:

P

1 1 1
p<+>:pu—):L
p—1\q r p—1 P

We denote LP(RY) (or even LP) for LP(m?) where m? is the Lebesgue
measure.

since

Lemma 3.51. Suppose that 1 < p,q,r < oo satisfy
1 1 1
S =2
p q T

and that f € LP(R?), g € LY(RY) and h € L"(RY). Then
RY xR 3 (2,y) = f(=2)9(x - y)h(y)
1s integrable and
IFg.)= [ f(-alg(e ~ hldn®a,y)
Rd xR

satisfies

L(fy9,0)] < I fllzellgllzallhll -
and

I(f,9,h) = 1(g, f,h) = I1(f, h,9) = I(h, g, f)

Proof. We assume 1 < p,q,r < oo since the limit cases are simpler, and
follow by obvious modifications. Measurability is a consequence of the the-
orem of Fubini. It suffices to prove the statement for nonnegative functions

since
‘ / fghdm®!| < / |fgh|dm®®
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and the integrability of fgh follows from the integrability of | fgh|. We define
P, ¢ and v’ by % + 1% =1,ie. p = z% etc. Let

a(z,y) =|f(—2)P" [g(z — y)|",
Bz, y) =|f(—x)[P/7 |h(y)|"'?,
Yz, y) =lg(z — y)| 77 |h(y)[7.

1 1 1
Then?—i—?—i—W:land

I= / a(z, 9)B(x, y)y (@, y)dm?*®
<llall o 181 o I o

Boog B 5L
A AT EA L FA T AT A
11l llgl el o

The second last equality is a consequence of the theorem of Fubini. ]

Theorem 3.52 (Young’s inequality). Suppose that 1 < p,q,7" < 0o and

1 1 1

- + - = 1 + *,

p q r
If f € LP and g € LY, then for almost all x

fl@—y)g(y)
1s integrable and
| [ f@—y)g(y)dm(y) if integrable
Jrg@) = { 0 otherwise

defines a unique element in L™ (R%) and
1+l ety < 17 o gl
Proof. We have e~le1* ¢ L7 for all 1 < r < 0o. Then

e 1P fa —y)g(y)

is m?? integrable by Lemma We apply Fubini to see that [ f(z —
y)g(y)dm?(y) exists for almost all z. By Theorem the estimate follows
once we prove

\ / 7+ ghdm®| < 1120 gl o 1Al
for
1 1
-+ - =1
T T
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and all h € L". Since then

and, by Fubini and Lemma [3.5]]

‘/f*gh )dx

/ || |g|hldm

= [ 1t = pllg @) am* (s,
<[ 7l sl

There is a particular case: if ¢ =1 and p = 7'

1f* glle < [ fllzellgllzr-

There is an important variant. Let 1 < p < oo, and f € LP(u). Then

o0 o0
1 = [1vdn= [ uisl > ar=p [ o> ar
> suptu({|f| > t}) =: || fII]s
t>0 v
This is an abuse of notation, since the right hand is not a norm. We write

f e Li if f is measurable and || f||zz < oo.
The interesting example is f(x) = |z|~%? € L,

Theorem 3.53. Let 1 < p,q,r < 0o satisfy

111
S+ =2
poa T

feIP(RY), ge LLRY), h e L"(RY). Then
‘/ f(@)g(a = y)h(y)dm? (z)dm?(y)| < e(d, p, @)l f|l o9l 1hll -

and, with L -+ T, =1

1f *gllzr < eld,p, @) fllzrllgll e -

Proof. We replace f, g and h by their absolute value. The left hand side
does not decrease, and the right hand side does not change. Multiplying
each function by a constant we assume

£l rray = 1, 190l 2o, ey = L, [|Pll o (may = 1.
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We denote the left hand side by I(f,g,h). Then, with the fundamental
theorem of calculus and Fubini

g(z—y) h(y)
f)ga / / dtl/ dt2/ dtgded(CL‘,y)
R4 x R4
:/0 /0 /0 T(X (>t }) X{g>t2} X{h>ts})dl1dE2dt 3

Replacing one of the characteristic functions by 1, using for example

I(f. g1 /fdm /gdm

(and doing the optimal choice), and using m?({x : g(z) > t}) <t79

I(X{f>t1} X{g>ta}r X{h>tsy) < min{F(t1)G(t2), F(t1)H (t3), G(t2) H(ts3)}
< min{F(t1)ty 1, F(t1)H (t3),t5 TH (t3)}

where
Py =mi({f > 1)), H(t)=m({h>1}).
We decompose the outer integral with
L = X{F(t)<H(ts)} T X{F(t1)>H(t3)}>

and write accordingly I(f,g,h) = I1(f,g,h)+12(f, g, h), we consider I (f, g, h).
1

We carry out the integration with respect to to > H < first and split the
integral into ty < H(tg)_l/q and to > H(tg)—l/q;

oo [ g=1 1
I S/ / XFSHF(tl)qu (tg)(T+1)dt1dt3

ql/ / XF<HF(751)H a (tg)dtldtg

Since F' < H implies

g-1
Fe)H ()T < F(t)'T H(ts)
we obtain (splitting the 3 integral into two integrations)

q

qg—1 {(t1,t3):F(t1)<H(t3)}

q_1</ it [

The roles of F' and H are symmetric and we bound only the second integral.

—1
I < Xr<iF(t)(H(ts)) @ dtidts

t r/p tzlr/r

| /\

F q (tl)dtldt3+/ F(tl) H q (t3)dt3dt1)
0 0
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We use Holder’s inequality with m = (r — 1)%

q—1 1

p/T
(1

—1 t117/T q
H(ts) T t7t; "dts < ( H(t3)ts\dts /
0 0 0

p/T
(1

g (=D dts)

and Y
& ) R S )
/ ts TV dty = cty " =cth
0
hence
e’ o) Ll
i
I < 2c/ Rt dt </ tg_lﬂ(tg)dt;),) < ¢(d, p, q)
0 0
as claimed, due to the normalization || f| z» = |||z = 1.

Example: v € C2(RY), f = Au, d > 3. Then

u(z) = caf %[>~

and if
1 2
I1<pr<oo, —-=--—-
p d
Then |z|>~¢ € Ld%%
P d p d T

Thus
lullr < el fll parey-

Schur’s lemma gives a criterium for an integral kernel to define a linear
map from LP(v) to LP(u) for 1 < p < oc.

Theorem 3.54 (Schur’s lemma). Let (X, A, u) and (Y,B,v) be o finite
measure spaces and k : X XY — R be u x v measurable. Suppose that
Cy,Cy € 10,00) and

sup [ hlz,ldvy) <G sup [ [k )ldu(e) < Co.
x Y
If1<p<ooand f € LP(v), then

/k‘(:ﬂ,y)f(y)dV(y)
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exists for almost all x and

| / K @), < O CF v

The map
PW)5 | Tf = / k() f(y)dv(y) € LP()

is a continuous linear map which satisfies

1 1

177 =
1Tl ey o) < C; "Cy -

Proof. This is an immediate estimate if p = 1 or p = oco. The other cases
follow from the next theorem. O

Theorem 3.55. Suppose that K = C, 1 < pg,p1 < 00, 1 < qo,q1 < 00,
T:LPo(v)NLP (v) — LY () N LY () and assume

1T fll 90 () < Coll fllzro )5

and
1T fllzar () < Coll fllzer )

for all f € LPo(v) N LP (v). Let 0 < A <1 and
1 1-X A 1 1-=Xx A
- + +

P P m 4 @ @
Then T define a unique continuous linear map from LP(v) — L9(u) with
IT N o) Laguy < Co Ci
Clearly Theorem [3.55/implies Theorem [3.54| with po = qo =1, p1 = q1 =
0o, A=1-— 1,
’ p

Proof of Theorem [3.55, To keep the notation simple we only consider py =
go = 1, p1 = q1 = co. The argument immediately generalizes. Repeating
the argument of Young’s inequality we have to prove that

/ 9(2)Tf(2)dp(z) < CLAC (3.5)
where ) )
S+ =1,
P q

if ||[fllzr = |lgllre = 1. For z € C with 0 < Rez < 1, we define

fz{ |fPtf if f#£0

- 0 otherwise,
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and

g = gl it g #0
? 0 otherwise .

Then for o € R,
| fiollzoe = l|g14icllzee = 1,

and
[ frvioller = £ = lgiollr = llgllfe = 1,
and hence
[ @I fir(w)la < o
[ 14i0@IT frsa(@ld < 1.
Moreover

fi=F, gr=g.
P p

Notice that f, and g, are bounded and zero outside a set of finite mea-
sure. By dominated convergence

z— H(z) = /ng(:c)sz(:E)du(x)

is continuous in the strip C = {2z : 0 < Re z < 1}, differentiable and satisfies
the Cauchy-Riemann differential equations. The claim follows from the three
lines inequality below.

Lemma 3.56 (Three lines inequality). Suppose that uw € C(C) is bounded
and holomorphic in the interior. Then

sup [u] = sup |u]
C ocC

We apply the lemma to
u(z) = C; 10y H(2).
O

Proof of Lemma([3.56: 1) Let U C C be a bounded open connected set and
u € C(U;C) be a holomorphic function in the interior. We claim that then

sup [u(z)| = sup |u(z)].
zcU xeolU
We prove this by contradiction. Suppose that |u| attains its maximum M

at some interior point zp and suppose that this is larger than supg; |u(z)].
Then

f(2) = Reu(z)/u(z0)
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satisfies 0 < f < M and f(z9) = M. Moreover f is harmonic. Let
fe(x +iy) = f(z + iy) + e|lz — Re zo|?

where ¢ is so small that f.(z) < M for z € QU. Then f. has a maximum in
an interior point z;. At this point the Hessian is not negtative semidefinite
by its trace Af.(z1) = 4e. This is a contradiction.

2) Let u be as in the lemma amd let

us(z) = €5 u(2).
Since us(z) — 0 as | Im z| — oo

sup u-(2)| = sup Ju.| < e sup |u(2)].
zeC z€0C z€dC

Now we let € tend to zero. O
29 11.2019

4 Distributions and Sobolev spaces

4.1 Baire category theorem and consequences

Lemma 4.1 (Baire category theorem). A countable intersection of dense
open subsets of a complete metric space is dense.

Proof. Let (X, d) be a complete metric space and A; open dense sets. Let
x € X and € > 0. Let 1 € A so that d(z,z1) < e/3 and 0 < §; < &/3 so
that Bas, (z1) C Aj. We pick recursively z,, 6, so that d(zp—1,2n) < dn,
20, < &/3" and Bss, () € A N Bs,,_ (Tn-1).

By construction, d(z,_1,7,) < £/(2-3""1) and, if n < m, d(zp, Tm) <
757 Dieo 37 < £ and (z,) is a Cauchy sequence with limit y. Since
ZTm € Bs, (zy) for m > n the same is true for y, and y € A,, for all n. O

Theorem 4.2 (Banach-Steinhaus). Let X and Y be Banach spaces, F C
L(X,Y). Suppose for each x € X

sup{||Tz|y : T € F} < oc.

Then
sup{||T|| x>y : T € F} < oc.

Proof. Let
Cp={ze€ X :sup ||[Tzly <n}.
TeF

This set is closed since both map and norm are continuous, and C,, is an
intersection of closed sets. By assumption |JC,, = X. We claim that some
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C), has nonempty open interior. If not then the sets U, = X\C,, are open
and dense, with nonempty intersection, a contradiction to |JC),, = X. Let
U C Cy, be nonempty and open. It contains a ball B, (z¢). If ||z|| < r then

[Tzlly < Tz —2o)lly + [T (x0)lly < no+ ;UEIIT(Z‘O)HY = R.
€

Then
1T x—y < R/r

for all T € F. O
The Baire category theorem has interesting further consequences.

Theorem 4.3. [Open mapping theorem] Let X andY be Banach spaces and
T € L(X,Y). T is surjective if and only if it is open, i.e. if the image of
open sets s open.

Proof. Let T be open. Then T'(B;(0)) is open. In particular it contains a
ball B,(0). Then Y = (JT(B,(0)) and T is surjective. Now suppose that
T is surjective. It suffices to show that T'(B1(0)) contains a ball around 0.
(Why?). Let

Yy = T(Bn(0)) = {Tx[[lz]lx <n}.

By surjectivity Y = [JY,,. As above we conclude that one (and hence all) of
the Y,, contains an open ball. Hence there exists a ball B,(yo) C Yi. Then
B,.(0) C Ys. O

Corollary 4.4. Suppose that T € L(X,Y) is injective and surjective. Then
T e L(Y, X).

Thus continuous linear maps which are invertible as maps between sets
are invertible as continuous linear maps.

Proof. Linearity of the inverse map is immediate. By Theorem T is
open. So T(B:¥(0)) contains a ball BY (0) and hence

[Txlly > r~ o x.
Il

Let X and Y be Banach spaces. Then X x Y is a Banach space with
norm

1, )l xxy = max{[||[x, [yllv}

If T: X — Y is a linear map not necessarely constinuous - then the graph
is

NT) ={(z,Tx) : x € X}.
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Theorem 4.5 (The closed graph theorem). The linear map T is continuous
if and only if T'(T) is closed.

Proof. Suppose that T is continuous and that (z,,Tz,) € I'(T)) is a Cauchy
sequence in X x Y. Then (z,) is a Cauchy sequence in X with limit  , and

lim Tz, =Tx =:y.

n—o0

Thus (xp, Tz,) — (z,Tz) in X x Y. Now assume that I' is closed. It is a
closed linear subspace, hence a Banach space. The map

I's (z,Tx) >z € X

in injective and surjective, hence, by the inverse mapping theorem, its in-
verse is continous. But then the composition to the second factor is also
continuous, which is the map x — T'x. ]

Theorem 4.6. The set of nowhere differentiable functions in Cy(]0,1]) is
dense.

Proof. We define
A ={f € Cp([0,1]) : there exists = such that |f(x)—f(y)| < L|z—y| for all y}
Then

1. Ay is closed. Let f, be a Cauchy sequence converging to f, and z,
the sequence of points. Without loss assume that x,, — x. Then

F@) =) = Tm [ (@a)—f()] = T Tim |f(ea)—f(y)] < lim Lan—y| = Lz—y|

n—00 M—00
2. If f is differentiable at x then there exists L so that
[f(y) = f(@)] < Llz —yl.
By the definition of differentiability there exists § > 0 so that
1f(y) = f(@)] < (If' (@) + Dz — y]

for |z —y| < J. Since continuous functions on compact set attain the
supremum the difference quotient is bounded.

4. Ay is nowhere dense. Let f € Ap and € > 0. Since f is uniformly
continuous there exists 6 > 0 so that |f(z) — f(y)| < /3 if |z —y| < 4.
We choose n so that

on >4
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and define
g(z) = f(z) + esin(2mnz).

In any interval of length §/2 there exist two points x1, zo with
sin(2rnzy) = 1,sin(2mnag) = —1.

We fix z € I and choose two such points in a d/4 neighborhood. Then
Jo(ra) — glan)| = 25— 22/3 = e

hence either

o)~ g@)| 2 32 of lglea) — g(w)] = 3¢
and hence
max{‘g(xl) —g(z)| |g(z2) - g(x)\} > varepsilon

4]

e — 1| 7 |zo— 1
Decreasing 0 if necessary we can ensure €/6 > L .

Let
B =[Cu([0,1\AL
L

It is dense. Its complement consist of all functions there exists = € [0, 1] so
that

lim sup M = 00.
yor |y —a|

4.2 Distributions: Definition
We need a preliminary result.

Lemma 4.7. Let U C R? be open and k € N. Then for every f € C*(U)
there exists a compact set K C U and a sequence f, € C°(U) supported in
K so that 0% f, — 0“f in Cy(U) for n — oo and |of < k.

Proof. Let K' = supp f and K = {z € U : d(z,K') < r} for some small
number 7 so that K C U. We define f,, = ny—n * f with n,(z) = r~n(z/r),
n € C(B1(0)) with [ndx = 1. O

Recall that CF(U) is a Banach space with the norm

1l = sup 10 Fllsup
| <k
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Definition 4.8. Let U C R? be open, and D(U) = CX(U) be the vector
space of infinitely differentiable functions with compact support called test
functions. We say f; — f in C(U) = D(U) if there is a compact set
K C U andsupp f; C K for all j and for all multiindices o

8afj — ﬁaf mn Cb(U)

A distribution T on U is a continuous linear map from C3°(U) — K. We
denote the space of distributions by D'(U).

By continuous we mean that
Tfj — Tf

if f; — f in the sense of test functions. It is immediate that the distributions
define a K vector space.

Lemma 4.9. Let T € D'(U). For every compact set K C U there exists k
and C > 0 so that, if f € D(U) with supp f C K then

()| < Clf g
Proof. We define for K C U compact
Xk ={f €D(U) :supp f C K}.
We define a metric on X g

d(f,g) = sup 27" min{1, || f — 9ller@ -

With this metric X is a complete metric space:
d(fn, f) =0 iff fr, = f in CF(U) for all k& > 0.

Moreover, if f,, is a Cauchy sequence in (X, d) then it is a Cauchy sequence
in CF(U) for all k, and hence it has a smooth limit f € D(U).
Then T' € D'(U) define a continuous linear map from X — K. More-

over
ITf] < o0

for all f € Xi. Now we argue as for the uniform boundedness principle of
Banach-Steinhaus: There exists m so that the set

{feXk:|Tf| <m}
contains an open ball. Then as above there exists r > 0 so that

ITf] <m for all f e Xix  with d(f,0) <.

75 [FEBRUARY 3, 2020]



Let k be so that 2% < 7. Then f € Xk with
I ller @y < 27"
implies d(f,0) < r. Thus, if f € Xk,

ITf1 < 2%ml|fllop -

06.12.2019
Definition 4.10. We say that

T, »T  inD(U)

T.(f) = T(f) for all f € D(U).
If fe€D(u) and g € C°(U) then fg € D(U).

Definition 4.11. Let ¢ € C*°(U) and T € D'(U). We define their product
by

(@T)(f) =T(of)
and the derivative

(0, T)(f) = T(=0x, f)-

It is easy to see that the right hand side of the formulas defines a distri-
bution. We can easily calculate Leibniz’ formula in the form

Oz, (OT)(f) = —T(90x; f) = T((02;9)f) = T(0x,(0f))
= [(02;0)T1(f) + (¢0x,T)(f)
and the associative and distributive law:
P(UT) = ¢(¢T).
Similarly the theorem of Schwarz holds
Oz; 02, T = 0z, 0y, T.

Let L}, (U) be the set of measurable functions on U which are integrable

on compact subsets. We say f; converges to f in L} if fj|x — f|x in L'(K)
for all compact subsets K.

Definition 4.12. We define L}, .(U) > f — Ty € D'(U) by
Ty (¢) = dm*
1(9) /Uﬁb m
for ¢ € D(U).
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Lemma 4.13. The map Llloc — D' is linear, continuous and injective.

Proof. Only injectivity has to be proven. After multiplying by a character-
istic function of a ball we consider f € L'(B). Suppose that

/qudx =0

for all ¢ € CZ° supported in B1(0). Then

fo(x) =0

for all ¢ supported in B,(0) and |z| < 1 —r. But we have seen that there
is such a sequence ¢; so that f * ¢; — f in L'. Then f|B1,T(0) = 0. This
implies the full statement. ]

Similarly, any Radon measure  on U C R defines a linear map from
the continuous functions with compact support to K, and we identify it with
the restriction to D.

Lemma 4.14. The following identities hold

Tyy = ¢Ty for ¢, ¥ € C(U),
T, = Ou; Ty for p € C(U).

Proof. We use Fubini, integration by parts and the fact that f € D(U) has
compact support, to get

TooF) = [ s dm" = (6T,)(),
Ty, of = [ f0,,0dm" = [ (-0, Hodm® = @.,T,)(7).

Examples:
1. The Dirac measure dg. It is the unique distribution so that
Tsg=¢
for all test functions. Let T be such a distribution. Then
(T—6)*x¢p=0

for all ¢ € D(RY) and hence

for all ¢ € D(RY).
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2. The Heaviside function H(x) = { (1) ﬁi ; 8 satisfies

0-H = do.

Firstly H € L} .. If ¢ € D(U)

<@mww4@ﬁmw=—nmw=—éémwwmw=am=%w»

. Let
12 if x| <t
= { 0 if 2| > ¢
Then
@ -BTY0) =5 [ (@~ 2ot a)dui
{l=|<t}
_ 1 o t 2 1 [e’e]
- 2/0 /_t Oz pdzdt + 2/]R o o
1 [ 1
=5 [ ettt = outtnat =5 [ lal. )i
- % / Gu(t, —t) — Gu(t, —t) — (du(t,1) + G (t, 1)) dt
0
1 [ d
- —2/0 ﬁ(cé(t, —t) + ¢(t,t))dt
= ¢(0)
hence X
(97 ~ a§)§><|z|<t = do
. Let d > 2 and

2 T(§), »d
g(z) = d_2 7d/2 |z|
In Finfihrung in die PDG we have seen that

Agro= / 9z — 1) (- Ao(y))dy = ().

Thus
—AT, = do.

. Let n € C®(R?) with [ndz = 1 and suppn € Bi(0), n.(z) =
r~4n(x/r). Then
Ny — o asr — 0

if x € U. This holds already in the dual space of Cy,(U).
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6. Now let 1, : R™ — R as above, ¢ € C*(U;R™)) with V¢ # 0. Then,
using the coarea formula

Tos(t) = | (o)
= [ ml) [ det(DopsT) A ptnint iy
" ¢~ (y)

— / det(DpDGT) V2 (2)dHI™ (2)
$=1(0)

=: 0g(1))
Of particular importance is the case m = d — 1. Then

det(DpDpT) = |[VO[2

7. Now recall Kirchhoff’s formula for the wave equation for d = 3: Con-
sider
uy — Au = f7 U(O,l’) :ut(()?x)) =0

and let ¢ > 0. Then, using the area formula

Y B TP
ttr) =g [ ol )

1 / -1 3
= t—s f(S,de (S7y
47\/2 {|t—s|2:\z—y|2,0<s<t}( ) ) )

1
=5 0-5)2—fo—y[2(f)

as first for f compactly supported (0,¢) x R3, but, using the formulas,
for all ¢y € C°(RY) ( but multiplying by X¢>0). Then

1
u = %Xt>0532—|y\2 * f

and hence
(8t2t - A)[Xt>0552_\y|2] = 2mdp.

This we want to verify by a direct calculation. We recall that ng(S) =
r~1n(s/r) and compute with s = t* — |z|?

(07 = D) (t* = |2l?) = 20, (. (8 — |2*)t) +2 ) 0, [ (8 — |f*)]
i

= 4(8 — [ ) (¢ — [2]*) + S (¢* — o)
=172 (4(s/r)"(s/r) — 81/ (/7))
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with s = t? — |z|2. Now, with a smooth function A

/ r2(4(s /) (/) — 81 (s/7))h(s)ds = 4" / (s (8)Y — 40/ (8))(rs)ds
- / (1 () — n(s)) (rs)ds
:47°/577(s)h”(rs)d5
—0

as r — 0. We set for ¢ € D(R?) with support in ¢ > 0
s = | ¢ |67, y)
(t=7)?—|z—y|>=s

and apply the coarea formula. Thus

supp(d; — A)Xt>00i2 |2 C {0}

in the sense that the distribution applied to ¢ vanishes unless 0 is in
the suppport of ¢.

Let A > 0. We trace the effect of the scaling

(07 — D)oz a2 (¢(N.)) = (87 — D)oy 1z2(6(.)).

Together with the support property (EPDE, exercises) this implies
that there exists ¢ so that

(0F = A)xe>00p2_ |2 = cbo

and we have to determine ¢. By a small abuse of notation (h does not
have compact support in z, and we should multiply by a function of
x with compact support, identically 1 on a large ball ) we get

(07 = Au)dp_jgp2 (h(t)) =022 (W (1))
_on /0 (1)t
=— 27r/ B (t)dt

0
=27h(0).

and hence ¢ = 27.

11.12.2019
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Definition 4.15. Let T € D'(U). We say that T vanishes near x € U if
there exists r > 0 so that T(f) =0 for all f € D(U) with support in B,(x).
We define the support of T as the complement of the points near which T
vanishes.

Lemma 4.16. Let ¢ € D(U) and T € D'(U) with disjoint supports. Then
T(9) = 0.

Proof. Let K be the support of ¢. Given z € K there exists r so that
T = 0 for every ¢ € D(U) supported in B,(x). Since K is compact there
is a finite covering of such balls B, (x;) with 1 < j < N . We choose a
partition of unity n; € C°°(U) supported in B, (x;) so that

N
> i) =1
j=1

for x € K. Then

N
Té=>» T(nj¢) =0

j=1
]

Definition 4.17. Let T € D'(R?) and ¢ € D(RY). We define their convo-
lution by
(p*T)(z) =T(p(x — ), VoeRL

The righthand side denotes T acting on ¢(x —y) as a function of y.
Lemma 4.18. With the notation above, ¢ * T € C*(R%) and
al‘j (0xT) = (8x]¢) *T = ¢ * (896]-T)‘

If ¢ € LY(RY) then
¢ x Ty(x) = ¢ = Y(x).
Moreover, if supp ¢ = K1 and suppT = Ko then

suppp* T C K1+ Ko={x+y:x € Ky and y € Ky}.

Proof. For v € R%, we have to prove that

(¢ T)(x+tv) = (¢+T)(x) _

t
d d
ST Y v@) =) | = (D vioe) « T(@)
J=1 Jj=1
d d
=-T Ujaj(¢($ — )) = d) * (Z ’Uj@jT) (a:)
j=1 Jj=1
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This is a consequence of Lemma and that the difference quotient

(0%¢)(x + tv) — (0%¢) (=
" — Z v;0;(0%¢)(x) ast — 0
uniformly in x since the support is compact.
The remaining properties are not hard to verify. (Exercise) O

Remark 4.19. We can equivalently define the convolution of ¢ € D(R?)
and T € D'(R?) as the distribution:

(¢+T)(f) =T(dxf), VfeDRY,
where ¢(z) = ¢(—x) since

Tyur() = / T(¢(x — ))(a)de = T( / b — Jib(a))dx = T * 1)

by linearity, a Riemann type approximation of the integral and a limit.

In the same way we can easily define the convolution ¢ x T € D'(R%)
when ¢ € C*(RY) has compact support.

By an abuse of notation we write the convolution evaluated at x whenever
it is defined, even if it is only defined on a subset of R?.

Definition 4.20. Let T € D'(R?) and let S € D'(R?) with compact support.
We define their convolution by

(S*T)(¢) =T(S % ¢)
for ¢ € D(RY). Here S(v) = S(p), 1 € DR?).

It is an exercise to formulate and prove reasonable properties of the
convolution of distributions.

Lemma 4.21. Suppose that U is connected and 0;7 = 0, j = 1,--- ,d.
Then there exists a constant ¢ so that T = T,.

Proof. The statement is clear if T = T} with f € Cl. If 0;T = 0 then
O,(T + 9) = (9,T) * 6 =0,

whenever this is defined. So T x ¢ is constant. Since 1, * T — T in D’ and
since 7, * T is constant, the same is true for 7T'. O

Lemma 4.22. Suppose that T,, — T in D'(U) and that K C U is compact.
Then there exists k and C so that

sup ()] < Clf oy
forall f € X ={f €DU): suppf C K} and
Sup{[Tu(f) = T(/)] : £ € Xic, | flle <1} =0

as n — o0.
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Proof. The proof of the first part is the same is for Lemma So, given
K, there exist k£ > 1 and C' so that for any n

Ta(£)] < CllF g
We define the closed subspace
Xy ={f¢€ C’l]f(U) :supp f C K}.

Then
X3 f = (0 f)jajeror € Cyp (B K#Fi-1)

has norm at most 1. By a multiple application of Theorem the closed
unit ball in Cl?’l(K),K#Ekfl) is compact in Cy(K),K#*k-1). Given ¢ > 0
there exist finitely many functions f,,, € C°(U) with the support in K and
HmeCl’j(U) < 1 s0 that the ¢ balls in Cf ! centered at f,, cover the closure

of such functions in C’f_l(U ). By the assumption there exists ng so that

(T = T)(fm)| <€

if n > ng. Then, for any f € B1(0) there exists f,, such that || f— fm || ox-1 <
b
¢ and hence for n > ng we have

(T = T)fI < [(Tn = T)(fm)| + | Tn(f = fi) | +[T(f = fin)| < €+ 2Ce.
0
Theorem 4.23. Let U C R be open. Then D(U) C D'(U) is dense.

Proof. There are several steps.
Step 1: Distributions with compact support are dense. We choose a se-
quence ¢; € D(U) so that

3a¢j — 0%1

on compact subsets. Then ¢;T" has compact support and
(0;T)(9) =T(¢;9) = Tg

for all g € D(U).

Step 2: Construction of the ¢;. Let K; be a monotone sequence of
compact sets so that K is contained in the interior of K;1; and U = |J K.
Then for any j there exists 7; > 0 so that

min{dist(Kj_l,Rd\Kj),dist(Kj,]Rd\KjH)} >r; > 0.

Let n € C(B1(0)) be radial with [ndz = 1 and let n,(z) = r~4n(z /7).
Then
¢; = nr; * Xk; € C%,
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supp¢; C Kjy1, ¢;=1on K; 1.

Step 3 Let T € D'(U) have compact support. Then, for r small and
g€ D)
nrxT(g) =T0r*g) = T(g), r—0

by an abuse of notation. O

The same argument gives Lemma [4.7]

4.3 Schwartz functions and tempered distributions

We briefly cover the definition of Schwartz functions and tempered distri-
butions, which are the proper frame work for the Fourier transform.

Definition 4.24. The Schwartz space S(RY) consists of all Schwartz func-
tions, which are functions f so that for all multiindices o, B

12907 flsup < o0

We say f; — f as Schwartz functions if for all multiindices o« and 3
xaaﬂfj — 220P f uniformly.

Remark 4.25. It is easy to see that if f € S(R?), then for any N there
exists Cy such that |f(x)| < Cn(1+|z|)~Y, and hence f € LP(RY), for any
p € [1,00]. So is 0“f for any multiindez .

Roughly speaking, the Schwartz functions have two properties: they have
infinite bounded derivatives and t/hEy decay fast at mﬁnitg\Recalling (with”

~ . ~

denoting the Fourier transform) Oy, f(§) = 2mi&; f(§) and x;f(§) = 5-0¢, f(§),
the Fourier transform works well in the framework of Schwartz space and
tempered distributions (see below).

Since nuf — f in S(RY), nu(z) = n(n~'z) where n € CX(B(0)) takes
value 1 on B1(0), the inclusion D(R?) C S(RY) is dense.

Lemma 4.26. Let f be a Schwartz function.

1. If o is a multiindex then 0% f € S(R?).
2. If g € C* and for any multiindex o there exist ¢ and K|y so that
0%g] < ¢ja) (1 + [a])™!
then gf € S(RY).
3. If g € O(RY) satisfies for any multiindex o
[2%g ()| sup < 00,

then g x f € S(RY).
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Proof. The first property follows from the definition. By the first property,
in order to prove the second property it suffices to show

sup [2%(9%9) f| < oo,

which follows from the definition.
Since

0%(g*f)=g*0"f

and since 0° f is Schwartz, by the first property the proof of the third prop-
erty is reduced to bounding

1% (g * )l sup-

We observe that
zj(g* f) = (xjg) * f + g = (x;f)

and the claim follows by induction on the length of . O

Definition 4.27. We define d: S x S — [0,00) by

d(f,g) = sup 27k min{1, sup ”maaﬁ(f _Q)HSW}'
k || +|8]=k

Lemma 4.28. The expression d(f,g) defines a metric on S which turns it
into a complete metric space.

Proof. Easy exercise. O

Definition 4.29. A tempered distribution is a continuous linear map from
S(R?) to K. We denote the space of tempered distributions by S'(R%). We
say that Tj — T in S'(RY) if Tj(¢) — T(¢) for all ¢ € S(RY).

Lemma 4.30. Let T € S'(RY). Then there exist k and c so that

Tl <c sup [l2*0° 6] sup-
loo|+[8]<k

If T, — T in S'(R?) then there exist C' and k so that

sup [T,¢| < C sup  [|2°0° | sup
n ||+ B <k

and

|Tn(¢) B T‘M
SUP|o) 118/ <k 1240P Bl sup

— 0.

85 [FEBRUARY 3, 2020]



Proof. The proof is similar as that of Lemma[4.22] The existence of C and k
follows from the idea of the proof of Banach-Steinhaus theorem. The conver-
gence result follows from the compactness of the ball {¢ € S(R?) | SUD|a|+|8|<k 12908 || sup <

1} in the space {¢ € S(R?)| SUP|a| 1 |8|<k—1 |20 $||sup < +00}, which is
easy to see if we notice that

sup  [|#%0%¢|lsup < R7Y sup  [|2%0P 0| suni(B(oncy FRE A et
|a-+|B|<k—1 P ol 413 <k p((Br(0))%) CF=1(Br(0))

and we can choose R big enough. O

Remark 4.31. We define the derivative and the multiplication by a smooth
function with controlled derivatives for a tempered distribution as we did it
for distributions. Similarly, since compactly supported distributions S can
act on Schwartz functions f, we can define the convolution (S x f)(x) €
S(RY). We then can define the convolution of a tempered distribution with
Schwartz functions and with compactly supported distributions.

Let 1 < p < oco. There are the embeddings

DRY c S(RY) ¢ LP(RY) ¢ S'(RY) ¢ D'(RY).

The embeddings are dense if p < co.

4.4 Sobolev spaces: Definition

Definition 4.32. Let U C R? be open, k € N and 1 < p < co. The Sobolev
space WEP(U) c LP(U) is the set of all LP(U) functions, so that for all
multiindices @ of length at most k there ezists fo € LP(U) so that

Ty = Ty, .

We define (identifying Ty and f and 0Ty resp 0% f with f by an abuse of
notation)
%
s = | 32 1071200

| <k

with the usual modification if p = oo.

We have
9=20xf, fgelLP(U)

if and only if
/ggbdmd = — / JOx; gbdmd
for all ¢ € D(U).
Lemma 4.33. Let g € CF(U) and f € W*P(U). Then gf € WEP(U).
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Proof: Easy exercise.

Definition 4.34. Let k € N, 1 < p < oco. We define W(f’p(U) as the closure
of C2°(U) with respect to the norm || - [wrrwy). If V C U the extension

defines a canonical (nonsurjective) isometry from Wf’p(V) to Wf’p(U).

Theorem 4.35. Let k € N and 1 < p < oo. The Sobolev space WHP(U)
is a Banach space. If V. C U then the restriction defines a map of norm 1
from WFP(U) to WkP(V'). Moreover Wég’p(]Rd) =WkP(R?) if 1 < p < 0.

Proof. Let ¥ = {a : |a| < k}. There is an obvious isometry
WEP(U) 3 f — (fa)ja)<k € LP(U x Zy).

Let f; be a Cauchy sequence in WH*P(U) with limit f € LP(U). Then
0%f; = fo in LP(U) and in D'(U). It is easy to check that fo, = 0*f in
D'(U): for any ¢ € D(U),

75,(6) = lim (-0 [ fovodm? = (~1)°! [ j06 dm = Tyes(0)
Thus f € W*P(U) and W*P(U) is complete and we can identify WP (U)
with a closed subspace of LP(U x Xy).

The restriction map with norm < 1 follows from the definition, and the
norm is indeed 1 since

1 llwroqy = I Fllwrowy £ € WeP(V),

and f € Wéc P(U) is the trivial extension of f by 0.
Now let 1 < p < oco. Density of D(R?) ¢ WP(R?) follows by the same
argument as in the proof of Theorem [4.23 O

13.12.2019

Definition 4.36. Let k € N and 1 < p < oco. We define WFP(U) =
k‘, / *
(Wo™ (U))".

We consider I/Véc P ,(U ) as a subset of the space of distributions D’ (U)
Lemma 4.37. The map J: LP(U x £3,) — WFP(U) defined by
T((fa))(w) = > / fad®udm?, Vu e WHP(U)
jaf<k Y
has norm < 1.
This follows from Hoélder’s inequality.

Proof. Exercise. O
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Lemma 4.38. Let U C R? be bounded and open and k € N. We assume
that f € CF(U) and its derivatives of order up to k —1 extend to continous

functions in U which vanish at OU. Then f € Wéc’p(U) for1 <p< .

Proof. We proceed as in Theorem Let K; = {z € U : dist(z,0U) >
277}, We extend y K; by 0 to R¢ and convolve it with a smooth function (say
@g-j—1) of integral 1 supported in By-;-1(0), to obtain n; € C°(U). Then
suppn; C {z € U : dist(z,0U)} < 27971 and n;(z) = 1 for dist(x,oU) >
2177 and

0%n5] < c(laf)2.

Since for |a| < k, by the Taylor formula,
0% f(z)| < edist(z, OU)* 1o,

Thus the sequence 7; f is uniformly bounded in CF(U), and hence in W*P(U).
Moreover

0% (nyf) = 0" f
for every x € U and by dominated convergence
nif—f  inWrRPU).
We complete the proof by regularizing 7; f as in Lemma @ O

The cofactor matrix cof A of an n x n matrix has as (i,5) entry (—1)~J
times the determinant of the (n — 1) x (n — 1) matrix obtained from A by
removing the ith row and the jth column. It is the same as the partial
derivative of det(A) with respect to the (i, j)th entry. Then (linear algebra)

AT cof A = det Al,xp, (4.1)
Lemma 4.39. Let U C R? be open and ¢ € C*(U;R?). Then
d
Z axj COf(qu)ij = 0.
j=1

Proof. There are two very different proofs. Suppose that ¢ € CZ(W) for
some U C W is a C? diffeomorphism to its image with det D¢ > 0. Let
V = ¢(U). By the transformation formula

dv)= [ det Dodz.
m()/Ue odx

The left hand side depends only on V. Let ¢ € C°(U), t small and

¢i(x) = o(x) + t(x)e;
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If t is small this is a diffeomorphism and

m(V) = / det Doydzx.
U

Hence

d
= / det Dydx|—g = / Z cof Do) jxOphdx = — / Zak cof Do) jxda

which holds for all test functions. This implies the lemma. ]

Lemma 4.40. If ¢ : V — U is a C{f diffeomorphism (bounded derivatives
of ¢ and ¢~ ) then there exists C > 1 so that

1f o dllwery < Cllfllwerw)

Moreover the chain rule holds

d

fod)=> (0u.fod)dy¢

k=1

Proof. The first claim follows from the chain rule and the transformation
formula. We prove the chain rule for a smooth diffeomorphism. The general
case follows by approximating the diffeomorphism and taking limits.

There are two very different proofs of the chain rule. The chain rule
holds for C! functions. Taking limits it holds for functions in T/VO1 PU).

Given x € U is suffices to verify it in a small ball around x. If we
multiply f by a mooth function ¢» € D(U) we get as above fif € Wg’p(Rd)
(extending by 0, if p < c0). By the previous argument the chain rule holds
for this product, and hence for f.

The other possibility is to prove the chain rule for distributions. Again
we could argue by approximation, but it is more elegant to do a direct
argument. We want to prove for f € W1P(U). It is easier to give a formal
proof first

d k

0P
[ ont o @00 =3 00s) 0 95—

k=1 t

k
/f o 09, zpotbdx—i—/(detDCID 128‘19 )0y, f dy

acbk oLk
/U(detDcD 1Zak¢( ~+ 3xi)dy

=0
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The left hand side first has to be understand as application of the distribu-
tion, the first identity as the definition of the distribution, the second as an
integration by parts and the transformation formula. Here ¥ has compact
support, and hence there are no boundary terms. The final identity then
implies the chain rule. O

4.5 (Whitney) extension and traces

Definition 4.41. Let U C R? be open, bounded and connected. We say that
U is a Lipschitz domain if there exist a continuous vector field v on OU and
a Lipschitz continuous function p and ¢ > 0 so that OU = p~1({0}) and

plx+tv)—plx+sv)>t—s
forx e OU and —c < s <t <c.
Examples:

1. Bounded connected open sets with C'! boundary.

2. Let h: R — R be Lipschitz continuous with Lipschitz constant L.
The set below the graph is not compact, but the other conditions are
satisfied with p(z) = xq — h(z1, -+ ,24-1) and v = eg4.

Theorem 4.42 (Whitney). Let 1 < p < oo and U C R? be a Lipschitz
domain. Then there exists a continuous linear extension map

E:WhP(U) —» WEP(RY)
with Ef|y = f for all f € WFP(U).

The extension from f to g is characterized by f = g|u.
18.12.2019

Proof. We prove the theorem under the stronger assumption that U is a
C* manifold. By use of rotation, compactness and partition of unity, it suf-
fices to consider the extension problem for U = {x : 4 < ¥(21,...,2q-1)}
where v is a function in Cf. By Lemma we can choose ¢(z) =
(1,...,24-1,2q — Y(x1,22,...24_1)) to reduce the problem to extending
Sobolev functions on the lower half space V' = {z|zy < 0}. Let f be defined
on V.
We prove the theorem first for d = 1 and make the Ansatz

f(x) if 4 <0
F(z) = kii ajf(—jzq) ifx>0.
j=
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If f € C*(—o0,0]) we want to choose the a; so that F) is continuous
for j < k. We evaluate the left and the right limit of F® at z = 0: From
the left we obtain f()(0) and from the right

k+1
—1)! Z ajjlf(l)

j=1
which leads to the linear system with Vandermonde matrix
11 1 .. 1 a1 1
1 2 3 ... k+1 as 1
12 22 32 ... (k+1)? az | — 1
1k 2k 3% (k+1)%) \apn (-1)*

The Vandermonde matrix is invertible and we can solve this system. The
coefficients a; hence exist and depend only on k. Then

| Elwerm) < Cllf llwes((—o0,0))-

Now we would like to pass from the assumption f € C¥(U) to f €
WHP(U). We define the extension F in the same way. Then we have to
prove that for [ < k the distributional derivative is given by the distribution
defined by the distributional derivatives on both sides. Let 1 <[ < k and
¢ € D(R). Then, with the same Ansatz

o f ifz <0

OF ={ K . 4 .
Zl(—l)lajjl(f“)(—ym)) if x>0
]:

By an abuse of notation we denote by F(®) the function in LP defined by
these formulas when x # 0. This suffices since z = 0 has measure 0.
We obtain

dl k+1 l
(—1)/</RFdxl¢dx: Zaj/ Fio) e & ()
k+1
e (IR r e
. 2

0 4 k+1
=/ i f@)o Zaﬂ” (—x/j)]dx
dl
- [ (G Pola)da.
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where the second equality follows from substitution and the third since

dl k+1
(1 0@) = D (/i) _ =0
j=1

for x = 0 and [ < k by the definition of the a;: Indeed, we observe that

k+1

(1 + (DY aj(—j)H) = 0.
j=1

Hence it is in W;"P((—00,0)) by Lemma and we can approximate it by
functions in D((—o0,0)) if p < co. For those we can move the derivatives to
f. The last equality is again a consequence of the transformation formula.
This also suffices for p = 0o, and for d > 1 since we may treat the other
independent variables as parameters. ]

Corollary 4.43. Suppose that U is an open, bounded with Lipschitz bound-
ary, k € N and 1 < p < co. Then the restrictions of C*(RY) functions is
dense in WkP(U).

Theorem 4.44 (Traces). Let U be a bounded domain with C' boundary and
let f € WYP(U), 1 < p < oo. Then there is a unique trace Tf € LP(OU) so
that

d d d
/ ZFjl/ijde_lz/fzaijjdmd+/ > 0u fFIdm?,  (4.2)

for all F7 € CY(U) and v denotes the outer normal vector of OU. It satisfies

1
1T fllze vy < ellflpo@nIDFIZes  I1DfllLe = [1(8z; )] e-
We write by an abuse of notation T'f = f|sy .

Proof. If f € CY(U) then g = fl|sy is obviously the trace. We fix F with
F-v =1 and apply the divergence formula Then, for if 1 < p < o0,

Hf”ip(a[]) :/ | flPdH! :/ |fIPF - vdH®?
Rdfl
:/U|f|7’V-Fd:z:+p/U\f|p_1fo~Fda:

<sup[V - FlIf [0+ sup |F| [ 177119 flds

and by Holder

[ 150719 1 < A9 lzn < 207
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and, for g smooth,

/fgde1=/ngc-F+fvg-F+gvf.F,

The right hand side determined the left hand side. Now we approximate
f € WHP(U) by smooth function and obtain the estimate and uniqueness.
The case p = oo is simpler and left to the reader.

O]

4.6 Finite differences

Here we want to relate the analogue of finite differences to Sobolev functions.

Theorem 4.45. a) Let 1 <p < oo. If f € LP and

1FC+R) = fll
S In|

L e; (4.3)

then f € WLP and

<C.
Lp(R)

190, s = sup L2

b) Now let 1 < p < oo and f € WYP. Then

fl+te;) = f(0) , LP ifp< oo
t =05/ " if p= 00
Proof. Suppose that (4.3]) holds. Then

lim f(x+ter) — f(x)
t—0 t

— Op, f
as distribution:
1 . 1
75,0) = ; [t ter) = f@)oladm? = Ty(; (6o~ ter) - 6(a)

and in D(RY)
%(¢($ —te1) — ¢(x)) = =0y, d(x).

The difference quotient defines an element in L#(Rd)*. It is bounded by
C uniformly with respect to t, since its LP norm is bounded by C'. For all

¢ € D(R?) we have
[ s00as

<C#| o,
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hence the distribution 9;T defines an element in L#(Rd) of norm at most
C. But then by duality 0;f € LP(R%). This proves the first direction and

‘ftej

10z, fll Lo (Rd) = hmlnf‘

Consider now f € WHP(U), 1 < p < oo and we would like to show (4.3)).
By the fundamental theorem of calculus and Minkowski’s inequality

1FC+B) = FO Lo = | / Zhaf + 5h)ds|| o g

< [n /0 IV FC+ sh)lllze = [RIIDA 2

for C* N WP functions. Density completes the argument for p < oo. For
p = oo we use that by the previous argument

) d
:‘/0 /Rd;axjf(x+th)hj¢(x)dmd(x)dt

<IPIIV flllzee NI o]l o1

| [ 1) = Faot@yina

and hence using a Dirac sequence

Hf(ﬂf +h) = f(x)
Id

oo <[V flllLoe-

O]

Corollary 4.46 (Poincaré inequality). Let U C {x € R :a < x1 < b} and
fe Wol’p(U). Then

I f ey < 16— allllV £l e

Proof. Extend f by 0 to R and apply the previous theorem. O

Corollary 4.47 (Compact embedding). Let U be a bounded Lipschitz do-
main and 1 < p < co. Then the closure in LP(U) of

{f e W) : || fllwrowy < 1}
is compact in LP(U).

Proof. By extension it suffice to prove that for K compact the closure in
LP(R%) of
{f e W) : | flwiow) < 1,supp f C K}

is compact in LP(RY). We obtain this from an application of Theorem m
since this set is closed, bounded, uniformly small at infinity due to the
uniform compact support, and ’equicontinuous’ due to Theorem [4.45 O
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20.12.2019
We define

o=, gam® = () [ g,

Lemma 4.48 (Poincaré inequality on ball). If 1 < p < oo and f €
WLP(Bg(0)) then

d
1f = IBr©)lLr(Br0)) < 27 RIID || Lr (B (0)-

Proof. Tt suffices to consider R = 1 by replacing f by f(xz/R). We calculate
again by Minkowski’s and Jensen’s inequality

][ f — fy o) Pdm(z)
B1(0)

a ]il(o)

— Pdm(z)dm®
< f ]{5 e ) = TPl )i )

B ][31 (0)xB1(0)

1
§2p][ ][ IV f(z+ ty — z))Pdm®(x)dm®(y)dt
0 JB1(0)xB1(0)

dm®(z)

f (F(2) — F(y)dmi(y)
B1(0)

p

1
/0 Vi(z+tly —x))dt] |z —ylPdm®(z)dm(y)

1
.2 f*f V£ + tly — ) Pdm(z)dm(y)de
0 JB1(0)xB1(0)

where we used symmetry in x and y in the last equality. However, if y €
Bi(0)and 0 <t < % then

][ Vf (@ + iy — ) Pdmi(a) < 2df V£ (@) Pdm(z)
B1(0)

B1(0)

by the transformation formula. O

4.7 Sobolev inequalities and Morrey’s inequality

Lemma 4.49. Let f € Cy(R), f' € L'. Then the Sobolev inequality

1
”f”sup < iuf/”Ll (4-4)
holds. If f' € LP, 1 < p < oo then every point is a Lebesque point and
up @) = )]

RO < 170 (4.5)

22y |z —y|
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Proof. 1t suffices to prove the estimate for smooth functions with compact
support. The inequality (4.4) is a consequence of the fundamental theorem
of calculus:

f@= [ == [ rwa.
and we derive (4.5) by Holder’s inequality

Yo / 1—-1,
|f(z) = f(y)] S/ [F@)dz <1 lee Xyl 2r = le =yl 7 1]l
O

The Sobolev inequality and Morrey’s inequality are the versions of these
inequalities (4.4]), (4.5 in higher space dimension.

Theorem 4.50 (Morrey). Let U be open. Suppose that p > d and fe
WLP(U). Every point is a Lebesgue point and the canonnical representative
f is continuous. There exists ¢ depending on p and d so that the following
1s true: Let x,y € U with

|z — y| < dist(z, R\U).
Then

1—4

@)~ F@)] < clo =y PNV o, -
Proof. The inequality follows from
1—4
|f(W) = [Br@o)| < CR 2 IV flll Lo (Br(zo)) (4.6)
for |y — xo| < R (and Lebesgue points y) with a constant C(p,d) which is
bounded as p — oo by

1F(y) = F(@o)|l < |f(Y) = [Ba(o)| + | (20) = [Br(o)]

and two applications of (4.6)) if y and xy are Lebesgue points. Thus the re-
striction to Lebesgue points is Holder continuous, and hence there is a unique
Holder continuous function in the equivalence class. As a consequence there

are no non-Lebesgue points.
It remains to prove (4.6). We have for Bg/y(y) C Br(zo)

f @0+ 2) — fy + 2/2)dm(z)
Br(0)

1 d
= ][ / Z(”CO +2/2 =)0, f(wo+ (1 —t/2)2 +t(y — 0))dtdm?(z)
Br(0) Jo

j=1
ge(d)R][ IV fldm(a)
Br(w0)
J 1o pd
< o(d)ym®(B1(0)))"F RRRP |V o 500
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first for smooth functions, and then by approximation for Sobolev functions.
Now RRR»1 = R'

By a geometric series and an iterative application of the above inequality
with (x(], ) (I‘j_l,.%'j):

£ (W) = TBaeo)l =D I8, @) = I8y (ay)

7j=1

Z |fBz ir(®i) fleij(afjfl)‘

_d —j(1-4
<RSI oo
j=1

provided y is a Lebesgue point and for z; = y — 27J(z — y). Here we use
convergence of the means at Lebesgue points.
O

Theorem 4.51 (Rademacher). I) Functions in WYP(U) with p > d are
almost everywhere differentiable. The derivative almost everywhere is the
same as the weak derivative.

II) Lipschitz continuous functions are almost everywhere differentiable.

Proof. Let f € W1P(U). By Morrey’s theorem we know that every
point is a Lebesgue point and there is a uniformly continuous representative.
By Theorem there exists a set A whose complement has zero measure
so that every = € A is a Lebesgue point for all partial derivatives, moreover

lim IV£(y) = Vf(@)[Pdm®(y) = 0.

r—0 B(z)

We apply the Morrey’s inequality Theorem to

v(y) = flz+y) - Za fla

on B, (0) where again x € A . Then

[o(y)| <er'™r (/ Vf(z+2)—Vf(z) Ipdmd(2)>
B(0)

D=

=cr (md(Br(m))l/ IV(z) = Vf(fﬁ)\pdmd(z)>
B (x)
=o(r).
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This implies that f is differentiable at = € A.

By localization and extension it suffices to prove the second part of
U = R?. Morrey’s theorem and the difference characterization imply that
W1 is the space of bounded Lipschitz continuous functions. Now the
second part follows from the first. O

Theorem 4.52 (Sobolev). Suppose that 1 < p < d and

1,11
qg d p
Then
£l Laray < cll[Df]llppray
whenever f € LY(RY) and |Df| € LP(RY).
Proof. We prove the estimate first for p = 1 and ¢ = d%‘ll. More precisely
we prove the estimate

d
12 ity g <2 TIN5 s (4.7)

Jj=1

by induction on the dimension. The case d = 1 has been contained in Lemma
Suppose we have proven the estimate for d < k — 1. Then by Fubini
and Hélder’s inequality (since 1+ + % =1)

_k_ 1 _
FIFL = / / I | dm L (1)
LF-T(RF) JRJRE-1

1
m 1
< Mo M1 ')
<sup oM fifuesy [ IFG ey o, dml )
1
i =
__1 (f—
<200, 1 /R 2~ T 110, £ (a1, ) o

j=2
We take the inequality to the power k — 1, and apply Holder’s inequality

in the form
k—1

k k
[T =ramt | <] [ lgjldm!
Jj=2 Jj=2
to arrive at

k
171
Lk T(

k

k
<27k H 10 || L1 (-
j=1
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(d-1)
Now let 1 < p < d. We apply the above inequality (4.7) to |f] =
Then

(d-Lp (d=1)p

VUt =NL1 T

I, 22: g
(R4)

(d=D)p d—1)p d(p—1)
<DL e < S22 [ 15155 D lam

(d _ 1)p d(p:l)
Sﬂ“f“[ﬁ(ﬂgd)HDfHLP(Rd)

where we first argue for smooth functions, and where we used Hélder’s in-
equality in the last step. O

Corollary 4.53. Let U be a bounded Lipschitz domain. 1 < p,q < oo and

+-=>-. (4.8)

Q|
IS
K=

Then there exists ¢ such that

1 fllawy < ellfllwrrwy
for all f € WYP(U). The map
WhP(U) s f — f € LY(U)

is compact when the strict inequality holds in [@.8). This means that BV'* (0)
is a compact subset of LY(U).

Proof. The first statement follows from Theorem Lemma implies
the second statement if p = ¢q. Holder’s inequality gives the full result by

1 = fnllzs < M1fa = Fnll 2ol fn = finll

ifp<d,%—|—$——%and
1A 1-=2A
= .

qa p r

1
Thus convergence in LP and boundedness in L7, % + % = % obtain the
convergence in L7 if p < d. To conclude we observe that on bounded sets
WP ¢ WP whenever p' < p and we choose a suitable p’ < d. O

08.01.2020

5 Linear Functionals

In this section we will study the dual space X* of Banach spaces X.
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5.1 The Theorem of Hahn-Banach

Definition 5.1. Let X be a K wvector space. A map p : X — R is called
sublinear if

1. p(Ax) = A\p(z) forz € X and A >0,

2. p(z +y) < p(x) +p(y) forz,y € X.

Examples:

1. The norm of a normed space is sublinear.
2. If K =R, any element of X* is sublinear.

3. The Minkowski functional of a convex set. Let KX C X be convex such
that for every x € X there exists A > 0 so that Ax € X. we define

1

A

It is not difficult to verify that pg is sublinear. A norm is the Minkowski
functional of the unit ball.

pr(z) =inf{\>0: —z € K} € [0,00).

Theorem 5.2 (Hahn-Banach, real case). Let X be a real vector space, Y C
X a subvector space, p: X — R sublinear and [ : Y — R linear such that

l(y) < ply) forally €Y.
Then there exists L : X — R linear so that
1. l(y) = L(y) forally €Y
2. l(z) < p(x) for allxz € X.

Proof. There are two very different steps.
Suppose that Y # X. Then there exists zop € X\Y. Let Y7 be the space
spanned by Y and zg. Every element of Y7 can uniquely be written as

y+rzy, yeY,rekR.

We want to find a linear map 7 : Y7 — R such that
1. Li(y) =l(y) foryeY

2. l1(y + sxo) < p(y + szp) forsc Rand y € Y.
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By the first condition and linearity we have to find ¢ = l;(xg) so that
l(y) + st < p(y + sx0)

for all y € Y and s € R. We consider s > 0. Then this inequality is
equivalent to

st < s(p(y/s +xo) — U(y/s))
foralls >0and y € Y

=t < irylfp(y + z9) — l(y).
Similarly the inequality holds for s < 0 if and only if

t > supl(y) — p(y — zo).
)

We can find ¢ if and only if

I(y) — p(y — x0) < p(§ + z0) — 1(7) forall y,geY

which follows from the inequality on Y and sublinearity of p:

W(y) +1g) =y +9) <ply+9) <ply+x0) + p(7 — 20)-

This completes the first step.

For the second step we need the axiom of choice in the form of Zorn’s
lemma.

Let Z be a partially ordered set which contains an upper bound for every
chain. Then there is a mazximal element.

A chain is a totally ordered subset, i.e. a subset A so that always either
a <borb<a. An element b is an upper bound for the chain A, if a < b for
all a € A. An element a € Z is maximal if b € Z, b > a implies b = a.

We define

with the ordering
Wiw) < (Vly) W cCV  andlylw =lw.

This is a partial order. If Z is a chain then
v= |J W
(W,lw)EZ

with the obvious Iy being an upper bound for the chain. Now let (V,ly)
be a maximal element. If V = X we are done. Otherwise we obtain a
contradiction by the first step. O
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There is a complex version. It relies on the observation

Lemma 5.3. Let X be a complex vector space andl : X — R be R linear.
Then it is the real part of the linear map

lc(x) = U(x) —il(iz).
The real part determines Ic.

Proof. We have to show complex linearity. Real linearity is obvious. We
compute

lc(iz) = l(ix) — il(iix) = i(l(x) — il(iz)) = ilc(z).
0

Theorem 5.4 (Complex Hahn Banach). Let X be a complex vector space,
Y a subvector space, p sublinear and l:Y — C linear so that

Rel(y) <p(y) fory Y.
Then there exists L : X — C linear so that
1. Lly =1
2. Re L(x) < p(x).

Proof. We apply the real theorem of Hahn Banach to the real part, and
extend it to a complex linear map by Lemma [5.3] To complete the proof we
observe that L and L are the same iff the real parts are the same. O

We formulate the consequences for normed vector spaces, making use of
the fact that norms are sublinear.

Theorem 5.5. Let X be a normed K vector space, Y a subspace and [ :
Y — K a continuous linear map. Then there exists L : X — K linear and
continuous so that

1. Lly =1
2. [Lllx+ = [lefly=-
Proof. We define
p(x) = Uyl x.

Then
Rel(y) < p(y)

for all y € Y. We apply the theorems of Hahn-Banach to obtain L € X™ so
that L|y =1 and
Re L(z) < p(z).
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This implies
|L(z)| = Re aL(x) = Re L(aw) < p(ax) = p(z) = [[llly-[lz]x
for some a € C with |a| = 1. Thus
L] = Nelly=
O

Example 5.6. Let 0 < p < 1 and LP(R?) the set of measurable p integrable
functions. It is atraight forward to verify that

dugwa/u—mwmd

defines a norm and LP becomes a closed metric space with this metric. Sup-
pose that T : LP(R?) — K is a continous linear map. Then T(f) = 0. To
see this is suffices to consider K = R. Any f € L'([0,1]%) is also (by a slight
abuse of notation) in LP(R?). Since T is continous at O there exists € > 0
so that

T(f) <1 #/UWM<5

and hence T'| 1[0 14) € (LY([0,1]9))*. By the Riesz representation theorem
there exists a unique g € L> with

Tf= fgdm?
0,114

Now suppose that there is € > 0 and a subset Q C [0, 1]d with positive
measure so that

e < g(x) <|gllLe
Let zo be a Lebesgue point of gxq where (gxq)(zo) > ¢ . Then

/ |x — zo| "gdx > (1 —27") 22”5/ gdm?
Q

seN QNB,—s(0)

=(1- 27T)md(B1(0)) Z 2(rd)5][ gdm®oo

seN Q@NB,-s(0)

if r > d, but xglr — xo|™" € LP(RY) if pr < d. This is a contradiction and
thus g < 0. In the same fashion we see that g = 0. There is a small gap:
We have seen the representation through g only for integrable functions. To
complete the argument we have to truncate and take a limit.

Lemma 5.7. (I°(N))* # [}(N). More precisely the map

HN) 3 () = ((yn) = anyn) € I™(N)
18 not surjective.
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Proof. The space of converging sequences c is a closed subspace of [*°. Let
l: ¢ — K be defined by

(@) = lim ;.
Then

()] < [[()llee

for every converging sequence. Checking constant sequences we see that
[1llgoy= = 1. By Theorem it has an extension L to [*°. Clearly L(e;) =
l(e;) = 0. We claim that it cannot be represented in the form

L((z;)) = D ys;
j=1

for (y;) € I' - if it were represented in this fashion then all y; would have to
vanish. n
5.2 Consequences of the theorems of Hahn-Banach

Lemma 5.8. Let X be a normed space and x € X. There exists x* € X*
with ||z*||x+ =1 and z*(z) = ||z|| x -

Proof. Let x € X\{0} and let Y be the span of z. Y is one dimensional
and we define y* € Y* by y*(rxz) = r||z||x. Then [|y*|y~ = 1. We apply
Theorem to obtain x*. If x = 0 we choose zg # 0 and find z* for zg. O

Corollary 5.9. Let X be a normed space. If x € X then
|lz||x = sup{Rex™(z) : ¥ € X", ||x*| x» = 1}.
If * € X* then
|z*||x+ = sup{Rez*(x) : x € X, ||z||x = 1}.

Proof. The first claim is a consequence of Lemma 5.8 The second statement
is an immediate consequence of the definition. O

10.01.2020

Lemma 5.10. Let (X, | - |[) be a normed vector space and Y C X a closed
vector subspace with Y # X. Then there exists * € X*\ {0} such that
x|y = 0.

Proof. We treat the real case exclusively. Let xg € Y and define on M :=
Y 4+ R{zo} a functional ¢: M — R via

Uy + txg) := td,
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where d := dist(xg,Y); since Y is closed and xg ¢ Y, d > 0. Moreover, note
that ¢ is linear (by construction) and bounded. To see the latter, if t = 0,
then we have |[l(y + tzo)| = |€(y)| = 0 < ||y||, and if ¢ # 0, then

ly + taoll _  lly + txol|
ly + tol| 1 4 o

[€(y + two)| = [t|d = [t|d < |y + taol|.

Indeed, since (—¥) €Y,
d = dist(z0,Y) < |lzo — (—=¥)].

In consequence, £: Y — R is bouded and so we may extend ¢ to some

x* € X* while preserving its norm: ||z*||x+ = ||¢||ly+. Obviously, *(y) = 0
for all y € Y and 2*(xo) = ¢(0+1-29) = 1-d = d > 0. The proof is
complete. O

Lemma 5.11. If X is a normed space and X* is separable then X is sepa-
rable.

Proof. Since X™ is separable, and a subset of a separable set is separable
also the unit sphere is separable. Let x; be a dense sequence of unit vectors.
We choose a sequence of unit vectors z; with z (xj) > % We claim that the
span U of the z; is dense. Otherwise, by Lemma there exists z* € X*
of norm 1 which vanishes on the closure of U, and in particular z*(z;) =0
for all j. By density there exists j such that [|2* — 27|l x- < 3 and hence

—_

< Rezj(x;) = Re(z"(z;) + (z — 2")(=5)) B

N | =

This is a contradiction. O
Introduction to reflexivity

As one of the key results of the lecture, we shall now single out a class of
Banach spaces which allow for some compactness results. Such compactness
results are more than desirable since many problems from PDEs or the
Calculus of Variations precisely require compactness argument to establish
existence of solutions.

Recall that if any bounded sequence in a Banach space (X, ||-||) possesses
a convergent subsequence, then dim(X) < oo. So, in general, we cannot hope
for compactness results for the norm topology in the infinite dimensional
situation. However, weakening the underlying notion of convergence, we
may indeed come up with a suitable concept of convergence: As we shall
see later, this so-called weak convergence is particularly useful in reflexive
spaces, a notion that we discuss now.

105 [FEBRUARY 3, 2020]



Setup. Let (X, | -||) be a normed space. We denote

X = (XM)* (the double dual of X)
X = (X" (the triple dual of X)

Now consider the map J: X — X** given by
J(x)(z*) := (a¥, z) := 2" (), xr e X* (5.1)

for x € X. Note carefully that, for any z € X, J(z): X* — R; we call J the
evaluation functional simply as J(z) evaluates a given z* € X* at . We
then have the following

Corollary 5.12. Let (X, || - ||x) be a normed space and define J as above.
Then J is a linear isometry

J: X — X

In particular, J is linear and injective, and so any normed linear space is
isometrically isomorphic to a dense subspace of a Banach space.

Proof. Let x € X. Then we have

[T (@) || x+ = sup{(J(x), &%) xoerex+ s [[a7|x+ <1}
= sup{(z*, z)x*xx: [[z"|x+ <1}
= lzllx
by the dual description of ||z||x (in turn being a consequence of Hahn-
Banach). For the rest of the statement, it now suffices to realie that J(X)

is clearly dense in J(X). Note that J(X) is a Banach space, and now the
claim follows by the isometry and linearity of J. The proof is complete. [

As an upshot, J embeds X into X**, and this embedding is linear and
isometric. We shall often refer to J as the canonical embedding of X into
X**. The pivotal question leading to reflexivity then is as follows:

Q.: Is the evaluation map J: X — X** surjective?

Put differently, does any element of X** arise as an evaluation functional?
This motivates the next

Definition 5.13 (Reflexive spaces). A normed linear space (X, ||-]]) is called
reflexive if and only if the evaluation map J: X — X** is surjective.

Reflexive spaces are automatically Banach (why?). In general, the eval-
uation map J is not surjective as will become clear from the following ex-
amples:
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e Every finite dimensional vector space is reflexive.
o If 1 < p < o0, then P(N) is reflexive.

e The space co(N) (sequences converging to zero equipped with the
supremum norm) is not reflexive. Indeed: Reflexivity would mean
that any f € ¢§*(N) arises as

@) =D my (zg) €yt
J
for some (y;) € co(N). However, for given (y;) € £*°\ ¢p the functional

Fz) =D wyy,  (w)) € g =L,
j

certainly belongs to cj* — hence cg is not reflexive.

Remark 5.14. If X = LP(u), 1 < p < oo then X* is isomorphic to L%(u)
and J is surjective.

Remark 5.15. By Lemma J 18— (1Y) is not surjective - we can
identify the second space with (1°°)*.

For reflexivity it is not enough that there is some isometric isomorphism
between X and X** — it needs to be the evalution map:

Remark 5.16 (James space). Denote P the family of all finite increasing
sequences of integers of odd length. For a real sequence x = (x;) and p =

(p1,p2, s P2n+1) € P put
N 1
2 2\ 2
”xHP = <$p2N+1 + Z ‘xPQj—l - xpzj‘ ) .
=1
The James space is defined as

J:={z €co: ||z||y :==sup||z|p < co}.
peEP

We list some of its properties without proof:
e J is Banach.

e J is isometrically isomorphic to its double dual — yet it fails to be
reflexive!

o dim(J**/J(J) = 1.
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Theorem 5.17. Let X be reflexive and Y C X a closed subspace. Then'Y
is reflexive. Moreover, a Banach space X is reflexive if and only if X* is
reflexive.

Proof. Let y** € Y**. For every z* € X* the restriction to Y is in Y™* with
2|y lly= < %[l x-
We define z** € X** by
™ (@") =y (@ y).
Since X is reflexive there exists y € X so that
(x¥) = 2" (y) for x* € X*.

If y were not in Y there would be z* € X* with *|y = 0 and z*(y) = 1.
This is impossible and hence y € Y. Thus Jy is surjective. The second
statement follows by a standard application of Hahn-Banach. O

15.01.2020

Corollary 5.18. Let U C R? be open, k € N and 1 < p < co. Then
WHkP(U) and Wéf’p(U) are reflexive.

Proof. The Sobolev space W#P(U) is isometrically isomorphic to a closed
subspace of LP(U x ¥j) and thus reflexive. Wéc P(U) c WFP(U) is a closed
subspace of a reflexive space and hence reflexive. O

Lemma 5.19. Let U C R" be open, 1 < p < oo and k € N. The map

T LT (UxSg) 3 (ga) = (f = Y g%0%f) € (Who)*
lal<k

s bounded and surjective.

Proof. The map
WHP(U) > f = (0°f)jaj<k € LP(U x %)

map W*P isometrically to a closed subspace. Any y* € (W*P)* defines a
linear functional on this closed subspace. By Theorem we can extend
it to the whole of LP(U x Xj). This can be represented by a function in
Lp%l(U X X). We have seen that J has norm < 1 as a consequence of
Holder’s inequality. O
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5.3 Separation theorems and weak convergence

Lemma 5.20. Let X be a normed space and K C X convex. If 0 is in
the interior of K then for every x € X there exists A > 0 so that A\x € K.
Moreover there exists C > 0 so that

pr(z) < Cllz|x.

If X is a Banach space, and for every x there exists A > 0 so that \x € K
then O is in the interior of K.

Proof. 1f 0 is in the interior of K there exists € > 0 so that B.(0) C K. An
easy calculation shows that then px(z) < 71|z x.

Suppose that X is Banach and that for every z there exists A > 0 so
that Az € K. In particular 0 € K. Let

1 .
An:{xeX:ﬁxeK}

The set A, are closed, convex, 0 € A, and X = (JA,. By the Baire
category theorem one and hence all of the A, have nonempty interior. In
particular there exist x and ¢ > 0 so that B.(x) C A;. There exists 4,
so that —z € A, hence —x/n € A;. The convex hull of B.(z) and —x/n
contains a ball B.(0). Let y € 9K = K. Then there exists 2* € X* with
norm 1 and
a*(y) > a*(2)

for z € K\{}. Since K N B.(0) is dense in B.(0) we have |y| > ¢ and hence
B. C K.

Hence 0 is in the interior of A 1 C K. O

Lemma 5.21. Let X be a normed vector space and V convex, open with
0 ¢ V. Then there exists x* € X* with

Rez*(z) <0 ifreV

Proof. 1t suffices to consider K = R. The complex case is a consequence of
Lemma Let g € V and define the translate U = V — xg. Let py be
the Minkoski functional of U. It is sublinear. Let yo = —z¢ ¢ U and Y the
span of yo. We define

I(tyo) = tpu(yo)  tE€R.

Then I(y) < p(y) for all y € Y. By Theorem there exists L € X* with
Lly =1, I(z) < p(z) for z € X (here we use Lemma [5.20). In particular
L(yg) > 1 and for z € V and u = = + yo

L(z) = L(u) — L(yo) < pu(u) —1 <0.

The strict inequality on the right holds since V is open, and hence for every
x € V there is a ball centered at = in which < holds, which implies the strict
inequality for z. O
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Theorem 5.22 (Separation theorem 1). Let X be a normed space, V' and
W disjoint convex sets with V open. Then there exists x* € X* such that

Rez*(v) < Rez™(w) for everyv e V,we W

Proof. Let V.=V —W = {fv—w:veV,we W} It is convex and open.
Since V' and W are disjoint 0 ¢ V. By Lemma there exist z* € X™* so
that Rez*(z) < 0 for z € V. This implies the desired inequality. O

Theorem 5.23 (Separation theorem 2). Let X be a normed space, V' convex
and closed, x ¢ V. Then there exists v* € X* such that

¥ (x) < Jg‘f; z*(v). (5.2)

Proof. We may assume x = 0. Since V is closed there exists ¢ > 0 so that
B.(0)NV = {}. We apply Theorem to see that there is z* € X* with

Rez*(u) < Rez™(v) for u € B.(0),v eV
There exists € B:(0) so that
Rex*(x) > el|z*||x+/2 > 0

which implies ([5.2)) O

Corollary 5.24. Let X be a normed vector space, K C X open and convex
and x € OK. Then there exists a half space containing K with x a boundary
point.

Proof. Apply Lemma to {K + xo}. O

Definition 5.25. We call a sequence x, € X weakly convergent against
x € X if for all x* € X*
x*(xy) — z*(x)

Lemma 5.26. Norm convergence implies weak convergence.
Proof. This follows from the continuity of x*. O
Lemma 5.27. Weakly convergent sequences are bounded.

Proof. This is an immediate consequence of uniform boundedness principle
Theorem Let J: X — X™ be the canonical map. We apply Theorem
to (J(xp))n. By convergence for all z*

is bounded for every z. Thus (||z,|))n = (||/(n)||x**)n is bounded. O
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Lemma 5.28. Let C be a closed convex set in X, x, € C' a sequence which
converges weakly to x € X. Then z € C.

Proof. Tt suffices to consider K = R. Suppose that x ¢ C. By Theorem
there exists z* € X* with

: f * * .
[nf @ (y) > a™(x)

This contradicts z*(z,) — *(x). O

Definition 5.29. Let A C X be a subset. The convex hull C(A) consists of
all convex linear combinations

[e.e] oo
C(A) = {Z pexk 0 < g, Z/Lk =1, only finitely many py, are nonzem.}
k=n k=n

Lemma 5.30. C(A) is convex. If K is convex and A C K then C(A) C K.

Proof. Convexity is immediate. If A C K and x € C(A) then clearly = €
K. O

Theorem 5.31 (Mazur). Let X be a normed space and (x,)n, a sequence
which converges weakly to x for n — oo. Then there exist real numbers Ay p,

with 0 < Mg <1, S0 Ny = 1 and

Proof. Let Cy, be the closure of the convex hull of (x})g>,. By Lemma m
x € Cy, for all n. Thus it is the limit of linear combinations of {xj : k > n}.
A diagonal sequence argument implies the statement. O

Lemma 5.32. Let X be a Banach space and suppose that the unit ball in
X is uniformly convez, x,, converges weakly to x and |z, | x — ||z||x. Then
|lzn — x| x — 0.

Proof. Without loss of generality assume that ||z||x = 1. By Corollary
there exists z* € X* with 1 = Reax*(x) > Rex*(y) for all y € B1(0)
and hence ||z*||x- = 1. Replacing x,, by x,/||zn||x we may assume that
|lzn|lx = 1. By the weak convergence xz*(x,) — 1. Uniform convexity
(Problem Set 4, Exercise 1) says that with

1
02(¢) = {1 = (@ +p)llx : all, Iyl < 1, 2 =y > <
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dx(e) > 0. We argue by contraction and suppose that (z,) is not a Cauchy
sequence. Hence, there exists € > 0 so that for N > 0 there exists n,m > N
with ||z, — 2 || > €. But then

1
§||xn + | <1—46(e)
hence
1—4d(e) >z (i(xn—xm))zi(:c (xn) + 2% () = 1 as N — oo,

a contradiction. d
In particular Lemma holds for all Sobolev spaces with 1 < p < oo

by Hanner’s inequality.

5.4 Weak* topology and the theorem of Banach-Alaoglu

Let X be a normed space. The dual space X* is a Banach space, and hence
a metric space. The metric defines open sets, and hence a topology which
we call norm topology.

Definition 5.33. Let A be a set. A family T of sets is called topology if
1. {},Aer.
2. B,C €1 implies BNC € 7.

3. If A is a set, and for every A € A there is a set By € T then |Jycp Bx €
T.

We call the elements of T open. A map is called continuous if the preimage
of open sets is open. A set is called compact, if it is Borel and every open
covering contains a finite subcover.

We want to define a topology on X*. Desired properties are

1. For every x the map X* 5 2* — z*(z) € K is continuous. Equivalently,
for every open set U € K and z € X

Uy ={z":2"(x) e U}

xX
is open.

2. The weakx topology is the weakest topology with this property. This
means that the open sets are the smallest subset of the power set, such
that all sets above are contained in it, and arbitrary unions and finite
intersections are contained in it.
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Finite intersections of sets of the first type are sets

N

s, (5.3)

j=1

and open sets are arbitrary unions of such sets. This follows from a multiple
application of the distributive law of union and intersection.

Definition 5.34. A local base of a topology is a family of open sets so that
for every x and every open set U there exists V € S so thatx € V CU. A
subbase is a collection of open sets so that finite intersections form a local
base.

Examples.
1. In metric space the balls {B;/,(z) : * € X,n € N} are a base.
2. The sets (5.3)) form a base.

3. The sets {U : v € X,U C Kopen } are a subbase of the weak
topology of X*.

Let 7 be a topology on X. Then X is compact if every open cover has
a finite subcover.

Lemma 5.35 (Alexander). If S is a subbase of a topology then X is compact
if every S cover has a finite subcover.

Proof. We argue by contradiction and assume that X is not compact but
that every S cover has a finite subcover. Let P be the collection of all covers
without finite subcover. By assumption P is not empty. We take the partial
order by inclusion. The union of every element of a chain is an upper bound.
By Zorn’s lemma there is a maximal cover I' without finite subcover.

Now let I' = I'N'S. It has no finite subcover either since it is a subset of
I'. We show that T covers X, which completes the proof.

Arguing by contradiction assume that € X is in none of the elements
of I. T covers X hence there is W € I so that z € W. Since S is a subbase
there are V; € § so that ﬂéV:le C W. Since z is not covered by T V; ¢ I'.By
maximality for each j I' U {V;} has a finite subcover

M;
X cC Y UV
k=1
Hence
N M;
xcwulJ Vi
j=1k=1
is a finite subcover of I which contradicts the definition. O
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Let A be a set, suppose that for every A\ € D there is a set X),. The
cartesian product
X = H X,

AeD

is the set of all 'maps’ which assign to each A and element of X. There are
the obvious projections
T - X =X A

Suppose that all spaces X, are topological spaces. Let 7 be the smallest
topology (subset of the power set) containing all preimages of open sets in
X under my.

Lemma 5.36. The preimages of open sets in X under my define a subbase.

Proof. We define the collection of arbitrary unions of finite intersections of
such sets. Then arbitrary unions and finite intersections have this form.
Thus every open set is a union of finite intersections of such sets. Thus
these sets are a subbase. O

Theorem 5.37 (Tychonoff). Any cartesian product X of compact sets X,
18 compact.

Proof. Let T by a § cover. Let —) C — be the subset defined by preimages
of . Assume that no I'y covers X. Then there exist x) € X so that, if
ma(z) = x for all A then z is not covered. This is a contradiction, and at
least one Sy covers X. Since X is compact a finite subset covers X. By
Alexander’s theorem X is compact. ]

22.01.2020

Theorem 5.38 (Banach-Alaoglu). Let X be a normed space. The closed
unit ball B{"(0) C X* is compact in the weaks topology.

Proof. Given z € X with [[z[|x < 1 we define X, = Bj;(0) CC K. Let Z
be the cartesian product, equipped with the topology as in the theorem of
Tychonov. The sets X, are compact, hence by the theorem of Tychonov
also Z is compact.

We consider Bi"(0) as subset of Z. Then B;*"(0) carries two topologies:

The weak* topology, and the topology as subset of Z (for which V' C B{*"(0)
is open in B{*"(0) if there exists an open set U of Z so that V = UNB; " (0).
We claim that the two topologies are the same. But this is an immediate
consequence of the definitions.

Clearly

Z\BX"(0) = | J{f (@) + f(y) = f(z+y) # 0} U J{f(Ax) — Af(x) # 0}
€,y

z,A
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We claim that for such x and y the set A(z,y) := {f(z)+f(y)—f(z+y) # 0}
and for each z and A the set B(z,\) := {f(Az) + Af(x) # 0} are open. It
suffices to consider K = R. Since

= U ({F@) <s.0@) <t fla+y) > s+}U{f(@) > 5, f(y) > t. flaty) < s+1}).

s,tekK

A(z,y) is open. Similarly B(z, ) is open. Thus A is closed. It is not hard
to see that Any closed subset of a compact set is compact.
O

Definition 5.39. Let X be a Banach space and X* its dual. We say a
sequence x) € X* is weak™ convergent to x*

forallx € X. We call x, € X weakly convergent to x if
for all x* € X*.
Lemma 5.40. Weak* convergent sequences are bounded.

Proof. The statement follows for the weak™* converging subsequences by the
uniform boundedness principle. O

Lemma 5.41. Suppose that X is separable. Then there exists a metric on
BiX"(0) so that the topology is the same as the weaks topology.

Proof. Let {z;} be a countable dense subset of BiX(0). This exists since X
is separable. We define

d(z*,y") = max 277 min{1, [2* () — y"(z;)|}-

This is a metric. It is not hard to see that B;* (0) is a complete metric

space with this metric. Subsets of Bi* (0) are open if and only if they are
open in the weak topology. O

Theorem 5.42. Every bounded sequence x), € X* where X 1is separable
contains a weakx convergent subsequence.

Proof. By Theorem the closed unit ball in X* is weak* compact. By
Lemma we may consider the closed unit ball with this topology as
compact metric space. Then every sequence of norm < 1 has a convergent
subsequence. O

Examples:
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1. If X is reflexive then the weak and the weak* convergence are the same.
Here we use the identification J : X — X** = (X*)*. In particular, if
X is reflexive and separable then every bounded sequence has a weakly
convergent subsequence.

2. Let p by a o finite measure on X and 1 < p < oco. Then LP(u) is
reflexive and separable and every bounded sequence has a convergent
subsequence. Weak convergence of f, to f is equivalent to

/ fngdp — / fgdu

forall g€ L9, 1/p+1/q = 1. If p = oo the analogous statement hold
with weak convergence replaced by weak* convergence.

3. Let U C R be open, 1 < p < co. Then f, converges weakly to f if
and only if || f||z» is bounded and

/fngdm%/fgd:c

for all ¢ € D(U), or, equivalently, if Ty, — Ty¢ie. f, — f as dis-
tribution. This holds since D(U) C LP(U) is dense. The analogous
statement holds for p = co.

4. Let 1 < p < oo and k € N. Then WFP(U) is isometric to a closed
subspace of LP(U x ¥¥) and hence separable and reflexiv.

Assume that f,, converges weakly to f in W*P(U). Then, using this
identification, 0“ f,, converges weakly to 0% f in LP(U) for |a| < k. In
particular || f,|lywks ) is bounded and f, — f in D'(U).

Assume now that | f |l yr.e () is bounded and f, — f in D'(U). Then
fn converges weakly to f in LP(U). Moreover

9°Ty, — 0°Ty

as distributions for all multiindices «. Let |a] < k. The sequence
0% fy, is uniformly bounded and hence there is a weakly convergent
subsequence which converges weakly to 0°f as distributions. The
limit is unique, hence the whole sequence converges weakly. Using
Hahn Banach and the Riesz representation theorem in LP(U x ¥¥) we
see that then f, converges weakly to f in W*P(U).

Thus

Lemma 5.43. Let 1 < p < oo and U open. f, converges weakly to f in
WkP(U) if | fallwew(ry is bounded and if Ty, — Ty. The analgous statement
holds for p = .
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5.5 Calculus of variations

Let X be a reflexive separable Banach space. We consider F € C(X) as-
suming

1. Coercivity: F(z) — oo as ||z| — oo.
2. Weak lower semicontinuity: If 2, — z then F(x) < liminf F(z,).

Then the infimum is attained: Let x,, be a minimizing sequence. By the first
condition this sequence is bounded. Since X = X** we consider X as dual
space of X*. There exists a weak™ convergent subsequence, again denoted
by x,. By reflexivity it is also weakly convergent. Let x be the weak limit.
By the weak lower semicontinuity

F(z) <liminf F(z,)

and since x, is a minimizing sequence we obtain equality.
Let U C R? be open and suppose that u € W12(U) satisfies

/]VU\Qde/]V(u—Fqﬁ)\Qdm

for all ¢ € Wol’Q(U) then —Awu = 0 and u is harmonic.
However one has to be careful. Let d = 1 and

1
E(u) = / ut + [ (0pu)? — 1|%dx
0

defined on Wh4([0, 1]). It is continous, nonnegative and coercive. We define
fo as the 1 peridodic function with

r 0<z<}i
_ ST S5
f0<x){1—m %Sxﬁl

and
fu(@) = n~" f(na)| o).

It is Lipschitz continuous hence in W1 c W4, Moreover |f!| = 1 almost
everywhere. Clearly

1
FE <—=0
<un)_2n
and
Uy — 0

almost everywhere hence u,, — 0 as n — oc.
If E(f) =0 then f =0 and

E(f) = 1.
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This is a contradiction and hence the infimum is not attained. Moreover

1< ||un||W1,4(071) < 2.

24.01.2020
In the following we study a criterium for lower semicontinuity.

Theorem 5.44. Let U C R? be a bounded Lipschitz domain. Let 1 < p < oo

and
F:UxRxRY 3R

satisfy
1. For almost all x (y,p) — F(z,y, P) is continuous.
2. For all (y, P) x — F(x,y, P) is measurable.

3. For almost all x and all y P — F(x,y, P) is convex and continuously
differentiable with respect to P. Moreover

Yy — DpF(iL',y,P)
is continous for almost all x and all P. Moreover

lyl+|PI<R

is p’ integrable.
4. There exists a € LV and b € L' so that

F(z,y,P) > {(a(x),P)+b

Then
J(u) = /F(m,u(m),Vu(a:))

1s weakly sequentially lower semicontinuous.

Proof. We change F' to

F(x,y,p) = F(x,y,p) —a(x) -p—b

which satisfies the same assumptions and is in addition nonnegative. The
conclusion for F' implies the one for f and we omit the ~in the sequel and
hence we may assume that F' is nonnegative.

Let u,, € WP(U) be a weakly convergent sequence with .J(u,) < co and
J(un) — L. Then sequence (u,) is bounded. By compactness (Corollary
m ) there exists a subsequence which converges in LP(U). Taking again a
subsequence we may assume that u,, — u almost everywhere and in LP(U).
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Since u,, converges weakly in W1P(U) we must have v € W'P(U) and u,
converges weakly to u in W1P(U).

By Egoroff’s theorem, given e there is a subset U. on which u, — u
uniformly with m?(U\U.) < e. We may also assume that u and Vu are
bounded on U,. Clearly

/F(m,un,Dun)de/ F(z,upn, Duy,)dx
U .

and

/ F(x,upn, Duy)dz — F(x,u, Du)dx :/ F(z,upn, Du,) — F(x,up, Du)dx

€ €

+/ F(z,upn, Du) — F(x,u, Du)dx

Here F(x,un, Du) is nonneagtive on converges to F(z,u, Vu) at every point
in U;. By the Lemma of Fatou

n—oo n—o0

/ F(:c,u,Du)da::/ liminf F(z, u,, Du)ds < liminf | F(z,u, Du)dz.
U.

€ 5

and hence the lim inf of the second term is nonpositive.
In addition we have by convexity

/ F(z,uyn, Du,) — F(x, up, Du)dz > OpF(x,upn, Du) - (Vu, — Vu)dz.
€ UE

The second factor 0;(uy,) — 0ju convergens weakly to zero in LP(U.) as n —
o0. Again by dominated convergence (Op, F)(x, un, Vu) — (9p, F')(z,u, Du)
in L¥ . Here (5.4) provides a majorant. Thus

/ F(x,u, Du)dwﬁliminf/ F(x,up, Duy)dz.
U

5

Finally

F(m,u,Du)dmﬁ/F(a:,u,Du)dm

Ue U

by monotone convergence (with &, = 27" and suitably chosen Us-» so that
Ug-n—1 C Uy-n). Altogether

n—oo

/F(x, u, Du)dz < lim inf/ F(x,up, Duy)dz.
U

Definition 5.45. We call F' coercive if
F(z,y,P) =z o| P’

for some o > 0.
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Theorem 5.46. Let
WOLP Su— E(u) = /F(x,u,Du)da: eR

be weakly sequentially continuous and coercive. Then E attains the infimum.

Remark 5.47. A simple instance is
F(z,u,Du) = f(x,u) + a(z)|DulP.

There is a more interesting variant: Let ug € Wol’p(U). Then
J: Wol’p(U) — / F(z,u, Du)dx
U

attains its infimum. If p = 2 we obtain a harmonic function v = u+ ug with
v—1uy € WOI’Q(U). Let F be as in the theorem and A C WYP(U) a closed
convex set. The same arguments ensure the existence of a minizer u € A.
If (u, P) — F(x,u, P) is strictly convex then the minimizer is unique.

Lemma 5.48. If in addition (y, P) — F(x,y, P) is strictly convez a.e. then
the minimzer is unique.

We call a convex function F strictly convex if

To + 21
2

PR < S (F(ao) + Flan)

whenever xg # 1.

Proof. 1t is immediate that if F'is convex in y and P for almost all  then
J is convex. If F' is strictly convex for almost all = then J is strictly convex.
But then it cannot have more than 1 minimizer. O

If we assume more regularity we obtain more. We assume
1. |F(z,u,P) < ClulP + |P|P+1)
2. |DuF(@,u, P)| + |DpF(w,u, P)| < C(IPP~ + [up~ +1)

Theorem 5.49 (Euler-Lagrange equations). Let u € Wo1 P be a minimizer.
Then in the distributional sense u satisfies the Fuler-Lagrange equations.

d

OF OF
— Z(‘)Ija—Pj(:E,mVu) + %(m,u, Du) =0

Jj=1
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Proof. We argue as in finite dimensions and in the same way as for the
Dirichlet integral. Let ¢ € D(U) and

I(t) :/F(:c,u—i-tgb,D(u—i-tqﬁ))dx

Since ¢ € VVO1 P we have
I(t) > I1(0).

We differentiate with respect to t. First formally

d
0=1(0) = /DUF(x, u,Du)¢ + Y  Op, Fd;pdw
n=1

which implies the statement. In order to justify this calculation we use
difference quotients for the derivative. We argue that the limit commutes
with integration. O

29.01.2020

6 Linear Operators

Let X be a Banach space and Y C X a linear subspace. Define
Yt={z"e X" :2*(y) =y for all y € Y}.
Similarly, if Y* C X* is a linear subspace we define
Yi={zeX:y(z)=0 for all y* € Y™}
Both Y1 and Y| are closed sets in X resp X*.
Lemma 6.1. We have for subspaces Y C X, Y* C X*
(YhHL =Y
Y*c (Yi)*t
Proof. If y € Y then y*(x) = 0 for all y* € Y+, Thus
Y@y,

If ¢ Y we use Hahn Banach to see that there exists z* € X* with 2*|y = 0
and 2*(z) = 1. Thus z ¢ (Y1) . Similarly Y* C (Y})*. O

In general we do not have equality in the second line: Take X = [*°|
Y = ¢y the sequences which converge to zero. We identify [°° with (I')*.
Then

(co)L = {0} el

but {0}+ = [*°. However equality holds for reflexive spaces.
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Definition 6.2. Let X,Y by Banach spaces and T € L(X,Y). We define
the range
RT)={TzecY :z e X}

and the null space
NT)={ze X :Tx =0}

and the dual operator
T :Y* = X*

as the linear map defined by
(T ) () = y" (Tx)

Lemma 6.3.

1T |y, x) = 1Tl Lx,y)
Proof.
1T L= x) = sup [Ty || x+
ly*lly=<1

= sup sup  T*y*(z)
llzllx <1 [ly*[ly=<1

= sup sup  y*(Tx)
llzllx <1 fly*lly« <1

= sup sup y*(Tx)
lly*lly=<1lz||x <1

= sup |[|Tz|y
[lzfl x <1

=T x-y

Theorem 6.4. N(T*) = R(T)* and N(T) = R(T*),
Proof.
Yt e N(T*) <= T*y* =0 < T*y*(z) = 0 for all z <= y*(Tz) = 0 < y* € R(T)*

reNT)<=Tr=0<=y"(T(z)) =0forall y* <=z € R(T"),.

6.1 Compact operators

Definition 6.5. Let X and Y be Banach spaces, T € L(X,Y). We call
T compact if for every bounded sequence (x;) T(x;) contains a convergent
subsequence.
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Lemma 6.6. If T is compact and S and U are continuous then STU is
compact. If an invertible linear operator is compact then X and Y are finite
dimensional. If R(T) is finite dimensional then T is compact.

Theorem 6.7 (Schauder). T' € L(X,Y) is compact iff T* € L(Y™, X*) is
compact.

Proof. Let T be compact. Then K = T(B;(0)) is compact. Moreover

BY7(0) is a closed set of uniformly bounded uniformly continuous func-
tions on K. Thus every bounded sequence y| K has a uniformly convergent
subsequencey | K. Thus Ty is convergent.

Let T be compact. Then by the first step T** is compact, and hence T'
since Jy (T'x) = T (Jxx). O

Let U be bounded and 1 < p < co. Then the embedding Wol’p(U) —
LP(U), u — u is compact. The same is true for the embedding WP (U) —
LP(U) if the Whitney extension property holds.

Lemma 6.8. Let U C R? be open and bounded and f,g;inL?(U). Then
there exists exactly one u € WOI’2(U) such that

d
—Au=f+) 09

j=1

in the sense of distributions. The map
LA(U) x (LX(U))* 3 (f.95) = u € Wy (U)
18 continuous.
Proof. By the Poincaré inequality
lull 2y < U Vull| 2

for u € Wy*(U). Thus
IVl L2

defines an equivalent norm on W12(U). We consider from now on W(} 2(U)
equipped with this norm. This norm satisfies the parallelogram identity and
hence Wol’Q(U) is a Hilbert space. By the map

L% x (L% 5 (f.95) = (w — /wf— zd:/angjd:c> IS Wol’Z(U)
j=1

is bounded and surjective. By the Riesz representation theorem there exists
. . 1,2
a unique u in Wy*(U) so that

/@w@-ud:nz /wfde/angjdaz
J
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for all w € Wol’2(U) and hence for all w € D(U). Thus u satisfies the
differential equation in the distributional sense. The map (f,g9) — wu is
clearly linear and

d
ey = [ uPda
j=1

d
:Re(/ ufdr — Z/E?jugjda:)
j=1

<llullz2 I fle> + 1Veulll2 g1l 22
<llullyyz2 g (@) Fll2 + [ Valllz2

By compactness of the embedding
(f,9) = ue L*U)

is compact.

6.2 The Fredholm alternative

Let X be a Banach space and let K € K(X, X) be compact. We consider
operators of the form
T=1-K.

Theorem 6.9 (Riesz-Schauder). The dimension of N(T) is finite. The
range R(T) is closed. Moreover dim N(T') = dim N(T™). In particular T is
invertible iff T is injective. Given y € X there exists x € X which satisfies

Tr =y
if and only if
y*(y) =0 for all y* € R(T™).

Proof. Since K|y () is the identity dim N (7") < oo follows from Lemma
Let =, € X be a sequence and y € X with lim,, ., Tz, = y. We want
to show that y € R(T'). We assume first that 7" is injective.
Assume that [|z,| — oo and let

5 1
Tp = ——p
[
Then 1
Ty = Tx, + Kz,
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The first term on the right hand side converges to 0. By compactness there
exists a subsequence so that the second term converges, and hence also Z,,
converges. Let = be the limit. Then x € N(T), hence z = 0 since T is
injective, and ||z| = 1, a contradiction.

Thus ||z, is bounded and (Kx,) has a convergent subsequence. Let

z = 1lim(Kzy,, +Ty,) = klim Kxp, +y
—00

Then tz = y and the range is closed.
We have to remove the assumption N(T') = {}. Its dimension is finite,
hence there exists an invertible map S : N(T) — K™, which using Hahn-

Banach M times can be extented to the whole space X. Let T = <g> :

X — X x RM_ Tt is injective. We claim that its range is dense and argue
as above.
Suppose that dim N(T') = dim N(T*). Since R(T) is closed we have
R(T)* = N(T*). Now
Tr =y
is solvable iff y € R(T") which holds iff y*(y) = for all y* € R(T)*. Thus T
is invertible if and only if N(T™) = {0}.

Lemma 6.10. Let N,, = N(T™) und R,,, = R(T™). Then
Nj C Nj+1 Rj+1 C Rj.

There exists a smallest p and q so that Npy1 = Np and Ry = Ry. Moreover
p=q and every x € X can be uniquely written as

r=y+=z y € Np,z € Ry,

T maps N, to N, and R, to R,. The operator T' is nilpotent on N, and
invertible on R,.

Proof. Since
m
m .
(1—T)m:1—z< ,>T3
=1 N7
all the R; are closed and all the N; are finite dimensional and the R; have
finite codimension.
We claim that there exists a smallest p > 1 so that N1 = IV,. Suppose
not. Given n > 1 there exists z, € N,, with ||z,|| = 1 but d(zy, Np—1) > 3.
This implies for n > m > 1

1
|Kxp — Ko = |20 — (Ton + Tm — Tzm)|| > 9

Thus (Kz,) does not contain a convergent subsequence, a contradiction.
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There are simple consequences: Ny = Ny, for k> 1, Ny,NR, = {}. To
see that second claim observe that x € N, N R, implies that there exists y
with TPy = x, hence T?Py = 0 hence y € Ny, = N, and © = 0. The same
conclusion holds for all n > p: N,, N R,, = {}.

We claim that there exists a smallest ¢ so that R,41 = R,;. Suppose not.
Choose z,, € R,, with ||z,|| =1 and d(zp, Rp+1) > % Form>n>1

1
|K2n — Kom|| = | — (Txy — 2 — Tap)|| > 9

again a contradiction to the compactness of K. As above R 4, = R, and
N,N R, = {}. (6.1)
We claim that we can write x € X in a unique fashion as
r=y+z ye€ Ny, z€ R,y

Uniqueness follows from . Let z € X. Then T92 € R; = Ry, hence
Tir = T%% for some jj. We define z = T9%. and y = = — T9%. Then
T9 = 0 and hence TPy = 0. The map x — y is continuous. Moreover
T : N(ITP) - N(TP) and T : R(T?) — R(T?). Again T|rraR; — Ry)
can be written as 1 — K. It is injective (otherwise the intersection with N,
would not be trivial) and surjective and hence invertible. 7" : T'|ny, N, — N,
is nilpotent and T : T'|r, Ry = Ry is invertbible. It suffices to verify for T,
that p = ¢, but this is obvious for matrices. ]

We deduce from Lemma that dim N(7') = dim N(T™), which we
only check for the finite dimensional space N(TP). The last statement is a
consequence of the closedness of the range, Theorem and Lemma .

O

31.01.2020

6.3 The spectrum
Let X be a real vector space. We define its complexification as
Xe=XxX
with the product by the scalar 7
i(z,y) = (=y, )

and the norm ||(av,y)||§((C = [|z]|?+|ly||*>. Any operator T € L(X) determines
Tc(z,y) = (Tx,Ty). With this construction all results here have versions
for real Banach spaces. For simplicity we consider only complex Banach
spaces in this section.
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Definition 6.11. Let X be a Banach space and T € L(X). The resolvent
set s
p(I)={2€C:T —=z: is invertible }.

The spectrum is the complement of the resolvent set.
o(T) = C\p(T).

For polynomials p we define

N
p(T) = Z a,T".
n=0
Lemma 6.12. Let p be a polynomial. Then

a(p(T)) = p(a(T))

Proof. 1t suffices to consider monic polynomials. Let pg € C. By the funda-
mental theorem of algebra we can factor

p(z) = po =[] (z = zn)

and hence
p(T) —po = [[(T = 2zn).

The left hand side is invertible if and only if every factor on the right hand
side is invertible. O

Theorem 6.13. The resolvent set is open. The spectrum is bounded and
nonempty. The spectral radius is

r(T) = sup{|z| : z € o(T)}.

It satisfies
r(T) = liminf |77/

Proof. Let zy € p(T'). We write
2—T=((z—20)4(20-T)) = (20— 7)1+ (2 — %) (20 = T)7})

and
x

= ()@~ )

=0

-1

1 (2= 20)(T = 20)7"]

which converges if |2 — 2o|[|(T — 20) "} x—x < 1. Thus p(T) is open and it
contains C\ B (0) by a similar argument: If 2 > ||T||xx then
(1-T)t=z2t1-2"1T)t = ZZ(Z_IT)J = ZZ_I_JTJ
=0 5=0
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with
HzilT“X_)X < 1.

However more is true: For all z € X, * € X*
f(z)=2*(z-T)"'2
is holomorphic in p(7") and satisfies
f(2)] < (D)

for |z] > R. If p(T) = C this is an entire decaying function, hence it is
identically 0. However (z — T)~! is invertible, and for every x # 0 there
exists z* with 2*((T' — z)"'2) = 1, a contradiction. Thus o(T) cannot be
the empty set.
Let
tn = In || 77|}/

Since
[T < T T™)

tkn < tn

for all £ > 1. Thus

t = lim tox € [—00,00)
k—o0

exists. It is not hard to see that also lim,_o t, = t. Let » = e’. Suppose
that |z| > r. Then there exists n with ||7"]] < |z|™ and hence 2™ € p(T™).
We factor

n—1
T — 2" = (T - 2) szTnflfj.
j=0
The left hand side is invertible, hence also T — z is invertible.
Now suppose that o(T') C Br(0). We want to show that there exists n
with | 77||'/™ < R.
Given z € X and z* € X*
1

Ap = —
211

¢C"m*(§ —T) ladz
It satisfies

[fn(2)] < R”“II!E*HX*II»”CHXEﬁ%II(T—C)_llbmx-

We claim that
fulz) =2"T"x

which implies

1T x-x < R"™ |S|up 1¢=T) xox
C|=R
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and hence r < R. The integral is independent of the radius. If R > ||T'|| we
expand the Neumann series,
1 o0

_ —1—k_.xmk %
fulz) = o kzoyg?BR(O) 2" *Trxdz = 2*T"x.

O]

Theorem 6.14. Let K be compact. Then o(K) is countable set with 0 as
only accumulation point. FEvery nonzero spectral point has finite algebraic
multiplicity.

Proof. Let 0 # z € o(K). By the Fredholm alternative it is an eigenvalue:
The null space N(K — z) is nontrivial. It suffices to consider z = 1. By
Lemma [6.10| we obtain a splitting of the space

X =N((1-2""K)” x R((1 -z 'K)?)

which is compatibile with 21 — K. On the range K — z1 is invertible
and the null space is finite dimensional. Thus the algebraic multiplicity
is dim N ((K — 2z)P) < oo. The resolvent set is open, hence the restriction of
T — Z1 to the range is invertible for Z in a neighborhood of z. A nilpotent
matrix has 0 as only eigenvalue hence the p(K') contains B, (Z)\{Z} for some
r > 0. This completes the proof.

O

End of lecture
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