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[9.10.2019]

1 Introduction

Functional analysis is the study of normed complete vector spaces (called
Banach spaces) and linear operators between them. It is built on the struc-
ture of linear algebra and analysis. Functional analysis provides the natural
frame work for vast areas of mathematics including probability, partial dif-
ferential equations and numerical analysis. It expresses an important shift
of viewpoint: Functions are now points in a function space.

Let Ω ⊂ Rn be an open bounded set with smooth boundary. One of
the deepest results in Einführung in die PDG was that the Green’s function
g(x, y) provides a map

f → u

given by

u(x) =

ˆ
g(x, y)f(y)dy =: Tf

so that
−∆u = f in Ω

u = 0 on ∂Ω

whenever f is sufficiently regular. It is not hard to see that

T : L2(Ω)→ L2(Ω)

and T is one of the most relevant operators in functional analysis.
Functional analysis provides the crucial language for many areas in math-

ematics.
The main abstract objects are topological vector spaces over K, K = R or

C. We will focus on normed spaces, the most important class of topological
vector spaces.

Definition 1.1. Let X be a K vector space. A map ‖.‖ : X → [0,∞) is
called norm if

‖x‖ = 0 ⇐⇒ x = 0, (1.1)

if for all x, y ∈ X

‖x+ y‖ ≤ ‖x‖+ ‖y‖ (triangle inequality) , (1.2)

and if for all λ ∈ K and x ∈ X

‖λx‖ = |λ|‖x‖. (1.3)

It is called normed space and Banach space if it is complete as metric space.
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Remark 1.2. A norm defines a metric by d(x, y) = ‖x− y‖.

First examples.

1. Rn and Cn equipped with the Euclidean norm are real resp. complex
Banach spaces.

2. Let X be a set. The space of bounded functions B(X) equipped with
the supremum norm is a Banach space.

3. Let (X, d) be a metric spaces. The space of bounded continuous func-
tions Cb(X) equipped with the supremum norm is a Banach space, or
more precisely a closed sub vector space of B(X).

4. Let U ⊂ Rd be open. Ckb (U) is the vector space of k times differentiable
functions on U which are together with there derivatives bounded. The
norm

‖u‖Ck(U) = max
|α|≤k

‖∂αu‖B(U)

turns Ckb into a Banach space. Exercise

5. Let U ⊂ C be open. The space of bounded holomorphic functions
H∞(U) is a Banach space when equipped with the supremum norm.

Lemma 1.3. Suppose that X is a Banach space and U ⊂ X is a vector
space which is a closed subset of X. Then U is a Banach space.

Definition 1.4. Let X and Y be normed spaces. We define L(X,Y ) as the
set of all continuous linear maps from X to Y .

Theorem 1.5. Let T : X → Y be in L(X,Y ). Then

‖T‖X→Y := sup
‖x‖X≤1

‖T (x)‖Y <∞

and ‖.‖X→Y defines a norm on L(X,Y ). A linear operator T : X → Y is
continuous if and only if its norm ‖T‖X→Y is finite. L(X,Y ) is a Banach
space if Y is a Banach space.

Proof. Continuous linear maps from X to Y are a vector space with the
obvious sum and multiplication. Let T : X → Y be a continous linear map.
We choose ε = 1 and x0 = 0. Then there exists δ > 0 so that

‖Tx‖Y ≤ 1 if ‖x‖X ≤ δ,

and hence, if x ∈ X, x 6= 0, then
∥∥∥ δx
‖x‖X

∥∥∥
X
≤ δ and

‖Tx‖Y =
‖x‖X
δ

∥∥∥T δx

‖x‖X

∥∥∥
Y
≤ δ−1‖x‖X
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and thus
‖T‖X→Y ≤ δ−1.

Vice versa: Let T : X → Y be linear so that ‖T‖X→Y < ∞. For ε > 0 we
choose δ = ε/‖T‖X→Y . Then

‖Tx− Ty‖Y = ‖T (x− y)‖Y ≤ ‖T‖X→Y ‖x− y‖X ≤ ε

provided ‖x− y‖X ≤ δ. In particular T is uniformly continuous.
Now assume that Y is a Banach space and let Tn ∈ L(X,Y ) be a Cauchy

sequence. For all x, Tnx is a Cauchy sequence in Y since

‖Tnx− Tmx‖Y ≤ ‖Tn − Tm‖X→Y ‖x‖X .

Let
Tx := lim

n→∞
Tnx.

The convergence is uniform on bounded sets, and hence the limit T is con-
tinuous and in L(X,Y ). Moreover

‖T − Tn‖X→Y = sup
‖x‖X≤1

‖(T − Tn)x‖Y = sup
‖x‖X≤1

lim sup
m→∞

‖(Tm − Tn)x‖Y

≤ lim sup
m→∞

‖Tm − Tn‖X→Y → 0

as n→∞. Here we used continuity of addition and the map to the norm.

Definition 1.6 (Dual space). Let X be a normed space. We define the dual
(Banach) space as X∗ = L(X,K).

Example: Let X = Rn with the Euclidean norm. The map

Rn 3 y → (x→
n∑
j=1

xjyj) ∈ (Rn)∗

is isometric and surjective. It allows to identify Rn and (Rn)∗.
Some relations to other fields.

1. Calculus of variations. Let Ω ⊂ Rd be open,

E(u, U) =

ˆ
U
|∇u|2dx

where u ∈ C1(Ω) and U ⊂ Ω open. Suppose that for all U ⊂ Ω open
and φ ∈ C∞(U) with compact support

E(u+ φ,U) ≥ E(u, U).
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We expand

E(u+ tφ, U) = E(u, U) + 2t

ˆ
U
∇u∇φdx+ t2E(φ,U)

and deduce using the divergence theorem

0 =

ˆ
U
∇u∇φdx = −

ˆ
u∆φdx.

It follows that u ∈ C∞(Ω) is harmonic (EPDG). Functional analysis
addresses the questions about the existence of such functions u.

2. Probability. Let Ω be a set, A a σ algebra and µ are measure defined
on A with µ(Ω) = 1. Such measures are called probability measures.
Often one has a family of measure spaces (Ωn,An, µn) and wants to
have notions of convergence. A good notion of convergence is based
on the observation that a probability measure on the Borel σ algebra
defines an element in Cb(X)∗. Suppose that Ωn = Ω is a metric space,
An the Borel σ algebra. Then we can talk about so called weak*
convergence

µn →∗ µ

which means that ˆ
fdµn →

ˆ
fdµ

for every continuous function f ∈ C(Ω).

We will study such structures.

[9.10.2019]
[11.10.2016]

Lemma 1.7. Let X be a normed space. Addition, scalar multiplication and
the map to the norm are continuous.

Lemma 1.8. The closure of a subvector space of a normed spaces is a
Banach space.

Definition 1.9. Two norms ‖.‖ and |.| on a normed spaces X are called
equivalent, if there exits C ≥ 1 so that for all x ∈ X

C−1‖x‖ ≤ |x| ≤ C‖x‖.

Theorem 1.10. All norms on finite dimensional spaces are equivalent. Fi-
nite dimensional normed spaces are Banach spaces.
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Proof. Let |.| be the Euclidean norm on Kd and ‖.‖ a second norm. Let
{ej}j=1,··· ,d be the standard basis. Then

∥∥∥ d∑
j=1

ajej

∥∥∥ ≤ d∑
j=1

|aj |max
k
‖ek‖ ≤ (

√
dmax

k
‖ek‖)

∣∣∣∣∣∣
d∑
j=1

ajej

∣∣∣∣∣∣ .
Thus v → ‖.‖ is continuous with respect to |.|. It attains the infimum on the
Euclidean unit sphere (which is compact). This minimum has to be positive
and we call it λ−1. Then

|v| = |v||v/|v|| ≤ λ|v|‖v/|v|‖ = λ‖v‖.

The two inequalities imply the equivalence of the norms ‖.‖ and |.| by choos-
ing

C = max
{√

dmax ‖ek‖, λ, 1
}
.

Thus every norm on Kd is equivalent to the Euclidean norm, and any
two norms are equivalent.

A Cauchy sequence vm = (vm,j) with respect to ‖.‖ is also a Cauchy
sequence with respect to the Euclidean norm, hence it converges to a vector
v with respect to the Euclidean norm, and hence also ‖vm − v‖ → 0.

This proves the claim for Kd. Now let X be a vector spaces of dimension
d. Then there is a basis of d vectors, and a bijective linear map φ from Kd

to X. If ‖.‖X is a norm on X then x→ ‖φ(x)‖X is a norm on Kd. Thus the
first part follows. Since φ(xn) is a Cauchy sequence with respect to ‖.‖X iff
(xn) is a Cauchy sequence in Kd with respect to the second metric, and one
converges iff the second converges.This completes the proof.

Lemma 1.11. Let X be a Banach space and U be a closed subvector space.
Then X/U is a vector space,

‖x̃‖X/U = inf
y∈U
‖y − x‖

defines a norm (here x̃ is the equivalence class of x) and X/U is a Banach
space.

Proof. Exercise

Lemma 1.12. Let X and Y be normed spaces. Their direct sum X ⊕ Y (=
X × Y ) is a vector space. If 1 ≤ p ≤ ∞ then

‖(x, y)‖p =

{
(‖x‖pX + ‖y‖pY )

1
p if p <∞

max{‖x‖X , ‖y‖Y } if p =∞

defines a norm with which X ⊕ Y becomes a Banach space if X and Y are
Banach spaces.

Proof. Exercise, see also lp below.
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1.1 Further examples of Banach spaces

Lemma 1.13. The space C0(Rd) ⊂ Cb(Rd) of functions converging to 0 at
∞ is a Banach space. Similarly the space c0 of sequences converging to 0
equipped with the sup norm is a Banach space.

Further examples: Let 1 ≤ p ≤ q ≤ ∞. We define the sequence spaces

Definition 1.14. A K sequence (xj)j∈N is called p summable if

∞∑
j=1

|xj |p <∞ if p <∞, sup
j∈N
|xj | <∞ if p =∞.

The set of all p summable sequences is denoted by lp(N) = lp.

Theorem 1.15. The set of p summable sequences is a vector space. The
expressions

‖(xj)‖lp =

 ∞∑
j=1

|xj |p
1/p

, p <∞

resp.
‖(xj)‖l∞ = sup

j∈N
|xj |

are norms on lp(N), which turn lp(N) into Banach spaces. If 1
p + 1

q = 1,
1 ≤ p, q ≤ ∞ and (xj) ∈ lp, (yj) ∈ lq then (xjyj) is summable and Hölder’s
inequality holds: ∣∣∣∣∣∣

∞∑
j=1

xjyj

∣∣∣∣∣∣ ≤
∞∑
j=1

|xjyj | ≤ ‖(xj)‖lp‖(yj)‖lq .

Remark 1.16. We may replace N by Z, by a finite set, or even an arbitrary
set. Then l∞(X) = B(X). The triangle inequality is called Minkowski
inequality.

We recall Young’s inequality

|xy| ≤ 1

p
|x|p +

1

q
|y|q

for 1
p + 1

q = 1, 1 < p, q < ∞ and x, y ∈ R. Without loss of generality we
assume x, y > 0 and this can be proven by searching the maximum of

x→ xy − 1

p
xp
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for y > 0 which is attained at x0 = y1/(p−1):

x0y −
1

p
xp0 =

p− 1

p
y

p
p−1 =

1

q
yq.

As a consequence∑
j

|xjyj | ≤
∑
j

1

p
|xj |p +

1

q
|yj |q =

1

p
‖(xj)‖plp +

1

q
‖(yj)‖qlq

and we obtain Hölder’s inequality∑
j

|xjyj | =‖(xk)‖lp‖(yk)‖lq
∑
j

|xj |‖(xk)‖−1
lp |yj |‖(yk)‖

−1
lq

=‖(xk)‖lp‖(yk)‖lq(
1

p
+

1

q
)

=‖(xj)‖lp‖(yj)‖lq .

Proof. Since l∞(N) = B(N) there is nothing to show if p = ∞. Moreover
the triangle inequality is obvious if p = 1. Then, if 1 < p, q <∞

∞∑
j=1

|xj + yj |p ≤
∞∑
j=1

|xj + yj |p−1|xj + yj |

≤
∞∑
j=1

|xj + yj |p−1|xj |+
∞∑
j=1

|xj + yj |p−1|yj |

≤‖(|xj + yj |p−1)‖lq
(
‖(xj)‖lp + ‖(yj)‖lp

)
=‖(xj + yj)‖p−1

lp

(
‖(x)j‖lp + ‖(yj)‖lp

)
and

‖(xj + yj)‖lp ≤ ‖(xj)‖lp + ‖(yj)‖lp .

provided we can divide by ‖(xj + yj)‖lp . There is nothing to show if this
quantity is 0 and it is finite whenever we sum over a finite number of indices.
Then a limit argument gives the full statement.

In particular we obtain the triangle inequality. One easily sees that
‖(xj)‖lp = 0 implies (xj) = 0 and

‖(λxj)‖lp = |λ|‖(xj)‖lp .

Thus the spaces lp are normed vector spaces. Now suppose that xn = (xn,j)
is a Cauchy sequence in lp. Then for every j, n→ xn,j is a Cauchy sequence
in K. Let yj = limn→∞ xn,j and y = (yj). Then, for every m > 1 (assuming
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p <∞, since l∞ = B(N))

‖y − xm‖plp = lim
N→∞

N∑
j=1

|yj − xm,j |p

= lim
N→∞

lim
n→∞

N∑
j=1

|xn,j − xm,j |p

≤ lim
n→∞

‖xn − xm‖plp

→ 0 as m→∞.

16.11.2019

2 Hilbert spaces

2.1 Definition and first properties

Definition 2.1. Let X be a K vector space. A map 〈., .〉 : X ×X → K is
called inner product if

〈x1 + x2, y〉 = 〈x1, y〉+ 〈x2, y〉 for all x1, x2, y ∈ X (2.1)

〈λx, y〉 = λ〈x, y〉 for all x, y ∈ X,λ ∈ K (2.2)

〈x, y〉 = 〈y, x〉 for all x, y ∈ X (2.3)

In particular 〈x, x〉 ∈ R for all x ∈ X and

〈x, x〉 ≥ 0 for all x ∈ X (2.4)

〈x, x〉 = 0 ⇐⇒ x = 0 (2.5)

Examples:

1. Euclidean vector spaces over K, Euclidean inner product.

2. Real and complex square summable sequences space l2(N) with 〈(xj), (yj)〉 =∑
xjyj .

3. Let U ⊂ Rd be measurable, X = Cb(U), 〈f, g〉 =
´
U fgdm

n where mn

denotes the Lebesgue measure.

4. Let (X,A, µ) be a measure space (X a set, A a σ algebra, µ : A →
[0,∞] a measure. Let L2(µ) be the space of square integrable functions
with the inner product

〈f, g〉 =

ˆ
fḡdµ.
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Lemma 2.2 (Cauchy-Schwarz). Let X be a vector space with inner product.
Then

|〈x, y〉| ≤ (〈x, x〉〈y, y〉)
1
2

for all x, y ∈ X.

Proof. Let x, y ∈ X and λ ∈ K. Then

0 ≤〈x− λy, x− λy〉
=〈x, x〉 − λ〈y, x〉 − λ̄〈x, y〉+ |λ|2〈y, y〉.

If y = 0 there is nothing to show, so we assume y 6= 0 and define λ = 〈x,y〉
〈y,y〉 .

Then

0 ≤ 〈x, x〉 − |〈x, y〉|
2

〈y, y〉
which implies the Cauchy-Schwarz inequality.

Lemma 2.3. The map

x→ ‖x‖ :=
√
〈x, x〉

defines a norm.

With this notation the Cauchy-Schwarz inequality becomes

|〈x, y〉| ≤ ‖x‖‖y‖.

Proof. Clearly ‖x‖ ≥ 0, ‖x‖ = 0 iff x = 0. Moreover

‖λx‖2 = |λ|2‖x‖2

and by the Cauchy-Schwarz inequality

‖x+ y‖2 =‖x‖2 + 〈x, y〉+ 〈y, x〉+ ‖y‖2

≤‖x‖2 + 2‖x‖‖y‖+ ‖y‖2

=(‖x‖+ ‖y‖)2.

Definition 2.4. A vector space X with an inner product is called pre-Hilbert
space. It is a Hilbert space if it is a Banach space.

Lemma 2.5. The inner product defines a continuous map from X ×X to
K.

Proof. Exercise
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It is not hard to verify the parallelogram identity

‖x+ y‖2 + ‖x− y‖2 = 2‖x‖2 + 2‖y‖2 (2.6)

for x, y ∈ H some pre-Hilbert space.

Theorem 2.6 (Jordan von Neumann). Let X be a normed K vector space
with norm ‖.‖. We assume that the norm satisfies the parallelogram identity

‖x+ y‖2 + ‖x− y‖2 = 2‖x‖2 + 2‖y‖2 (2.7)

Then

〈x, y〉 =
1

4

(
‖x+ y‖2 − ‖x− y‖2

)
(2.8)

if K = R and

〈x, y〉 =
1

4

(
‖x+ y‖2 − ‖x− y‖2 + i‖x+ iy‖2 − i‖x− iy‖2

)
(2.9)

otherwise defines an inner product such that the norm is the norm of the
preHilbert space. Vice versa: The norm of a prehilbert space defines the
parallelogram identity.

As a consequence we could define a Hilbert spaces as a Banach space
whose norm satisfies the paralellogram identity. By an abuse of notation
we call a normed space pre-Hilbert space if it satisfies the parallelogram
identity.

Proof. We begin with a real normed spaces whose norm satisfies the paral-
lelogram identity. We define

〈x, y〉 =
1

4
(‖x+ y‖2 − ‖x− y‖2).

Then
〈x, y〉 = 〈y, x〉.

Since by the parallelogram identity

2‖x+ z‖2 + 2‖y‖2 = ‖x+ y + z‖2 + ‖x− y + z‖2

hence

‖x+ y + z‖2 =2‖x+ z‖2 + 2‖y‖2 − ‖x− y + z‖2

=2‖y + z‖2 + 2‖x‖2 − ‖y − x+ z‖2

and

‖x+y+z‖2 = ‖x‖2+‖y‖2+‖x+z‖2+‖y+z‖2− 1

2
‖x−y+z‖2− 1

2
‖y−x+z‖2
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‖x+y−z‖2 = ‖x‖2+‖y‖2+‖x−z‖2+‖y−z‖2− 1

2
‖x−y−z‖2− 1

2
‖y−x−z‖2

and we arrive at

〈x+ y, z〉 =
1

4
(‖x+ y + z‖2 − ‖x+ y − z‖2)

=
1

4
(‖x+ z‖2 − ‖x− z‖2) +

1

4
(‖y + z‖2 − ‖y − z‖2)

=〈x, z〉+ 〈y, z〉.

We claim
〈λx, y〉 = λ〈x, y〉

for all x, y ∈ X and λ ∈ R. It obviously holds for λ = 1 by checking the
definition, and for all λ ∈ N be the previous step, hence for all λ ∈ Z. But
then it holds for all rational λ and by continuity for λ ∈ R.

We complete the proof for complex Hilbert spaces: We define

〈x, y〉 =
1

4

3∑
k=0

ik‖x+ iky‖2

and observe that 〈ix, y〉 = i〈x, y〉, 〈x, y〉 = 〈y, x〉 by definition, Re〈x, y〉 is
the previous real inner product and Im〈x, y〉 = Re〈x, iy〉.

Corollary 2.7. A normed space is a pre-Hilbert space if and only if all two
dimensional subspaces are pre-Hilbert spaces.

Proof. It is a pre-Hilbert space if and only if its norm satisfies the parallelo-
gram identity which holds if and only if the parallelogram identity holds for
all two dimensional subspaces.

This has geometric consequences.

Lemma 2.8. Let H be a Hilbert space, K ⊂ H compact, and C ⊂ H closed
and convex, C and K disjoint. Then there exist x ∈ K and y ∈ C so that

‖x− y‖ = d(C,K)

Proof. Let xj ∈ K and yj ∈ C be a minimizing sequence. SinceK is compact
there is a subsequence which we denote again by (xj , yj) and x ∈ K so that
xj → x. By the triangle inequality

‖x− yj‖ → d(C,K).

Then

‖yn − ym‖2 =‖(x− yn)− (x− ym)‖2

=2‖x− yn‖2 + 2‖x− ym‖2 − ‖2x− (yn + ym)‖2

≤2(‖x− yn‖2 + ‖x− ym‖2)− 4d2(C,K)

→ 0 as n,m→∞

(2.10)
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since by convexity 1
2(yn + ym) ∈ K. Thus (yn) is a Cauchy sequence with

limit y ∈ C. Moreover

d(C,K) = lim
n→∞

‖x− yn‖ = ‖x− y‖.

Definition 2.9. We call two elements x, y ∈ H orthogonal if 〈x, y〉 = 0 .

Lemma 2.10. Suppose that C is a closed and convex subset of a Hilbert
space H and x ∈ H. Then the closest point in C to x is unique and we
denote it by p(x). Moreover,

Re〈x− p(x), z − p(x)〉 ≤ 0 (2.11)

for all z ∈ C. If y ∈ C satisfies

Re〈x− y, z − y〉 ≤ 0

for all z ∈ C then y = p(x). If C is a closed subspace then for all z ∈ C

〈x− p(x), z〉 = 0. (2.12)

The point y = p(x) ∈ C is uniquely determined by this orthogonality condi-
tion. Moreover

‖x‖2 = ‖x− p(x)‖2 + ‖p(x)‖2. (2.13)

Proof. Uniqueness is a consequence of the proof of Lemma 2.8. Let y ∈ C.
Then by the triangle inequality, if z ∈ C then for 0 ≤ t ≤ 1

y(t) = y + t(z − y) ∈ C

and hence if y = p(x),

‖x− y‖2 ≤ ‖x− y− t(z− y)‖2 = ‖x− y‖2− 2tRe〈x− y, z− y〉+ t2‖z− y‖2.

This implies (2.11) and also the converse. In the case that C is a closed
subspace (2.11) implies that

Re〈x− p(x), z〉 ≤ 0

for all z ∈ C, hence, combined with this inequality for −z

Re〈x− p(x), z〉 = 0

for all z ∈ C and

Im〈x− p(x), z)〉 = −Re〈x− p(x), iz〉 = 0

for z ∈ C. Now we expand

‖x‖2 =‖x− p(x) + p(x)‖2

=‖x− p(x)‖2 + ‖p(x)‖2 + 2 Re〈x− p(x), p(x)〉
=‖x− p(x)‖2 + ‖p(x)‖2.
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2.2 The Riesz representation theorem

Theorem 2.11 (Riesz representation theorem). Let H be a Hilbert space.
Then

J : H 3 x→ (y → 〈y, x〉) ∈ H∗

is an R linear isometric isomorphism. It is conjugate linear:

J(λx) = λJ(x).

Proof. By the Cauchy-Schwarz inequality

‖J(x)‖H∗ = sup
‖y‖≤1

|〈y, x〉| ≤ ‖x‖H

and the map is well defined and conjugate linear:

J(λx)(y) = 〈y, λx〉 = λ̄〈y, x〉.

Since
‖x‖H‖J(x)‖H∗ ≥ 〈x, J(x)〉 = 〈x, x〉 = ‖x‖2H

we see that
‖J(x)‖H∗ ≥ ‖x‖H .

Thus J is an isometry: ‖J(x)‖H∗ = ‖x‖H . In particular J is injective. To
show that J is surjective we assume that x∗ ∈ H∗ and try to find x so that
x∗ = J(x). Let

N = {y ∈ H : x∗(y) = 0}.

Then N is a subvector space and it is closed. Let p be the orthogonal
projection to N as above. We choose y0 ∈ H with x∗(y0) = 1 and define

x0 = y0 − p(y0).

Then x∗(x0) = 1 ( since p(y0) ∈ N) and, since ‖x0‖ = ‖y0 − p(y0) =
dist(y0, N) = dist(x0, N) we have p(x0) = 0 and for all y ∈ N by (2.12)
〈y, x0〉 = 0. Moreover obviously x∗(x−x∗(x)x0) = 0 hence x−x∗(x)x0 ∈ N
and by (2.12)

〈x− x∗(x)x0, x0〉 = 0.

Since x = [x− x∗(x)x0] + x∗(x)x0, then

〈x, x0〉 = 〈x∗(x)x0, x0〉 = x∗(x)‖x0‖2H

and, solving this identity for x∗(x)

x∗(x) =
〈
x,

x0

‖x0‖2
〉

= J(
x0

‖x0‖2
)(x).
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18.10.2019

Theorem 2.12 (Lax-Milgram). Let H be a Hilbert space and

Q : H ×H 3 (x, y)→ Q(x, y) ∈ K

be linear in x, antilinear in y, bounded in the sense that

|Q(x, y)| ≤ C‖x‖|y‖

and coercive in the sense that there exists δ > 0 so that

ReQ(x, x) ≥ δ‖x‖2.

Then there exists a unique continuous linear map A : H → H with contin-
uous inverse A−1 so that

Q(x, y) = 〈Ax, y〉.

Moreover
‖A‖H→H ≤ C, ‖A−1‖H→H ≤ δ−1.

Remark 2.13. A map Q with these properties is called sesquilinear.

Proof. Let x ∈ H. Then

y → Q(x, y) ∈ H∗.

By the Riesz representation theorem there exists a unique z(x) ∈ H so that

〈z(x), y〉 = Q(x, y)

for all y ∈ H. Then

‖z(x)‖ = sup
‖y‖≤1

|〈z(x), y〉| =

∣∣∣∣∣ sup
‖y‖≤1

Q(x, y)

∣∣∣∣∣ .
Clearly z(x1 + x2) = z(x1) + z(x2) and z(λx) = λz(x) and we define the
continuous linear operator Ax = z. Since

Re〈Ax, x〉 ≥ δ‖x‖2

we obtain
‖Ax‖ ≥ δ‖x‖.

It particular A is injective and the range is closed. If it is not surjective
there exists z with ‖z‖ = 1 and z is orthogonal to the range, i.e.

〈Ax, z〉 = 0

for all x ∈ X. In particular we reach the contradiction

0 = 〈Az, z〉 ≥ δ‖z‖2.
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Let q, h ∈ C([0, 1],R). We consider the boundary value problem

− u′′ + qu = h in (0, 1) u(0) = u(1) = 0 (2.14)

Theorem 2.14. Suppose that inf q(x) > −2. Then (2.14) has exactly one
solution.

Proof. We consider K = R. In particular 〈f, g〉 = 〈g, f〉.

Step 1. The Hilbert space 1: Let

H̃ : {U ∈ C1([0, 1]) : U(0) = U(1) = 0}

which we equipp with the norm

〈U, V 〉H =

ˆ
U ′V ′dx

Since for 0 ≤ x1 ≤ x2 ≤ 1

|U(x2)− U(x1)| =
∣∣∣∣ˆ x2

x1

U ′(t)dt

∣∣∣∣ ≤ ‖U ′‖L2‖χ[x1,x2]‖L2 ≤ |x2 − x1|
1
2 ‖U ′‖L2

we see that ‖.‖H defines a norm since the other conditions are immediate.
The problem is that H̃ is not complete.

Measurable square integrable functions on [0, 1] are integrable. For f ∈
L2((0, 1)) we define

F (x) =

ˆ x

0
f(y)dx.

Then, if 0 ≤ x1 < x2 ≤ 1

|F (x2)− F (x1)| =
∣∣∣∣ˆ x2

x1

f(t)dt

∣∣∣∣ ≤ ‖f‖L2‖χ[x1,x2]‖L2 ≤ (x2 − x1)
1
2 ‖f‖L2

and hence F is uniformly continuous and even Hölder continuous of exponent
1
2 . Moreover F (0) = 0 the map H0 3 f → F ∈ Cb([0, 1]) is linear, injective
and continuous.

Step 2. We define H ⊂ Cb([0, 1]) by

F ∈ H ⇐⇒ There exists f ∈ L2 with

ˆ 1

0
fdx = 0 and F (x) =

ˆ x

0
f(y)dy

and equipp it with the real inner product

〈F1, F2〉H =

ˆ 1

0
f1f2dx.

ThenH is isometric isomorphic to the closed subspace of L2 of functions with
integral 0, and hence a Hilbert space. In the sequel we use small resp. capital
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letter to indicate this relation. Moreover F ∈ H implies F (0) = F (1) = 0
and

‖F‖sup ≤ 2−1/2‖F‖H .

Step 3. Relaxation and the sesquilinear bilinear form. Suppose
that

−U ′′ + qU = h

and let φ ∈ C1([0, 1]) with φ(0) = φ(1) = 0. We multiple by φ and integrate.
Then

ˆ 1

0
hφdx =

ˆ
−U ′′φdx+

ˆ
qUφdx =

ˆ 1

0
U ′φ′ + qUφdx

We define

Q(F,G) =

ˆ
fgdx+

ˆ
qFGdx.

Then U satisfies

Q(U, φ) =

ˆ 1

0
hφdx

for all φ as above, and with an approximation it also holds for φ ∈ H. We
relax our problem by first searching for U ∈ H so that this identity holds
for all φ ∈ H.

We

|Q(F,G)| ≤
∣∣∣∣ˆ fgdx

∣∣∣∣+ ‖q‖sup‖F‖sup‖G‖sup ≤ (1 + ‖q‖sup)‖f‖L2‖g‖L2 ,

F → Q(F,G) is linear for all G and G → Q(F,G) is linear.We check the
coercivity:

ReQ(F, F ) ≥ ‖f‖2L2 + min{inf q, 0}‖F‖2sup ≥ (1 +
1

2
min inf q, 0})‖F‖2H .

Let A be the invertible map defined in the Lemma of Lax Milgram 2.12.

Step 4. The linear form We define a map

Cb([0, 1]) 3 h→ (F →
ˆ 1

0
Fhdx) ∈ H∗.

By the Riesz representation theorem there exists a unique G ∈ H so that

ˆ 1

0
Fhdx = 〈F,G〉

for all F ∈ H∗. We define
u = A−1G.
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Then

Q(u, F ) = 〈Au, F 〉H = 〈G,F 〉H =

ˆ 1

0
hFdx

for all F ∈ H.
Step 5: Regularity. Let x0 be a Lebesgue point of u and, for r > 0

small

φ(x) =


x/(x0 − r) if x < x0 − r

1− (x− x0 − r)/(2r) if x0 − r ≤ x < x0 + r
0 if x ≥ x0 + r.

Then φ ∈ H ( with
´ x

0 φ
′(y)dy = φ(x) by the fundamental theorem of

calculus) )

1

2r

ˆ x0+r

x0−r
udx =

1

x0 − r

ˆ x0−r

0
udx+

ˆ x0

0
(qU + h)φdx

Now we let r tend to zero and we obtain (assuming that u(x0) is the limit
of the averages)

x0u(x0) =

ˆ x0

0
udx+

ˆ x0

0
(qU + h)xdx.

By the convergence theorem of Lebesgue the right hand side is continuous
in x ∈ (0, 1), hence u has a continuous representative (the set of Lebesgue
points has full measure), and U ′ = u. Then the right hand side is continu-
ously differentiable on (0, 1) and differentiation gives

u(x) + xu′(x) = u(x) + x(qU + h)

hence
U ′′(x) = q(x)U(x) + h(x).

Thus U ∈ C2([0, 1]) and it satisfies the differential equation.

23.10.2019
There is an alternative approach. Let b, c ∈ Cb([0, 1];R). We consider

the boundary value problem

−u′′ + bu′ + cu = h in (0, 1), u(0) = u(1) = 0

for h ∈ Cb([0, 1]).

Theorem 2.15. The boundary value problem is solvable for all h if the
homogeneous equation with h = 0 has only the trivial solution.
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Proof. Let U be the unique solution to the differential equation with initial
data U(0) = 0, U ′(0) = 1. If U(1) = 0 then the homogeneous problem has
a nontrivial solution U . Suppose that U(1) 6= 0. Let V be the solution with
V (1) = 1, V ′(1) = 1. Then V (0) 6= 0 ( otherwise V would be a multiple of
U , which contradicts V (1) = 0, U and V are linearly independent. Let

W (x) = det

(
V U
V ′ U ′

)
Then

W ′(x) = b(x)W (x)

and W (0) = V (0)U ′(0) = V (0) 6= 0, hence W never vanishes. Let

g(x, y) =

{
1

W (y)U(y)V (x) if x > y
1

W (y)V (y)U(x) if x < y

Then
g ∈ C([0, 1]× [0, 1]), g(0, y) = g(1, y) = 0,

g is differentiable unless x = y and

∂xg(x, y) =

{
1

W (y)U(y)V ′(x) if x > y
1

W (y)V (y)U ′(x) if x < y

and hence it has a jump of size −1 at the diagonal. We define

u(x) =

ˆ 1

0
g(x, y)h(y)dy (2.15)

Then

u′(x) =∂x

ˆ x

0
g(x, y)h(y)dy +

ˆ 1

x
g(x, y)h(y)dy

=g(x, x)h(x) +

ˆ x

0
∂xg(x, y)h(y)dy − g(x, x)h(x) +

ˆ 1

x
∂xg(x, y)h(y)dy

=

ˆ 1

0
∂xg(x, y)h(y)dy
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and, ∂+ resp ∂− the derivative from above resp. from below,

−u′′(x) =− ∂x
ˆ x

0
gx(x, y)h(y)dy + ∂x

ˆ 1

x
gx(x, y)h(y)dy

=−
ˆ x

0
∂2
xg(x, y)h(y)dy −

ˆ 1

x
∂2
xg(x, y)dy

− ∂−x g(x, x)h(x) + ∂+
x g(x, x)h(x)

=b(x)∂x

ˆ 1

0
g(x, y)h(y)dy + c(x)

ˆ 1

0
g(x, y)h(y)dy

− 1

W (x)
(V ′(x)U(x)− V (x)U ′(x))h(x)

=b(x)u′(x) + c(x)u(x) + h(x)

and u ∈ C2
b ([0, 1]) is a solution. Here we used that if x 6= y the map

x → g(x, y) is a solution to the homogeneous problem, which allows to
replace the second order derivatives by b∂xg + cg.

The solution is unique since the homogeneous equations has only the
trivial solution.

Remark 2.16. We obtain much more than stated: There is an integral
formula (2.15) for the solution. g is called Green’s function.

2.3 Operators on Hilbert spaces

The purpose of this section is to introduce several definitions.

Definition 2.17. • The adjoint of T ∈ L(H1, H2) is the unique operator
T ∗ ∈ L(H2, H1) which satisfies

〈Tx, y〉H2 = 〈x, T ∗y〉H1 .

for all x ∈ H1, y ∈ H2.

• Let H1 and H2 be K Hilbert spaces. Then U ∈ L(H1, H2) is called
unitary, if it is invertible (i.e. there exists an inverse U−1 so that
U−1U = 1H1, UU−1 = 1H2) and if

〈Ux,Uy〉H2 = 〈x, y‖H1

for all x, y ∈ H1.

• T ∈ L(H,H) is called self adjoint if T ∗ = T .
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Remark 2.18. 1. Existence and unqiueness in the second part has to be
shown. Let y ∈ H2. Then

x→ 〈Tx, y〉H2 ∈ H∗1
By the Riesz representation theorem there exists a unique z ∈ H1 so
that

〈Tx, y〉H2 = 〈z, y〉H1 .

We define T ∗y = z. It is clearly linear and satisfies

‖T ∗‖H2→H1 = ‖T‖H1→H2 .

2. The composition of unitary operators is again unitary. The adjoint of
a unitary operator is unitary, and it is the inverse: Let U : H1 → H2

be unitary then

〈x, y〉H1 = 〈Ux,Uy〉H2 = 〈U∗Ux, y〉H1

for x, y. Thus U∗U is the identity in H1. Moreover

U = U(U∗U) = (UU∗)U

and hence
(UU∗ − 1H2)U = 0.

Since U is surjective this implies UU∗ = 1H2 and hence U∗ is the left
and right inverse of U .

3. In particular the unitary operators in L(H) = L(H,H) are a group,
called the unitary group U(H).

Example: Let H = l2(N) and en be the sequence with 1 at the position
n and 0 otherwise.

(T (xn))m =

{
0 if m = 1

xm−1 if m < 1

Then
‖T (xn)‖ = ‖(xn)‖,
(T ∗(xn))m = xm+1

Then
T ∗e0 = 0, T ∗ej+1 = ej , T ej = ej+1.

T ∗T is the identity, but TT ∗ is the projection to the subspace defined by
〈x, e1〉 = 0.

We define the null space or kernel of an operator T by

N(T ) = {x : Tx = 0}

and the range

R(T ) = {y : there exists x with y = Tx}
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2.4 Orthonormal systems

We recall that N elements xj of a vector space X are called linearly inde-
pendent if

N∑
j=1

λjxj = 0

implies λj = 0. Let xj be N linearly independent vectors of a Hilbert space.
By the Gram-Schmidt procedure we obtain an orthonormal system with

y1 =
1

‖x1‖
x1

ỹ2 = x2 − 〈x2, y1〉y1

y2 =
1

‖ỹ2‖
ỹ2

recursively. We can do this with N =∞.

Definition 2.19. An orthonormal system of H is given by a map A → H
denoted by xα for α ∈ A, A a set wuch that

〈xα, xβ〉 =

{
1 if α = β
0 otherwise

Typically A is a subset of the natural numbers.

Lemma 2.20 (Bessel inequality). Let (xn)n≤N be an orthonormal system.
Then

0 ≤ ‖x‖2 −
N∑
n=1

|〈x, xn〉|2 = ‖x−
N∑
n=1

〈x, xn〉xn‖2

Proof. Let M ⊂ H be the N dimensional subspace spanned by the elements
xj and let p be the projection to the closest point. Then by Lemma 2.10

‖x‖2 = ‖x− p(x)‖2 + ‖p(x)‖2.

Moreover

p(x) =

N∑
j=1

λjxj

and

〈x, xn〉 = 〈p(x), xn〉 =

N∑
m=1

λm〈xm, xn〉 = λn

and

‖p(x)‖2 =
∞∑
n=1

|λn|2.
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Definition 2.21. A subset A of a metrix space X is called dense if its
closure is X. A metric space X is called separable, if there is a countable
dense subset.

Examples:

1. N is countable.

2. X and Y countable implies X × Y is countable. In particular Qd is
countable.

3. If Xj are countable sets then there union is countable.

4. Subsets of countable sets are countable.

5. Q is countable.

6. QN is countable.

7. RN is separable since QN is countable and dense.

8. l2(N) is separable. This requires a proof. Let Q ⊂ l2(N) be the set
of all sequences with rational coefficients, for which there exists N so
that larger components are zero. This set is countable, as countable
union of set for which there is a bijective map to QN . Now let x ∈ l2
and ε > 0 and xN ∈ l2 the vector with the same first N components,
and (xN )n = 0 for n > N . There exists N so that

‖x− xN‖l2 < ε/2

and then an element y of Q with

‖xN − y‖l2 < ε/2

Thus Q is dense.

25.10.2019

Definition 2.22. A orthonormal system (xn) of a Hilbert space is called
orthonormal basis if

〈x, xn〉 = 0 for all n ∈ N

implies x = 0.

Theorem 2.23. The following properties are equivalent for a Hilbert space
H which is not finite dimensional.

• The space H is separable.

• There exists an orthonormal basis and ‖x‖2 =
∑
|〈x, xj〉|2.
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• The exists a unitary map l2 → H

Proof. Suppose that H is separable. Let (yn) be a dense sequence and XN

the span of the first N yn. Its dimension is at most N . We use the Gram-
Schmidt procedure to find an orthonormal basis (xn) of XN . We do this
recursively by increasing n. This leads to a countable orthonormal sequence
(xn) so that its span is dense. Now let x ∈ X. By the Bessel inequality

N∑
j=1

〈x, xj〉2 + ‖x−
N∑
j=1

〈x, xj〉xj‖2 = ‖x‖2.

Thus

N → ‖x−
N∑
n=1

〈x, xn〉xn‖

is monotonically decreasing. Since (yn) is dense and
∑N

n=1〈x, xn〉xn = pNx
is the closed point in the span of (xn)n≤N it converges to 0, which is equiv-
alent to

N∑
n=1

〈x, xn〉xn → x

in L2, which in turn implies

‖x‖2 =
∞∑
n=1

|〈x, xn〉|2.

Now suppose that (xn) is an orthonormal basis. We want to define

l2 3 (an)→
∞∑
n=1

anxn ∈ H.

We claim that for M ≥ N

N∑
n=1

anxn −
M∑
n=1

anxn =
M∑

n=N+1

anxn

the norm of which is given by √√√√ M∑
n=N+1

|aj |2.

This implies that the partial sums are a Cauchy sequence and we define

x := lim
N→∞

N∑
n=1

anxn
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Then

‖x‖2 = lim
N→∞

N∑
n=1

|an|2 = ‖(an)‖2.

The map is clearly linear, surjective (by the previous part) and an isometry.
To complete the proof we recall that l2(N) is separable.

In particular a Hilbert space is either isomorphic (there exists an isomet-
ric surjective linear map) to Rd resp. Cd, to l2, or it is not separable.

Example: The space l2(R) with inner product

〈f, g〉 =
∑
x∈R

f(x)g(x)

is not separable since the vectors

exy =

{
0 if y 6= x
1 if y = x

are an uncountable orthonormal system. In particular the pairwise distance
is
√

2 and there cannot be a countable dense set.

2.5 Orthogonal polynomials

Let µ be a Borel measure on R so that all moments exists, i.e.

ˆ
R
|x|Nµdx <∞

for all N ≥ 0. Let H = L2(µ) with inner product

X ×X 3 (f, g)→ 〈f, g〉 :=

ˆ
fgµdx

We assume that the monomials

fn = xn

are linearly independent.
We consider the case

µ(x) =

{
1/2 if |x| ≤ 1

0 otherwise

with X = C([−1, 1]). It leads to (multiples) of the Legendre polynomials.
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Definition 2.24 (Legendre-polynomial). The Legendre polynomial Pn is
the unique monic polynomial of degree n (i.e. with leading term xn)

ˆ 1

−1
xmPn(x)dx = 0

for all 0 ≤ m < n.

There is a very compact formula for them.

Lemma 2.25 (Rodrigues formula).

Pn(x) =
1

2nn!

dn

dxn
[(x2 − 1)n]

Proof. The degree of Pn defined by the right hand side is obviously n and
the leading term of Pn(x) reads (2n)!

2n(n!)2
xn. If 0 ≤ m < n then after m

integrations by parts

ˆ 1

−1
xm

dn

dxn
(x2 − 1)ndx = (−1)mm!

ˆ 1

−1

dn−m

dxn−m
(x2 − 1)ndx = 0.

Finally
dn

dxn
(x2 − 1)n

∣∣∣∣
x=1

= 2n
dn

dxn
(x− 1)n

∣∣∣∣
x=1

= 2nn!.

A more difficult calculation gives

ˆ 1

−1
(Pn(x))2 dx =

1

2nn!

(2n)!

2n(n!)2

ˆ 1

−1
xn

dn

dxn
(x2 − 1)ndx

=
(2n)!

22n(n!)2
(−1)n

ˆ 1

−1
(x2 − 1)ndx

=
(2n)!

22n(n!)2
2 · 22n

ˆ 1

0
sn(1− s)nds =

2

2n+ 1
.

and √
2n+ 1

2

√
2m+ 1

2

ˆ 1

−1
Pn(x)Pm(x) dx = δn,m

and the functions √
2n+ 1

2
Pn(x)

are an orthonormal system in L2(µ).

Theorem 2.26. These functions are a basis of L2(µ).

Proof. See introduction to PDEs.
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We consider the complex Hilbert space L2([0, 2π]) with inner product

〈f, g〉 =
1

2π

ˆ
fgdx.

Lemma 2.27. The functions einx are a basis.

Proof. We compute

1

2π

ˆ 2π

0
einxe−imxdx =

1

2π

ˆ 2π

0
ei(n−m)xdx = 0

if n 6= m and = 1 if n = m. See Analysis 3 for a proof of the basis property.

2.6 Sturm-Liouville problems

Let q ∈ Cb([0, 1]). For λ ∈ C we consider the eigenfunction problem

−u′′ + qu = λu in (0, 1)

u(0) = u(1) = 0.

This is a special case of Theorem 2.15, with complex function q − λ. It is
not hard to see that there is no nontrivial solution unless λ ∈ R: Suppose
that λ /∈ R and u ∈ C2([0, 1];C) satisfies the boundary value problem. Then

0 =

ˆ 1

0
−u′′ū+quū−λuūdx =

ˆ 1

0
|u′|2+q|u|2−Reλ|u|2dx−i Imλ

ˆ 1

0
|u|2dx

and thus Imλ = 0 or
´ 1

0 |u|
2dx = 0. Hence there is no nontrivial solution

unless λ ∈ R.
If u(x) = 0 then u′(x) 6= 0, otherwise u vanishes identically. As a

consequence zeros are isolated.

Theorem 2.28. Given λ ∈ C the space of solutions to (2.14) is vector
space of dimension 0 or 1. There exists a monotone sequence λn →∞ and
a sequence of nontrivial real valued functions un ∈ C2([0, 1]) which satisfy

−u′′n + qun = λnunˆ
unumdx = δnm.

The functions un have exactly n− 1 zeroes in (0, 1). The function un+1 has
one zero between two zeros of un. Moreover

π2n2 + inf q ≤ λn ≤ π2n2 + sup q. (2.16)

If λ 6= λn for some j then (2.14) has only trivial solutions.
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We consider a lemma before we turn to the proof.

Lemma 2.29. Let I = [a, b]. Suppose that q1, q2 ∈ Cb([a, b];R), q2 < q1,
suppose that u ∈ C2([a, b]) is positive on (a, b), u(a) = u(b) = 0 and

−u′′ + q1u = 0.

Suppose that v ∈ C2([a, b]) satisfies

−v′′ + q2v = 0

Then v has a zero in (a, b).

Proof. Suppose that v has no zero in [a, b]. Then we may assume that v is
postive in this interval. Let

w = v/u ∈ C2((a, b))

Then w(x)→∞ as x→ a, b and hence w assume the positive minimum at
a point x0. On the other hand

w′(x) = v′/u− wu′/u,

w′′ = v′′/u− v′u′

u2
− u′

u
w′ − wu

′′

u
= −(q2 − q1)w − 2

u′

u
w′ −

(
u′

u

)2

w

and hence w does not assume an interior minimum. Now suppose that
v(a) = 0. Since u′(a) 6= 0 and v′(a) 6= 0 we have by the rule of de l’Hospital

w(a) = v′(a)/u′(a), w′(a) = v′′(a)/u′(a)− w(a)u′′(a)/u′(a) = 0

and hence w′′ < 0 in (a, x1) for some x1 > a, hence it cannot assume the
minimum at a. The same argument applies at b. Hence v has a zero in
(a, b).

Proof of Theorem 2.28 : We apply this with q1 = q−λ1 and q2 = q−λ2 with
λ2 > λ1. If u1 , u2 are corresponding solutions then the zeros are interlaced.
In particular, if λj are eigen values and uj eigenfunctions then u2 has a zero
between two zeros of u1 and the number of zeros is monotonically increasing
with λ. In particular there are at most countably many eigenfunctions, and
for each n there exists at most one eigenfunction with n zeros in (0, 1).

Since with
Uµ(x) = sin(πµx)

−U ′′µ(x) = π2µ2Uµ(x)

we see that when
µ2 ≤ λ− sup q
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then zeros have at least the distance 1/µ and if

µ2 ≥ λ− inf q

then zeros have at least the distance 1/µ. In particular, if u is an eigenfunc-
tion with n− 1 zeroes, then the inequalities for λ are true.

We define
Φ(λ) = U(1)

where
−U ′′ + qU = λU.

Then Φ is continuous as a function of λ. The zeros of Φ are the eigenvalues.
Let N(λ) be the number of zeros of U in (a, b]. The map

λ→ N(λ)

is monontoically increasing and there exists a minimal λn so that

N(λ) < n if λ < λn

(we choose µ < 1 in the comparison argument. If

λ < µ2 + inf q

then zeroes have a distance larger than 1),
We consider U as a function of λ and x. It is continuous as a function of

both variables. Now assume that Φ(λ) 6= 0. Then there exists δ so that two
zeros of eigenfunctions to an eigenvalue λ′ < |λ| + 1 have distance at least
δ. Let

A = [0, 1]\
⋃

(xj − δ/2, xj + δ/2)

where xj are the zeroes of U . Then there exists ε so that for |λ′ − λ| < ε
there is no zero in A. Checking the signs and using the intermediate value
theorem we see that each of the intervals (xj − ε, xj + ε) contains one zero.
By the choice of δ there is at most one zero there, hence N(λ) is constant
near λ. The same argument shows that N(λ) jumps by 1 if Φ(λ) = 0.

Orthogonality is an exercise.

There are natural questions:

• Which of the concrete orthonormal systems constructed above are a
basis? We will see that the answer is all of them, but we need more
tools to prove this.

• Is there a good theory of not necessarely orthonormal basis? This is
more tricky.

30.10.2019
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3 Lebesgue spaces

3.1 Review of measure spaces

Reference:

1. Alt: Linear functional analysis, Springer.

2. Lieb and Loss: Analysis, AMS 2001.

3. Sharkarchi and Stein: Real Analysis: Measure theory, Integration and
Hilbert spaces. Princeton University Press. 2009.

Theorem 3.1 (Banach-Tarski). There exists finitely many pairwise dis-
joints sets An, Bm of R3 and isometric maps φj , ψj: R3 → R3 so that

B1(0) =
N⋃
n=1

φn(Bn) =

M⋃
m=1

ψm(Am) =

N⋃
n=1

Bn ∪
M⋃
m=1

Am

Remark: Makes use of the axiom of choice.

Definition 3.2. Let X be a set. A family of subset A is called a σ algebra
if

1. {} ∈ A

2. A ∈ A implies X\A ∈ A

3. An ∈ A implies
∞⋃
n=1

An ∈ A.

A map µ : A → [0,∞] is called a measure if whenever An ∈ A are pairwise
disjoint then

µ
( ∞⋃
n=1

An

)
=
∞∑
n=1

µ(An).

The triple (X,A, µ) is called a measure space.

Examples:

1. X a set, A = 2X the set of all subsets, and µ(A) the number of
elements.

2. If (X, d) is a metric space then there is a smallest σ algebra containing
all open sets. It is called the Borel σ algebra of X.

3. In probability theory the σ algebra encodes the available information
on a system.
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4. X = Rn, A the Borel sets, µ the Lebesgue measure restricted to the
Borel sets.

5. X = Rn, A the Lebesgue sets, µ the Lebesgue measure.

6. X = Rn, 0 ≤ s ≤ n, Hs, A the Borel sets, Hs the Hausdorf measure.

Definition 3.3. Let X be a set and A a σ algebra. A map f : X →
R ∪ {−∞,∞} is called measurable if

f−1((t,∞]) ∈ A

for all t ∈ R. If (X,A, µ) is a measure space and f : X → [0,∞] then we
define the Lebesgue integral by the Riemann integral

ˆ
fdµ =

ˆ ∞
0

µ(f−1((t,∞]))dt ∈ [0,∞]

We call a measurable function f integrable if |f | is integrable. Let 1 ≤ p <
∞. We call a measurable function f p integrable if |f |p is integrable and
denote

‖f‖Lp =

(ˆ
|f |pdµ

)1/p

.

We call a measurable function ∞ integrable or essentially bounded if there
is a constant C so that

µ({x : |f(x)| > C}) = 0.

The best constant is denoted by ‖f‖L∞.

There are convergence theorems about the relation between the limit of
integrals, and the integral over limits: The theorem of Lebesgue on domi-
nated convergence, the Lemma of Fatou and the theorem of Beppo Levi on
monoton convergence.

Definition 3.4. A measure space (X,A, µ) is called sigma finite if there

exists a sequence of measurable sets Aj of finite measure so that X =
∞⋃
n=1

An.

3.2 Construction of measures

Measures are often constructed by first constructing outer measures.

Definition 3.5. Let X be a set. An outer measure µ maps subsets of X to
[0,∞] so that

1. µ({ }) = 0.

2. A ⊂ B implies µ(A) ≤ µ(B).
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3. µ
( ∞⋃
j=1

Aj

)
≤
∑∞

j=1 µ(Aj).

Examples:

• Let X = Rd. We define the measure of a coordinate rectangle as the
product of the sidelengths and the measure of a countable disjoint
union of coordinate rectangles as the sum over the measures of the
rectangles. Finally we define the outer measure of a general set as the
infimum of all measures of coverings by unions of coordinate rectancles.

• If (X,A, µ) and (Y,B, ν) are σ finite measure spaces we define rectan-
gles in the cartesian product as the cartesian product of measurable
sets and their measure as the product of the measures. Then we pro-
ceed in the same way as above to obtain an outer measure on X × Y .

• The Hausdorff measure: Let X be a metric space and s ≥ 0. We define
the premeasure of a set A of diameter r

φ(A) = 2−s
πs/2

Γ( s2 + 1)
rs

and the Hausdorff measure

A = inf
{ ∞∑
n=1

φ(An) : A ⊂
∞⋃
n=1

An

}
.

Definition 3.6. Let X be a metric space. We call µ an outer metric measure
if it is an outer measure which satisfies

µ(A ∪B) = µ(A) + µ(B)

for all A,B ⊂ X with dist(A,B) > 0.

Definition 3.7. Let µ be an outer measure on X. We call a subset A ⊂ X
Caratheodory measurable if for all B ⊂ X

µ(B) = µ(B ∩A) + µ(B ∩ (X\A)).

Theorem 3.8 (Caratheodory). Let µ be an outer measure on the set X.
Then the Caratheodory measurable sets C are a σ algebra and (X, C, µ|C) is
a measure space. Moreover C contains all sets of exterior measure 0. If X
is a metric space and µ is a metric outer measure than C contains all open
sets. In the case of the Cartesian product C contains all Cartesian products
of measurable sets.

Theorem 3.9 (Fubini-Tonelli). Let (X,A, µ) and (Y,B, ν) be σ-finite mea-
sure spaces, A×B the product σ algebra and µ×ν the product measure. Let
f be µ× ν integrable. Then for almost of x ∈ X y → f(x, y) is ν integrable,
x→

´
Y f(x, y)dν(y) is µ integrable andˆ

X×Y
f(x, y)dµ× ν =

ˆ
X

ˆ
Y
f(x, y)dν(y)dµ(x).
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3.3 Jensen’s and Hölder’s inequalities

Lemma 3.10. Suppose that f : R → R is convex. Then both one sided
derivatives exist and if x < y then

df

dx

+

(x) ≤ df

dy

−
(y) ≤ df

dy

+

(y)

and for all z

f(z) ≥ max{f(x) +
df

dx

+

(x)(z − x), f(x) +
df

dx

−
(x)(z − x)}.

Proof. If x0 < x1 < x2 then

f(x1)− f(x0)

x1 − x0
≤ f(x2)− f(x0)

x2 − x0
≤ f(x2)− f(x1)

x2 − x1

and

h→ f(x+ h)− f(x)

h

is monotonically increasing. This implies the differentiability from the right,
and similarly from the left and the relation between the derivatives.

Lemma 3.11. Let (X,A, µ) be a measure space, µ(X) = 1, F : R → R
convex and f real valued and integrable. Then F ◦ f is measurable, (F ◦ f)−
is integrable and

F ◦
ˆ
X
fdµ ≤

ˆ
X
F ◦ fdµ

Proof. Let t0 =
´
X fdµ. Since F : R→ R is convex, we have for any t

F (t) ≥ F (t0) +
dF

dt

+

(t0)(t− t0).

Thus

µ({F ◦ f ≤ s}) ≤ µ({F (t0) +
dF

dt

+

(t0)(f − t0) ≤ s})

and min{F ◦ f, 0} is integrable since x→ F (t0) + dF
dt

+
(t0)(f − t0) (which is

affine in f) is integrable. Then

ˆ
X
F ◦ fdµ ≥

ˆ
X
F (t0) +

dF

dt

+

(t0)(f − t0)dµ

=F (t0) +
dF

dt

+

(t0)

(ˆ
X
fdµ− t0

)
= F (t0).

35 [January 29, 2020]



We call a function f : X → C integrable if the real and imaginary parts
are both integrable. We say a property holds almost everywhere, if it holds
outside a set of measure 0.

Lemma 3.12. Let 1 ≤ p, q ≤ ∞ and 1
p + 1

q = 1. If f ∈ Lp and g ∈ Lq then
fg is integrable and ∣∣∣∣ˆ fgdµ

∣∣∣∣ ≤ ‖f‖Lp‖g‖Lq .
If 1 < p <∞, then equality implies that g = λ|f |p−2f̄ almost everywhere for
some λ ∈ K with |λ| = 1.

Proof. We copy the proof basically from the one for the sequence space. As
there it suffices to consider f and g with ‖f‖Lp = 1 and ‖g‖Lq = 1 and prove

ˆ
|f ||g|dµ ≤

ˆ
1

p
|f |p +

1

q
|g|qdµ = 1.

The inequality is strict unless

|fg(x)| = 1

p
|f(x)|p +

1

q
|g(x)|q

almost everywhere, which implies |g| = |f |p−1. Now∣∣∣∣ˆ fgdµ

∣∣∣∣ ≤ ˆ
|fg|dµ ≤ ‖f‖Lp‖g‖Lq

and in the case of equality all inequalities must be equalities. Hence |g| =
|f |p−1. Now suppose for some integrable function h∣∣∣∣ˆ hdµ

∣∣∣∣ =

ˆ
|h|dµ.

Then there exits λ ∈ C with |λ| = 1 so that
´
hdµ ∈ [0,∞) and

ˆ
λ−1hdµ =

ˆ
Reλ−1hdµ =

ˆ
|h|dµ

and hence
h = λ|h|

almost everywhere. Back to our situation above this implies

g = λ|f |p−2f̄

almost everywhere for some complex number λ of modulus 1.
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3.4 Minkowski’s inequality

Theorem 3.13. Let 1 ≤ p < ∞ and let X and Y be spaces with σ finite
measures µ and ν respectively. Let f be µ× ν measurable. Then(ˆ

X

∣∣∣∣ˆ
Y
|f(x, y)|dν(y)

∣∣∣∣p dµ(x)

)1/p

≤
ˆ
Y

(ˆ
X
|f(x, y)|pdµ(x)

)1/p

dν(y).

If 1 < p, if the integrals above are finite, and if(ˆ
X

∣∣∣∣ˆ
Y
f(x, y)dν(y)

∣∣∣∣p dµ(x)

)1/p

=

ˆ
Y

(ˆ
X
|f(x, y)|pdµ(x)

)1/p

dν(y).

then there exist a µ-measurable function α and a ν-measurable function β
so that

f(x, y) = α(x)β(y)

almost everywhere. A special case is the triangle inequality (which holds
without assuming σ finiteness)

‖f + g‖Lp(µ) ≤ ‖f‖Lp(µ) + ‖g‖Lp(µ),

whenever f and g are p-integrable, with equality for p > 1 iff f and g are
linearly dependent.

Proof. We assume first that f is nonnegative and omit the absolute value.
We claim that

y →
ˆ
X
fp(x, y)dµ(x) and H(x) :=

ˆ
Y
f(x, y)dν(y)

are measurable functions. This follows from the Theorem of Fubini if f resp
fp are µ × ν integrable, and by an approximation argument in the general
case. Thenˆ

X
Hp(x)dµ(x) =

ˆ
X

ˆ
Y
f(x, y)dν(y)H(x)p−1dµ(x)

=

ˆ
Y

ˆ
X
f(x, y)Hp−1(x)dµ(x)dν(y)

≤
ˆ
Y

(ˆ
X
fp(x, y)dµ(x)

)1/p(ˆ
Hpdµ(x)

) p−1
p

dν(y)

=

ˆ
Y

(ˆ
X
fp(x, y)dµ(x)

)1/p

dν(y)

(ˆ
Hpdµ(x)

) p−1
p

where we used Hölder’s inequality with q = p
p−1 .

We want to divide by the right hand. We can do that whenever the left
hand side is neither 0 nor ∞, and we can achieve that in the same fashion
as for sequences.
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Now assume that p > 1, f is complex valued and integrable. Then, with

ˆ
X

∣∣∣∣ˆ
Y
f(x, y)dν(y)

∣∣∣∣p dµ(x) ≤
ˆ
X

(ˆ
Y
|f(x, y)|dν(y)

)p
dµ(x)

and we continue as in the previous step, assuming equality. Then we have
equality in the application of Hölder’s inequality

|f(x, y)| = α0(x)

ˆ
Y
|f(x, y′)|dν(y′)

for almost all x and y. Since we must have also equality in the equality
above we must have

f(x, y) = α(x)β(y)

for some measurable function α and β.
For the last part we apply the first part with the counting measure on

Y = {0, 1}. The product measure is defined in the obvious fashion, even
without assuming that µ is σ finite. If f is p integrable then by the definition
of the integral

µ({x : |f(x)| > t}) ≤ t−p‖f‖pLp

Let

A =
∞⋃
j=1

{x : |f(x)|+ |g(x)| > 1

j
}

which is a countable union of sets of finite measure. We replace X by A,
take as σ algebra the sets in A which are contained in A, and µ restricted
to this σ algebra as measure. This is σ additive.

Definition 3.14. Let (X,A, µ) as above, 1 ≤ p < ∞. We define the space
Lp(µ) as equivalence classes of measurable p integrable functions and equipp
it with the norm ‖.‖Lp. If p = 0 we define L∞(µ) as the space of equivalence
classes of measurable almost everywhere bounded functions equipped with

‖f‖L∞ = inf{C : there exists a set N of measure 0 so that |f(x)| ≤ C for x ∈ X\{N}}.

The Minkoswki inequality implies the triangle inequality. Here f ∼ g if
f(x) = g(x) almost everywhere, i.e. if there exists a set of measure 0 such
that f(x) = g(x) for x ∈ X\N .

06.11.2019

3.5 Hanner’s inquality

There is an improvement of the triangle inequality.
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Theorem 3.15 (Hanner’s inequality). Let (X,A, µ) be a measure space and
f , g be p-integrable functions, 1 < p <∞. If 1 ≤ p ≤ 2 then

‖f + g‖pLp + ‖f − g‖pLp ≥ (‖f‖Lp + ‖g‖Lp)p +
∣∣‖f‖Lp − ‖g‖Lp∣∣p, (3.1)

(‖f+g‖Lp+‖f−g‖Lp)p+
∣∣‖f+g‖Lp−‖f−g‖Lp

∣∣p ≤ 2p(‖f‖pLp+‖g‖pLp). (3.2)

If 2 ≤ p <∞ all inequalities are reversed.

The inequalities reduce to the parallelogram identity if p = 2. Both are
equivalent: The second is obtained from the first by replacing f by f + g
and g by f − g. It suffices to prove the first inequality.

Proof. We may assume that ‖g‖Lp ≤ ‖f‖Lp (otherwise we exchange the two)
and ‖f‖Lp = 1 (otherwise we multiply f and g by the inverse of the norm).

The first inequality follows from the following pointwise inequality: Let

α(r) = (1 + r)p−1 + (1− r)p−1, β(r) = [(1 + r)p−1 − (1− r)p−1]r1−p.

We claim that

α(r)|f |p + β(r)|g|p ≤ |f + g|p + |f − g|p (3.3)

for 1 ≤ p ≤ 2, 0 ≤ r ≤ 1 and complex numbers f and g (and the reverse
inequality for 2 ≤ p <∞). Indeed, (3.3) implies

α(r)|f(x)|p + β(r)|g(x)|p ≤ |f(x) + g(x)|p + |f(x)− g(x)|p

and by integration

α(r)‖f‖pLp + β(r)‖g‖pLp ≤ ‖f + g‖pLp + ‖f − g‖pLp .

We apply the inequality with r = ‖g|Lp and recall that ‖f‖Lp = 1. The left
hand side becomes[

(‖f‖Lp + ‖g‖Lp)p−1 + (‖f‖Lp − ‖g‖Lp)p−1
]
‖f‖Lp

+
[
(‖f‖Lp + ‖g‖Lp)p−1 − (‖f‖Lp − ‖g‖Lp)p−1)

]
‖g‖Lp

=(‖f‖Lp + ‖g‖Lp)p + (‖f‖Lp − ‖g‖Lp)p.

It remains to prove (3.3).
Let for 0 ≤ R ≤ 1,

FR(r) = α(r) + β(r)Rp.

We claim that it attains its maximum at r = R if 1 ≤ p < 2 and resp. its
minimum at r = R if p > 2. We compute

F ′R = α′ + β′R = (p− 1)[(1 + r)p−2 − (1− r)p−2](1− (R/r)p)
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and the derivative vanishes only at r = R and changes sign there. Thus

α(r) + β(r)Rp ≤ (1 +R)p + (1−R)p

if 0 ≤ R ≤ 1 and p ≤ 2 with the opposite inequality if p ≥ 2. Now let R ≥ 1.
Since β ≤ α if p ≤ 2 we obtain

α(r)+β(r)Rp ≤ Rpα(r)+β(r) ≤ Rp[(1+R−1)p+(1−R−1)p] = (1+R)p+(R−1)p

and the reverse inequality if p > 2. This implies (3.3) for real f and g. We
claim that (3.3) holds for complex f and g. It suffices to consider f = a > 0
and g = beiθ. Since

(a2 + b2 + 2ab cos θ)p/2 + (a2 + b2 − 2ab cos θ)p/2

has its minimum at θ = 0 (resp. its maximum if p ≥ 2) since x → xp/2 is
concave if p ≤ 2 (convex if p ≥ 2).

3.6 The Lebesgue spaces Lp(µ)

Lemma 3.16. The set of p-integrable functions is a vector space. The
Minkowski inequality

‖f + g‖Lp ≤ ‖f‖Lp + ‖g‖Lp

holds. Moreover
‖λf‖Lp = |λ|‖f‖Lp

and
‖f‖Lp = 0

if and only if f vanishes outside a set of zero

µ({f 6= 0}) = 0.

These functions are p integrable for all p. They are a subvector space.

Proof. The vector space property follows from the Minkowski inequality.
The other statements are obvious.

Definition 3.17. We call two measurable functions equivalent f ∼ g if
µ({f 6= g}) = 0. We define Lp(µ) as the space of equivalence classes of p
integrable functions.

If f ∼ g then ‖f−g‖Lp = 0. The equivalence relation is compatible with
the vector space structure.

Theorem 3.18 (Fischer-Riesz). The space Lp(µ) is Banach space.
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Proof. It is straight forward to verify that Lp(µ) is a vector space (using
Minkowksi’s inequality), and that ‖.‖Lp is a norm. Completeness is more
involved. We only consider p <∞ and leave the case p =∞ to the reader.

Let fn be representatives of a Cauchy sequence. By taking subsequences
if necessary we may assume

‖fn − fm‖Lp ≤ 2−min{m,n}.

We define the monotone sequence of functions

Fn(x) = |f1(x)|+
n−1∑
m=1

|fm+1(x)− fm(x)|

and F = limn→∞ Fn(x). F is measurable and by monotone convergence

ˆ
|F |pdµ = lim

n→∞

ˆ
|Fn|pdµ ≤ ‖f1‖pLp + 1

and in particular it is finite almost everywhere. Thus

fn = f1 +
n−1∑
m=1

(fm+1 − fm)

converges if F (x) <∞. Let f be the limit if F (x) <∞, and 0 otherwise. It
is measurable. Since max{f, fn} ≤ F we obtain by dominated convergence

‖f − fn‖pLp =

ˆ
|f − fn|pdµ→ 0.

3.7 Projections and the dual of Lp(µ)

Lemma 3.19. Let 1 < p < ∞ and let K be a closed convex set in Lp(µ).
Let f ∈ Lp(µ). Then there exists a unique g ∈ K with

‖f − g‖Lp(µ) = dist(f,K).

Moreover

Re

ˆ
X

(h− g)(f̄ − ḡ)|f − g|p−2dµ ≤ 0, ∀h ∈ K.

Proof. Let hn be a minizing sequence. Since 1
2(hn + hm) ∈ K and

‖hn − f + hm − f‖Lp ≤ ‖hn − f‖Lp + ‖hm − f‖Lp , we see that

‖hn − f + hm − f‖Lp → 2 dist(f,K).
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Now let p ≤ 2, from the second Hanner’s inequality we obtain(
‖hn − f + hm − f‖Lp + ‖hn − hm‖Lp

)p
+
∣∣‖hn − f + hm − f‖Lp − ‖hn − hm‖Lp

∣∣p
≤2p

(
‖hn − f‖pLp + ‖hm − f‖pLp

)
.

Let A = lim supn,m→∞ ‖hn − hm‖Lp . This limsup is obtained along two
subsequences n,m→∞. Let D = dist(f,K). Then

(2D +A)p + |2D −A|p ≤ 2p+1Dp

which implies A = 0 by the strict convexity of A→ |2D +A|p.
If p > 2 we argue similarly with the first inequality.
Now let g ∈ K be the point of minimal distance and let h ∈ K. Let

N(t) =

ˆ
|f − (g + t(h− g))|pdµ.

Then N(t) attains its minimum at t = 0 on the interval [0, 1]. We claim
that its derivative at t = 0 is

d

dt
N |t=0 = pRe

ˆ
|f(x)− g(x)|p−2(f(x)− g(x))(ḡ(x)− h̄(x))dµ.

This implies the assertion.
To calculate the derivative we assume that f, g ∈ Lp(µ) and define

N(t) = ‖f + tg‖pLp .

Since almost everywhere

d

dt
|t=0|f + tg|p = p|f |p−2 Re fḡ

and since the pth power is convex also t→ |f + tg|p is convex and

|f |p − |f − g|p ≤ 1

t
(|f + tg|p − |f |p) ≤ |f + g|p − |f |p,

by convexity the formula follows by dominated convergence.

Theorem 3.20. Let (X,A, µ) be a measure space, 1 < p, q <∞, 1
p + 1

q = 1.
Then

j : Lq 3 g → (f →
ˆ
fgdµ) ∈ (Lp(µ))∗

is a linear isometric isomorphism.
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08.11.2019
The proof is the same as for Hilbert spaces: By Hölder’s inequality the

map is well defined and

‖j(f)‖(Lp)∗ ≤ ‖f‖Lq .

Since

j(f)(|f |q−2f̄) =

ˆ
|f |qdµ

we conclude as for Hilbert spaces that

‖j(f)‖(Lp)∗ ≥ ‖f‖Lq .

Surjectivity is proven exactly as for Hilbert spaces.

Corollary 3.21. Suppose that µ is σ finite. Then

L∞ 3 g → (f →
ˆ
fgdµ) ∈ (L1(µ))∗

is an isometric isomorphism.

The proof is an exercise on sheet 5.

3.8 Borel and Radon measures

Let (X, d) be a metric space. We recall that the Borel sets B(X) are the
smallest σ algebra containing all open sets.

Definition 3.22. Let (X, d) be a metric space. A Borel measure is a mea-
sure on the Borel sets. A Radon measure is a Borel measure, such that for
every x ∈ X there exists an open environment U 3 x so that µ(U) <∞ and
such that for every Borel set A

µ(A) = sup{µ(K) : K ⊂ A,K compact }.

This is called inner regularity.

Definition 3.23. We call a measure complete, if the σ algebra contains
every subset of a set of measure zero.

The theorem of Fubini in the form stated above holds for µ × ν with
the smallest σ algebra containing all cartesian products of measurable sets.
The Lebesgue measure restricted to the Borel sets is not complete. We can
easily complete σ algebras.

Lemma 3.24. Let µ be a Radon measure. Then the measure of compact
sets is finite and for ε > 0 and K compact there exists an open set U ⊃ K
of finite measure with µ(U) ≤ µ(K) + ε. This is called outer regularity.

43 [January 29, 2020]



Proof. Let K be compact. For every x ∈ K exists an open set Ux containing
x with µ(Ux) <∞. Since K is compact and

K ⊂
⋃
Ux

there exists a finite subcovering

K ⊂
N⋃
j=1

Uxj =: U

and

µ(K) ≤ µ(U) ≤
N∑
j=1

µ(Uxj ).

We define Uj = U ∩ {x : d(x,K) < 1
j }. By the theorem of Lebesgue

µ(Uj)→ µ(K).

Definition 3.25. We call X locally compact if for every point x there is
a neighborhood whose closure is compact. We call (X, d) σ compact if it is
locally compact and if it is a countable union of compact sets.

Lemma 3.26. Let µ be a Borel measure on a σ compact space (X, d) and
let B be a Borel set with µ(B) < ∞ and ε > 0. Then there exists a closed
set C ⊂ B with µ(B\C) < ε. If µ is in addition Radon then there exists an
open set U containing B with µ(U\B) < ε.

Proof. For the first part we may assume µ(X\B) = 0 - otherwise we define
ν(A) = µ(A ∩B). we define

F =

{
A ⊂ Rd : A is Borel and for every ε > 0 there exists a closed set C

with µ(A\C) < ε.

}
It contains all closed sets. We claim:

1. If Aj ∈ F then
⋂
Aj ∈ F .

2. If Aj ∈ F then
⋃
Aj ∈ F .

3. Since open sets are countable unions of closed sets every open set is in
F .

We define
G = {A : X\A,A ∈ F}
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Then G contains complements of elements and countable unions of elements
of G. Hence it is a σ algebra containing all open sets, and thus it is the
Borel σ algebra. This implies the first claim.

Let now µ be Radon and Kj as above. Then Kj\B is Borel with
µ(K̊j\B) <∞. Then there exists a closed set Cj ⊂ K̊j\B with µ((K̊j\Cj)\B) <
ε2−j . Let

U =

∞⋃
j=1

(K̊j\Cj).

It is open and

B =

∞⋃
j=1

(K̊j ∩B) ⊂
⋃
K̊j\Cj = U

Moreover
µ(U\B) = µ(

⋃
(K̊j\Cj)\B) < ε.

Lemma 3.27. Let (X, d) be σ compact, assume that every compact set has
an open neighborhood whose closure is compact, and let µ be a Borel measure
such that any compact set is of finite measure. Then µ is Radon and it is
outer regular.

Proof. Only inner regularity has to be proven since outer regularity fol-
lows then by Lemma 3.26. Let A be Borel with finite measure (why does
this suffice?). By Lemma 3.26 there exists a closed set C ⊂ A such that
µ(A\C) < ε. Let Kj be compact subsets with X =

⋃
Kj and Kj contained

in the interior of Kj+1. Then

µ(C ∩Kj)→ µ(C)

and C ∩Kj is compact.

The most important example is the Lebesgue measure. A Radon measure
on a compact metric space is finite. If (X, d) is a countable union of compact
sets and µ is a Radon measure then µ is σ finite.

The counting measure on R is not a Radon measure.

Remark 3.28. Continuous functions on compact metric spaces are inte-
grable with respect to Radon measures.

Lemma 3.29. Let (X, d) be a σ compact metric space and assume that
every compact set has an open neighborhood whose closure is compact. Let
µ be a Radon measure on X and 1 ≤ p < ∞. Then continuous functions
with compact support are dense in Lp(µ).
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Proof. Let f be integrable. We decompose it into real and the imaginary
part and it suffices to prove the assertion for real functions. Similar we
decompose a real valued function into positive and negative part, and it
suffices to approximate a nonnegative integrable function f .

Since ˆ
fdµ =

ˆ ∞
0

µ({f > t})dt

given ε > 0 there exists 0 = t0 < t1 < . . . tj < tj+1 < tN <∞ so that (with
t0 = 0)

0 <

ˆ ∞
0

µ({f > t})dt−
N∑
j=1

(tj − tj−1)µ({f > tj}) < ε

Let
Aj = {x : f(t) > tj}.

Then
‖f −

∑
(tj − tj−1)χAj‖L1 < ε

and it suffices to approximate a characteristic function of a measurable set
A of finite measure by a continuous function. Let ε > 0. By inner and outer
regularity there exists a compact set K and an open set U so that

K ⊂ A ⊂ U µ(U) ≤ µ(K) + ε.

Then d(K,X\U) := d0 > 0 and we define

fL(x) = max{1− Ld(x,K), 0} ∈ C(X)

Then if d0L ≥ 1

‖fL − χA‖Lp < ε
1
p .

If L is sufficiently large then supp f is compact. Thus continuous functions
with compact support are dense.

3.9 Compact sets

Lemma 3.30. If (X, d) is σ compact and µ is Radon measure, then Lipschitz
continuous functions with compact support are dense in Lp(µ) for 1 ≤ p <
∞.

Proof. We prove that for every ε > 0 and f ∈ C(X) with compact support,
there exists fε Lipschitz continuous with

supp fε ⊂ supp f

and
sup |fε − f | < ε.
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It suffices to do this for f ≥ 0. Since supp f is compact it is uniformly
continuous: There exists δ > 0 so that |f(x)−f(y)| < ε if d(x, y) < δ. With

L = sup

{
|f(x)− f(y)|

d(x, y)
: d(x, y) ≥ δ

}
which is finite since it is the supremum of a continuous function on a compact
set, we obtain the inequality

|f(x)− f(y)| ≤ ε+ Ld(x, y), ∀x, y ∈ X.

We define
g(x) = min

y
{f(y) + 2Ld(x, y)}.

One easily checks that g has Lipschitz constant 2L, and the mimimum is
attained in Bδ(x) and

max{0, f(x)− ε} ≤ g(x) ≤ f(x).

13.11.2019

Theorem 3.31 (Heine-Borel). Let X be a normed space. The close unit
ball is compact if and only if X is finite dimensional.

Proof. Let X be finite dimensional and let (xn) be a basis. Then

KN 3 (a)→
∑

anxn

is an invertible linear map. It is easy to see that it together with its inverse
is continuous. The preimage of the closed unit ball is a closed bounded set
in RN , hence compact.

Now let the dimension of X be infinite. We construct a sequence (xn)n∈N
if unit vectors with distance at least 1

2 . It has no convergent subsequence,
and hence the closed unit ball is not compact.

Suppose we have found x1 . . . xN . Let XN be the subspace spanned by
these vectors. We claim that there exists xN+1 of length 1 with dist(xN+1, XN ) ≥
1
2 . Then we construct the sequence recursively.

Let x /∈ XN with dist(x,XN ) = 1. Then there exists y ∈ XN by defini-
tion so that 1 ≤ ‖x− y‖ ≤ 5

4 . We define

xN =
x− y
‖x− y‖

.

Theorem 3.32 (Arzela-Ascoli). Let (X, d) be a compact metric space. Then
a closed set A ⊂ Cb(X) is compact if and only if
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1. A is bounded.

2. A is equicontinuous, i.e. for ε > 0 there exists δ > 0 so that

|f(x)− f(y)| < ε if f ∈ A and d(x, y) < δ.

Proof. Let A be compact. Since

Cb(X) 3 f → ‖f‖Cb(X)

is continuous and hence attains its maximum in A, we deduce that A is
bounded. Let ε > 0. For every f there exists δf > 0 and an open neighbor-
hood Uf ⊂ Cb(X) so that

|g(x)− g(y)| < ε if g ∈ Uf and d(x, y) < δf .

Then A ⊂
⋃
f∈A Uf , and since A is compact there is a finite subcovering,

A ⊂
⋃N
j=1 Ufj . We define δ = min δfj .

Vice versa, assume that A is closed, bounded and equicontinuous. Let
fj ∈ A be a sequence. Given ε > 0 we claim that there exists g such that
B3ε(g) ⊂ Cb(X) contains infinitely many fj . By a recursive argument this
gives a convergent subsequence, and hence comapctness. Let ε > 0 and δ > 0
as in the second condition. Then there exist a finite number N of points xk
so that Bδ/2(xk) cover X since X is compact. There exists a subsequence
so that fjl(xk) converges for all xk. In particular, after relabeling, there are
infinitely many {fjl}l∈N so that |fjl(xk)− fjm(xk)| < ε. Then

fjl ⊂ B3ε(fj1).

Lemma 3.33. Let (X, d) be a compact set. Then it is separable.

Proof. Given ε there exists a finite number of points xεn, 1 ≤ n ≤ N(ε) so
that the union of the balls Bε(x

ε
n) cover X. Take a sequence ε = 2−j we

obtain the countably many points (x2−j
n )n,j which are dense.

Corollary 3.34. Let (X, d) be compact. Then Cb(X) is separable.

Proof. By the proof of Lemma 3.30 the Lipschitz continuous functions are
dense. The countable union of separable sets is separable and its closure is
separable. Hence it suffices to prove that

K = {f ∈ Cb(X) : ‖f(x)‖Cb(X) ≤ n, |f(x)− f(y)| ≤ nd(x, y)}

is separable. This set is compact by Theorem 3.32 and hence separable.
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Corollary 3.35. Let (X, d) be σ compact and µ a Radon measure. If 1 ≤
p <∞ then Lp(µ) is separable.

Proof. Since Lipschitz continuous functions with compact support are dense
we argue as for Cb(X) if X is compact. If X is σ compact there is a sequence
of compact sets (Kn)n with

⋃
Kn = X, We may assume that Kn ⊂ Kn+1.

If f ∈ L2(µ) then χKnf → f in Lp(µ) and the claim follows.

Corollary 3.36. Suppose that 1 ≤ p < ∞, f ∈ Lp(Rd), ε > 0. Then there
exist δ > 0 and R > 0 so that for all |h| < δ

‖f(.+ h)− f(.)‖Lp < ε, ‖χRd\BR(0)f‖Lp < ε.

Proof. The second claim is a consequence of monotone convergence. For the
first we approximate f by a Lipschitz continuous function g with compact
support and Lipschitz constant ‖g‖Lip, , ‖g − f‖Lp < ε/4 and estimate

‖f(.+ h)− f‖Lp ≤‖f(.+ h)− g(.+ h)‖Lp + ‖f − g‖Lp + ‖g(·+ h)− g‖Lp

≤ ε/4 + ε/4 + |h|‖g‖Lip
(

2md(supp g)
)1/p

≤ ε

by choosing |h| ≤ r for some small r.

We want to characterize compact subsets of Lp spaces.

Theorem 3.37 (Kolmogorov). Let 1 ≤ p <∞. A closed subset C ⊂ Lp(Rn)
is compact iff

1. C is bounded.

2. For every ε > 0 there exists δ so that for all |h| < δ and all f ∈ C

‖f(.+ h)− f‖Lp(Rd) < ε

3. For every ε > 0 there exists R so that for all f ∈ C

‖χRd\BR(0)f‖Lp < ε.

Proof. Let C be compact. Since f → ‖f‖Lp is continuous it attains its
maximum and hence C is bounded. Suppose there exists ε > 0 and hj → 0
and fj ∈ C so that

‖fj(.+ hj)− fj‖Lp ≥ ε.

Since C is compact we may assume that fj is a Cauchy sequence with limit
f . Then there exists δ > 0 so that

‖f(.+ h)− f‖Lp < ε/2
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for |h| < δ. This contradicts the previous inequality. Similarly we deduce
the third part.

Vice versa: Suppose that C ⊂ Lp(Rd) is closed, bounded, and satisfies
the three claims. We choose a smooth function η supported in the unit ball
with values between 0 and 1 and

´
η = 1, define ηr(x) = r−dη(x/r) and we

fix ε > 0. Then there exists δ so that by Minkowski’s inequality and the
second assumption

‖fr − f‖Lp ≤ sup
|h|≤r

‖f(.+ h)− f‖Lp < ε/4, fr = ηr ∗ f,

for all f ∈ C and r ≤ δ. Moreover fr is Lipschitz continuous with Lipschitz
constant depending on δ. We choose R large so that

‖f − χBR(0)f‖Lp < ε/4

for all f ∈ C. Then also

‖fr − χBR(0)fr‖Lp < ε/2.

By Theorem 3.32 the set

{fr|BR(0)
: f ∈ C}

is compact in Cb(BR(0)), and hence in Lp(BR(0)), and we can cover it by a
finite number of balls of radius ε/4. But then the balls with radius ε cover
C. Thus C is precompact, and compact since it is closed.

15.11.2019

3.10 The Riesz representation theorem for Cb(X)

Definition 3.38. Let (X, d) be a σ compact metric space and Kj ⊂ X
compact with Kj in the interior of Kj+1 and X =

⋃
Kj. We denote by

C0(X) ⊂ Cb(X) the continuous functions f with limit 0 at ∞, i.e. for all
ε > 0 there exists j so that f is at most of size ε outside Kj. We define
Cc(X) as the subspace of continuous functions with compact support.

Let K be compact. Under these assumptions there exists n so that
K ⊂ Kn. Indeed, since X =

⋃
n intKn also K ⊂

⋃
n intKn. Since K is

compact there exists a finite subcover.
Thus Cc(X) ⊂ C0(X) and it is not hard to see that the latter is the

closure of the first.

Definition 3.39. Let (X, d) be a metric space. We call L ∈ (Cb(X))∗

nonnegative if
L(f) ≥ 0 whenever f ≥ 0.
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Theorem 3.40. Let (X, d) and Kn be a above and let L : C0(X) → K be
linear and assume that it satisfies

|L(f)| ≤ CK‖f‖C0(X)

for f ∈ C0(X) Then there exists a Radon measure µ and a measureable
function σ : X → {±1} so that

L(f) =

ˆ
X
fσdµ.

Definition 3.41. Let L be as above. We define the variation measure of L
by

µ∗(U) = sup{|L(f)| : f ∈ Cc(X), supp f ⊂ U, |f | ≤ 1}

for open sets U and for general sets

µ∗(A) = inf{µ(U) : A ⊂ U,U open }.

Proof. We prove the theorem by several steps as follows:

1. µ∗ is an outer metric measure, which defines a Radon measure on the
Borel sets.

2. For f ∈ C0(X) nonnegative we define

λ(f) = sup{|L(g)| : |g| ≤ f}

and prove for f nonnegative

λ(f) =

ˆ
fdµ

3. As a consequence

|L(f)| ≤
ˆ
|f |dµ

and we can extend L to L1(µ), hence L ∈ (L1(µ))∗ and there exists
σ ∈ L∞(µ) so that

L(f) =

ˆ
fσdµ

for all f ∈ Cc(X) with ‖σ‖L∞(µ) ≤ 1.

4. We complete the proof by |σ(x)| = 1 for almost all x. Since we may
change on a set of µ measure 0, we obtain |σ| = 1.
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Step 1: We claim that µ∗ is an outer metric measure. Clearly

µ∗(X) = ‖L‖C∗0 (X), µ∗({ }) = 0

and A ⊂ B implies µ∗(A) ≤ µ∗(B).
To show that it is an outer measure, we prove first σ subadditivity for

open sets. let Uj be open sets, U = ∪Uj and we have to show that

µ∗(U) ≤
∑

µ∗(Uj).

Let 0 ≤ f ≤ 1 with supp f ⊂ U . We have to show that

L(f) ≤
∑

µ∗(Uj).

Let K = supp f which is compact. Thus K is covered by finitely many
∪Nj=1Uj for some N < ∞. Moreover we may assume that the Uj ’s are
contained in a fixed compact set, or even replacing X by this compact set,
that X is compact. We claim that there exist gj , 0 ≤ gj ≤ 1, supp gj ⊂ Uj
and

∑
gj = 1 on K. We define fj = gjf for 1 ≤ j ≤ N . Then

L(f) =
∑
j

L(fj) ≤
N∑
j=1

µ∗(Uj).

To see the existence of the gj , take U0 = X\K (and recall that we may
assume that X is compact). Then X = ∪Nj=0Uj and we take a subordinate
partition of unity, i.e. functions ηj ∈ Cb(X) with 0 ≤ ηj and supp ηj ∈ Uj
so that

1 =

N∑
j=0

ηj .

The functions gj = ηj for 1 ≤ j ≤ N have this property. More precisely,

let A0 = X\
⋃N
j=1 Uj . It is compact and satisfies A0 ⊂ U0. There exists

η̃0 ∈ Cb(X) supported in U0, identically 1 on A0. Let A1 = X\({x : η̃0(x) >
1
2} ∪

⋃N
j=2 Uj) ⊂ U1 and we repeat the contruction. Recursively we obtain

η̃j with

ρ =
N∑
j=0

η̃j ≥
1

2

in X. We define

ηj =
η̃j
ρ
.

A standard argument in measure theory implies subadditivity for all sets.
Finally, if A,B are Borel sets with positive distance there exist disjoint

open sets V and W containing A resp. B. Then

µ∗(A ∪B) = inf µ∗(U) = inf µ∗(U ∩ V ) + µ∗(U ∩W ) = µ∗(A) + µ∗(B).
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and hence µ∗ is a metric outer measure.
Let µ be the measure defined by the Caratheodory construction, hence

by restricting µ∗ to measurable sets. Since µ∗ is a metric outer measure all
Borel sets are measurable, and we consider µ as restricted to Borel sets. In
particular open sets are Borel sets and

µ(U) = µ∗(U)

for open sets. By construction µ is bounded hence bounded on compact sets
and thus its restriction to Borel sets is a Radon measure.

Step 2: Let f ∈ Cc(X) be non negative. We define

λ(f) = sup{|L(g)| : g ∈ Cc(X), |g| ≤ f}.

Clearly 0 ≤ f1 ≤ f2 implies λ(f1) ≤ λ(f2) and for c > 0, λ(cf) = cλ(f). We
claim that

λ(f1 + f2) = λ(f1) + λ(f2)

for f1, f2 ∈ Cc(X) nonnegative. Indeed, if |g1| ≤ f1 and |g2| ≤ f2 then
|g1 + g2| ≤ f1 + f2, and, if in addition L(g1), L(g2) ∈ [0,∞),

|L(g1) + L(g2)| ≤ λ(f1 + f2).

This gives
λ(f1) + λ(f2) ≤ λ(f1 + f2).

Now let |g| ≤ f1 + f2. We define

g1 =

{
f1g
f1+f2

if f1 + f2 > 0

0 otherwise

and similarly g2. Then |gi| ≤ fi and hence

|L(g)| ≤ λ(f1) + λ(f2)

which gives
λ(f) = λ(f1) + λ(f2).

We claim that

λ(f) =

ˆ
fdµ.

It suffices to consider 0 ≤ f ≤ 1. We approximate f by step function so that

‖f − 1

N

N−1∑
j=1

χUj‖sup <
1

N
(3.4)
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x

1

Figure 1: Formula (3.4)

with

Uj = {x : f(x) >
j

N
}.

By continuity Uj+1 ⊂ Uj . We approximate the characteristic function by
continuous functions so that supp ηj ⊂ Uj−1, ηj = 1 on Uj and µ(supp ηj\Uj) <
1/j. We define

g =
1

N

N∑
j=2

ηj

so that

0 ≤ g ≤ f ≤ g +
2

N
.

and supp g is compact.
Thus

λ(g) ≤ λ(f) ≤ λ(g) +
2

N
‖L‖C∗0

and ˆ
gdµ ≤

ˆ
|f |dµ ≤

ˆ
gdµ+

2

N
‖L‖C∗0 .

By definition
µ(Uj) ≤ λ(ηj) ≤ µ(Uj−1)

and hence

1

N

N∑
j=2

µ(Uj) ≤ λ(g) ≤ 1

N

N−1∑
j=1

µ(Uj)

and

1

N

N−1∑
j=1

µ(Uj)−
1

N

N∑
j=2

µ(Uj) =
1

N
µ(U1) ≤ 1

N
‖L‖C∗0 .

We obtain ∣∣∣∣λ(f)−
ˆ
X
|f |dµ

∣∣∣∣ ≤ 5

N
‖L‖C∗0

and the claim follows.
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Step 3: Now

|L(f)| ≤ λ(|f |) =

ˆ
|f |dµ.

We extend L to an element in (L1(µ))∗, which is represented by an infinite
integrable function σ by Corollary 3.21 . Moreover

‖σ‖L∞(µ) ≤ ‖L‖(L1(µ))∗ = 1.

Step 4: We claim that |σ| = 1 almost everywhere. By definition

µ(U) = sup{
ˆ
fσdµ = L(f) : f ∈ Cc(X), |f | ≤ 1, supp f ⊂ U}

We choose a sequence of functions with

ˆ
fjσdµ = L(fj)→ µ(U).

Since
´
fjσdµ ≤

´
|σ|dµ and |σ| ≤ 1 we deduce |σ| = 1 almost everywhere.

20.11.2019

3.11 Covering lemmas and Radon measures on Rd

The space Rd is σ compact and the Lebesgue measure is σ finite Radon
measure.

Theorem 3.42 (Covering theorem of Besicovitch). There exists Md de-
pending only on d so that every family F of closed balls with bounded radii
contains Md subfamilies Gm, 1 ≤ m ≤Md so that each Gm consists disjoint
balls and if A is the set of the centers then

A ⊂
⋃
m

⋃
B∈Gm

B.

The same statement with the same proof holds for open balls.

Proof. We assume first that A is bounded and define D as the supremum
of the radii. There exists a ball B1 = Br1(x1) with r1 ≥ 3D

4 . We choose

recursively Bn = Brn(xn) with xn in

An = A\
n−1⋃
j=1

Brj (xj)

so that

rn ≥
3

4
sup{r : Br(x) ∈ F , x ∈ An}.
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We stop if An = { }. For simplicity we consider the case when the procedure
does not stop. Then whenever j ≥ n, we have rj ≤ 4

3rn (otherwise we would

not have chosen Brn(xn)) and

|xj − xn| ≥ rn ≥
rn + rj

3

and the balls Brj/3(xj) are all disjoint. Thus rn → 0 (otherwise there would
be infinitely many disjoint balls in a bounded set, which is impossible) and

A ⊂
⋃
n

Bn.

We fix k > 1 and define

I = {j : 1 ≤ j < k,Bj ∩Bk 6= { }}.

We claim that there is a bound for the number of balls in I: #I ≤Md with
Md depending only on d.

We first bound the number of small balls. Let K := I ∩ {j : rj ≤ 3rk}.
Then #K ≤ 20d.

xk

To see that we consider j ∈ K and choose x ∈ Brj/3(xj) ⊂ B5rk(xk).
The #K balls Brj/3(xj) are all disjoint and hence

(5rk)
d ≥

∑
j∈K

(rj/3)d ≥ (rk/4)d#K.
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This implies the desired bound.

Next we bound the number of large balls, i.e #(I\K). Let now i, j ∈
I\K, i 6= j. We will give a upper bound on

cos(∠(xkxi, xkxj)) =
〈xi − xk, xj − xk〉
|xi − xk||xj − xk|

.

This gives a lower bound on the distance of the points xn−xk
|xn−xk| for n < k,

n ∈ I\K, and hence a upper bound on their numbers Ld depending only
on the dimension since the unit sphere is compact. Therefore we can take
Md = 20d + Ld + 1.

To simplify the notation we assume that xk = 0 and rk = 1. Let θ be the
angle between the centers ∠xi, xj . Since Bi ∩Bk 6= { } and Bj ∩Bk 6= { },
we have without loss of generality

ri ≤ |xi| ≤ |xj |, |xi| ≤ ri + rk, |xj | ≤ rj + rk.

We claim that cos(θ) > 5
6 implies xi ∈ Bj . Firstly we notice that if

|xi − xj | ≥ |xj |, then

cos θ =
|xi|2 + |xj |2 − |xi − xj |2

2|xi||xj |
≤ |xi|2

2|xi||xj |
=
|xi|

2|xj |
≤ 1

2
≤ 5

6
.

Hence cos θ ≥ 5
6 implies

|xi − xj | ≤ |xj |.

We suppose by contradiction that xi /∈ Bj . Then rj ≤ |xi − xj | and

cos θ =
|xi|2 + |xj |2 − |xi − xj |2

2|xi||xj |

=
|xi|

2|xj |
+

(|xj | − |xi − xj |)(|xj |+ |xi − xj |)
2|xi||xj |

≤1

2
+
|xj | − |xi − xj |

|xi|

≤1

2
+
rj + rk − rj

ri

=
1

2
+
rk
ri
≤ 5

6
.

Now it suffices to derive the upper bound for cos θ when xi ∈ Bj , since
otherwise cos θ ≤ 5

6 has already a upper bound. So we assume xi ∈ Bj from
now on. Then i < j, since otherwise Bi would not have been chosen, and
thus xj /∈ Bi, and

3 ≤ ri < |xi − xj | < rj ≤
4

3
ri, ri < |xi| ≤ 1 + ri, rj < |xj | < 1 + rj .
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0 xj

xi

θ

The proof becomes now an exercise in planar geometry. We have

3

16
≤1

4

rj
|xj |
≤ 1

3

ri
|xj |
≤

2
3ri − 1

|xj |
≤ ri + ri − rj − 1

|xj |

≤ |xi − xj |+ |xi| − |xj |
|xj |

≤ |xi − xj |+ |xi| − |xj |
|xj |

|xi − xj | − |xi|+ |xj |
|xi − xj |

=
|xi − xj |2 − ||xi| − |xj ||2

|xj ||xi − xj |

= 2(1− cos θ)
|xi||xj |

|xj ||xi − xj |

= 2(1− cos θ)
|xi|

|xi − xj |

≤ 2(1− cos θ)
ri + 1

ri

≤ 8

3
(1− cos θ)

and hence cos θ ≤ 119
128 .

It remain to define the sets Gm. We do this by defining a map

σ : N→ {1, . . .Md}.

We choose it to be the identity for j ≤Md. After that we proceed recursively,
which we can do since

#
{
j ≤ k : Bj ∩Bk+1 6= { }

}
< Md.

It remains to extend the result to unbounded sets. We do this by applying
the first part in the annuli 6(m − 1)D ≤ |x| < 6mD and increasing Md to
2Md.
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Theorem 3.43. Let µ be a Radon measure on Rd and let F be a family of
closed balls and let A be a Borel set which is the union of the centers. We
assume µ(A) < ∞ and inf{r : Br(x) ∈ F} = 0 for x ∈ A. Let U ⊂ Rd be
open. Then there exists a countable collection of disjoint closed balls G ⊂ F
so that B ⊂ U if B ∈ G and

µ
(

(A ∩ U)\
⋃
B∈G

B
)

= 0.

Proof. We fix θ so that 1 − 1
Md

< θ < 1 and claim that there is a finite
collection of disjoint balls Bj , 1 ≤ j ≤M in F so that

µ

(A ∩ U)\
M⋃
j=1

Bj

 ≤ θµ(A ∩ U).

Suppose this is true. Then we define

A1 = A\
M⋃
j=1

Bj , U1 = U\
M⋃
j=1

Bj

and repeat the argument with F1 the subset of balls with center in A1.
After the kth step the complement has a measure at most θjµ(U ∩A). So it
remains to prove the claim. Let F0 be the subset of balls with radii at most
1. Then we apply the Besicovitch covering theorem and obtain Gm. Then

A ∩ U ⊂
Md⋃
j=1

⋃
B⊂Gj

B

and

µ(A ∩ U) ≤
Md∑
j=1

µ
(
A ∩ U ∩

⋃
B∈Gj

B
)
.

There exists J so that

1

Md
µ(A ∩ U) ≤ µ

(
A ∩ U ∩

⋃
B∈GJ

B
)
.

By monotone convergence there exist finitely many balls in GJ so that the
claim holds.

22.11.2019
We turn to derivatives of Radon measures.
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Definition 3.44. Let µ and ν be Radon measures on Rd. For x ∈ Rd we
define

Dµν(x) =

{
lim supr→0

ν(Br(x))
µ(Br(x)) if µ(Br(x)) > 0 for all r > 0

∞ if for some r > 0, µ(Br(x)) = 0

Dµν(x) =

{
lim infr→0

ν(Br(x))
µ(Br(x)) if µ(Br(x)) > 0 for all r > 0

∞ if for some r > 0, µ(Br(x)) = 0.

We say that ν is differentiable with respect to µ at x if Dµν(x) = Dµν(x) <

∞. Then we write Dµν(x) when Dµν(x) = Dµν(x) and call this quantity
the density of ν with respect to µ.

Remark 3.45. Let f ∈ Cc(Rd) and µ Radon measure. Then

x→
ˆ
f(y − x)dµ(y)

is continuous and hence Borel measurable.
Since the characteristic function of open and closed balls can be obtained

as pointwise limit of continuous functions with compact support, the map

x→ ν(Br(x)), x→ µ(Br(x))

are measurable. Thus

x→

{
ν(Br(x))
µ(Br(x)) if µ(Br(x)) > 0

∞ if µ(Br(x)) = 0

is Borel measurable. The maps

r → µ(Br(x)), r → ν(Br(x))

is monoton and continuous from the left. There are at most countably many
points of discontinuity. Thus also Dµν(x) and Dµν(x) are Borel measurable
since we can write them as inf’s and sup’s over rational radii. Moreover by
inner and outer regularity we obtain the same Dµν(x) and Dµν(x) if we use
closed balls.

Theorem 3.46. Let µ and ν be Radon measures on Rd. Then

1. Dµν(x) exists and is finite µ almost everywhere.

2. Dµν is Borel measurable.
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Proof. We may assume that µ(Rd) <∞ and ν(Rd) <∞.
Step 1: We claim that for all Borel sets B and all t > 0

ν(B ∩ {x : Dµν(x) < t}) ≤ tµ(B ∩ {x : Dµν(x) < t}),

ν(B ∩ {x : Dµν(x) > t}) ≥ tµ(B ∩ {x : Dµν(x) > t}),

ν(B ∩ {x : Dµν(x) < t}) ≤ tµ(B ∩ {x : Dµν(x) < t})

and
ν(B ∩ {x : Dµν(x) > t}) ≥ tµ(B ∩ {x : Dµν(x) > t}).

The proofs are the same for Dµν(x) and Dµν(x), and we restrict ourselves

to Dµν(x)

By outer regularity µ(B) = inf{µ(U) : B ⊂ U} and it suffices to prove
the claim for B = U open. Let A = {x ∈ U : Dµν(x) < t} (opposite

inequality for the second inequality). . Let (again with the reverse inequality
for the second inequality)

F = {Br(a) : a ∈ A,Br(a) ⊂ U, ν(Br(a)) < tµ(Br(a))}.

For every x ∈ A, F contains arbitrarily small balls and we apply Theorem
3.43 to obtain a sequence of disjoint closed balls Bj in F so that

ν(A\
⋃
n

Bjn) = 0

(µ(A\
⋃
nBn) = 0 for the second inequality). Then

ν(A) =
∑

ν(Bj) ≤ t
∑

µ(Bj) ≤ tµ(U)

resp. for the second inequality

ν(U) ≥
∑

ν(Bj) ≥ t
∑

µ(Bj) = tµ(A).

Since

µ(A) = inf{µ(U) : A ⊂ U}, ν(A) = inf{ν(U) : A ⊂ U}

we obtain the first two inequalities.

Step 2: We claim that Dµν(x) < ∞ outside a set of µ measure 0. Let
A = {x : Dµν(x) =∞}. Then

ν(A) ≥ tµ(A)

for all t, hence µ(A) = 0.
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Step 3: For s < t we define

R(s, t) = {x : Dµν(x) < s < t < Dµν(x)}

Then
tµ(R(s, t)) ≤ ν(R(s, t)) ≤ sµ(R(s, t))

which implies µ(R(s, t)) = 0. Since

{x : Dµν(x) < Dµν(x)} =
⋃

s<t,s,t∈Q
R(s, t)

we see that Dµν(x) = Dµν(x) for µ almost all x.

Definition 3.47. Let µ and ν be Borel measures on Rd. We say the measure
ν is absolutely continuous with respect to µ, ν << µ, if µ(A) = 0 implies
ν(A) = 0. The mearures ν and µ are mutally singular if there exists a Borel
set B such that µ(X\B) = ν(B) = 0. We write then ν ⊥ µ.

Theorem 3.48 (Radon-Nikodym). Let ν and µ be Radon measures on Rd
with ν << µ. Then

ν(A) =

ˆ
A
Dµνdµ

for all Borel sets.

Proof. It suffices to consider the case µ(Rd) <∞ and ν(Rd) <∞. We have
seen that

µ({Dµν(x) =∞}) = 0

and hence, since ν << µ, ν(({Dµν(x) =∞}) = 0. In the same fashion

ν({Dµν(x) = 0}) = 0.

Let A be a Borel set. For t > 1 we define

An = A ∩ {tn ≤ Dµν < tn+1}.

Then

ν(A) =

∞∑
n=−∞

ν(An) ≤
∞∑

n=−∞
tn+1µ(An) ≤ t

ˆ ∞
0

µ({Dµν > s})ds = t

ˆ
A
Dµνdµ

and

ν(A) =
∞∑

n=−∞
ν(An) ≥

∞∑
n=−∞

tnµ(An) ≥ t−1

ˆ ∞
0

µ({Dµν > s})ds = t−1

ˆ
A
Dµνdµ.

We let now t→ 1.
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Theorem 3.49 (Lebesgue points). Let µ be a Radon measure on Rd and
f̃ ∈ L1

loc(µ). Then

f(x) := lim
r→0

µ(Br(x))−1

ˆ
Br(x)

f̃dµ

exists almost everywhere and we define f(x) = 0 if it does not exist. Then
f is in the equivalence class of f̃ . If f̃ ∈ Lploc(µ) then f ∈ Lploc and

lim
r→0

µ(Br(x))−1

ˆ
Br(x)

|f(y)− f(x)|pdµ(y) = 0

almost everywhere.

Proof. It suffices to consider nonnegative f̃ and µ(Rd) <∞. We define

ν(A) =

ˆ
A
f̃ dµ.

This is a Radon measure by Lemma 3.27 which is absolutely continuous
with respect to µ. Thus

ν(A) =

ˆ
Dµνdµ =

ˆ
f̃dµ

and Dµν lies in the equivalence class. Now the first claim follows from
Theorem 3.46.

For every t, |f(x)− t|p is integrable. From the first part

lim
r→0

µ(Br(x))−1

ˆ
Br(x)

|f(y)− t|pdµ(y) = |f(x)− t|p

almost every where. There is even a set N of µ measure zero so that this is
true for all t ∈ Q outside the same set of measure zero. Let ε > 0. Thus the
set of all x such that

lim sup
r→0

µ(Br(x))−1

ˆ
Br(x)

|f(y)− f(x)|pdµ(y) > ε

is contained in N . To see this, chose t ∈ Q so that |f(x) − t|p < ε. This
completes the proof.

Corollary 3.50. Let µ be a Radon measure and f ∈ Lp(µ). Then there
exists a cannonical representative of the equivalence class.

27.11.2019
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3.12 Young’s inequality and Schur’s lemma

Let (X,A, µ) be a measure space and suppose that 1 ≤ p, q, r ≤ ∞ and
1
p + 1

q + 1
r = 1. If f ∈ Lp(µ), g ∈ Lq(µ) and h ∈ Lr(µ), then fgh is integrable

and ∣∣∣∣ˆ fghdµ

∣∣∣∣ ≤ ‖f‖Lp(µ)‖g‖Lq(µ)‖h‖Lr(µ).

This is a consequence of a multiple application of Hölder’s inequality:∣∣∣∣ˆ fghdµ

∣∣∣∣ ≤ ‖f‖Lp‖gh‖L p
p−1

and ˆ
|g|

p
p−1 |h|

p
p−1dµ ≤ ‖|g|

p
p−1 ‖

L
q(p−1)
p
‖h‖

L
r(p−1)
p

= ‖g‖
p
p−1

Lq ‖h‖
p
p−1

Lr

since
p

p− 1

(
1

q
+

1

r

)
=

p

p− 1
(1− 1

p
) = 1.

We denote Lp(Rd) (or even Lp) for Lp(md) where md is the Lebesgue
measure.

Lemma 3.51. Suppose that 1 ≤ p, q, r ≤ ∞ satisfy

1

p
+

1

q
+

1

r
= 2

and that f ∈ Lp(Rd), g ∈ Lq(Rd) and h ∈ Lr(Rd). Then

Rd × Rd 3 (x, y)→ f(−x)g(x− y)h(y)

is integrable and

I(f, g, h) :=

ˆ
Rd×Rd

f(−x)g(x− y)h(y)dm2d(x, y)

satisfies
|I(f, g, h)| ≤ ‖f‖Lp‖g‖Lq‖h‖Lr

and
I(f, g, h) = I(g, f, h) = I(f, h, g) = I(h, g, f).

Proof. We assume 1 < p, q, r < ∞ since the limit cases are simpler, and
follow by obvious modifications. Measurability is a consequence of the the-
orem of Fubini. It suffices to prove the statement for nonnegative functions
since ∣∣∣∣ˆ fghdm2d

∣∣∣∣ ≤ ˆ
|fgh|dm2d
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and the integrability of fgh follows from the integrability of |fgh|. We define
p′, q′ and r′ by 1

p + 1
p′ = 1, i.e. p′ = p

p−1 etc. Let

α(x, y) =|f(−x)|p/r′ |g(x− y)|q/r′ ,

β(x, y) =|f(−x)|p/q′ |h(y)|r/q′ ,

γ(x, y) =|g(x− y)|q/p′ |h(y)|r/p′ .

Then 1
p′ + 1

q′ + 1
r′ = 1 and

I =

ˆ
α(x, y)β(x, y)γ(x, y)dm2d

≤‖α‖Lr′‖β‖Lq′‖γ‖Lp′

=‖f‖
p
r′
Lp‖g‖

q
r′
Lq‖f‖

p
q′
Lp‖h‖

r
q′
Lr‖g‖

q
p′
Lq‖h‖

r
p′
Lr

=‖f‖Lp‖g‖Lq‖h‖Lr .

The second last equality is a consequence of the theorem of Fubini.

Theorem 3.52 (Young’s inequality). Suppose that 1 ≤ p, q, r′ ≤ ∞ and

1

p
+

1

q
= 1 +

1

r′
.

If f ∈ Lp and g ∈ Lq, then for almost all x

f(x− y)g(y)

is integrable and

f ∗ g(x) :=

{ ´
f(x− y)g(y)dmd(y) if integrable

0 otherwise

defines a unique element in Lr
′
(Rd) and

‖f ∗ g‖Lr′ (Rd) ≤ ‖f‖Lp‖g‖Lq .

Proof. We have e−|x|
2 ∈ Lr for all 1 ≤ r ≤ ∞. Then

e−|x|
2
f(x− y)g(y)

is m2d integrable by Lemma 3.51. We apply Fubini to see that
´
f(x −

y)g(y)dmd(y) exists for almost all x. By Theorem 3.20 the estimate follows
once we prove ∣∣∣∣ˆ f ∗ ghdmd

∣∣∣∣ ≤ ‖f‖Lp‖g‖Lq‖h‖Lr
for

1

r
+

1

r′
= 1

65 [January 29, 2020]



and all h ∈ Lr. Since then

1

p
+

1

q
+

1

r
= 2

and, by Fubini and Lemma 3.51∣∣∣∣ˆ f ∗ gh(x)dx

∣∣∣∣ ≤ˆ |f | ∗ |g||h|dmd

=

ˆ
|f(x− y)||g(y)||h(x)|dm2d(x, y)

≤‖f‖Lp‖g‖Lq‖h‖Lr .

There is a particular case: if q = 1 and p = r′:

‖f ∗ g‖Lp ≤ ‖f‖Lp‖g‖L1 .

There is an important variant. Let 1 ≤ p <∞, and f ∈ Lp(µ). Then

‖f‖pLp =

ˆ
|f |pdµ =

ˆ ∞
0

µ({|f |p > λ})dλ = p

ˆ ∞
0

tp−1µ({|f | > t})dt

≥ sup
t>0

tpµ({|f | > t}) =: ‖f‖p
Lpw
.

This is an abuse of notation, since the right hand is not a norm. We write
f ∈ Lpw if f is measurable and ‖f‖Lpw <∞.

The interesting example is f(x) = |x|−d/p ∈ Lpw.

Theorem 3.53. Let 1 < p, q, r <∞ satisfy

1

p
+

1

q
+

1

r
= 2,

f ∈ Lp(Rd), g ∈ Lqw(Rd), h ∈ Lr(Rd). Then∣∣∣∣ˆ f(x)g(x− y)h(y)dmd(x)dmd(y)

∣∣∣∣ ≤ c(d, p, q)‖f‖Lp‖g‖Lqw‖h‖Lr
and, with 1

r + 1
r′ = 1

‖f ∗ g‖Lr ≤ c(d, p, q)‖f‖Lp‖g‖Lqw .

Proof. We replace f , g and h by their absolute value. The left hand side
does not decrease, and the right hand side does not change. Multiplying
each function by a constant we assume

‖f‖Lp(Rd) = 1, ‖g‖Lqw(Rd) = 1, ‖h‖Lr(Rd) = 1.
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We denote the left hand side by I(f, g, h). Then, with the fundamental
theorem of calculus and Fubini

I(f, g, h) =

ˆ
Rd×Rd

ˆ f(x)

0
dt1

ˆ g(x−y)

0
dt2

ˆ h(y)

0
dt3dm

2d(x, y)

=

ˆ ∞
0

ˆ ∞
0

ˆ ∞
0

I(χ{f>t1})χ{g>t2}χ{h>t3})dt1dt2dt3

Replacing one of the characteristic functions by 1, using for example

I(f, g, 1) =

ˆ
fdmd

ˆ
gdms

(and doing the optimal choice), and using md({x : g(x) > t}) ≤ t−q

I(χ{f>t1}, χ{g>t2}, χ{h>t3}) ≤ min{F (t1)G(t2), F (t1)H(t3), G(t2)H(t3)}
≤ min{F (t1)t−q2 , F (t1)H(t3), t−q2 H(t3)}

where
F (t) = md({f > t}), H(t) = md({h > t}).

We decompose the outer integral with

1 = χ{F (t1)<H(t3)} + χ{F (t1)≥H(t3)},

and write accordingly I(f, g, h) = I1(f, g, h)+I2(f, g, h), we consider I1(f, g, h).

We carry out the integration with respect to t2 ≥ H
− 1
q first and split the

integral into t2 < H(t3)−1/q and t2 ≥ H(t3)−1/q:

I1 ≤
ˆ ∞

0

ˆ ∞
0

χF≤HF (t1)H
q−1
q (t3)(

1

q − 1
+ 1)dt1dt3

=
q

q − 1

ˆ ∞
0

ˆ ∞
0

χF≤HF (t1)H
q−1
q (t3)dt1dt3.

Since F ≤ H implies

F (t1)H(t3)
q−1
q ≤ F (t1)

q−1
q H(t3)

we obtain (splitting the t3 integral into two integrations)

I1 ≤
q

q − 1

ˆ
{(t1,t3):F (t1)<H(t3)}

χF≤HF (t1)(H(t3))
q−1
q dt1dt3

≤ q

q − 1

(ˆ ∞
0

H(t3)

ˆ t
r/p
3

0
F
q−1
q (t1)dt1dt3 +

ˆ ∞
0

F (t1)

ˆ t
p/r
1

0
H

q−1
q (t3)dt3dt1

)

The roles of F and H are symmetric and we bound only the second integral.
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We use Hölder’s inequality with m = (r − 1) q−1
q

ˆ t
p/r
1

0
H(t3)

q−1
q tm3 t

−m
3 dt3 ≤

(ˆ t
p/r
1

0
H(t3)tr−1

3 dt3

) q−1
q
(ˆ t

p/r
1

0
t
−(r−1)(q−1)
3 dt3

) 1
q

and (ˆ t
p/r
1

0
t
−(r−1)(q−1)
3 dt3

)1/q

= ct
(1−(r−1)(q−1)) p

qr

1 = ctp−1
1

hence

I1 ≤ 2c

ˆ ∞
0

tp−1
1 F (t1)dt1

(ˆ ∞
0

tr−1
3 H(t3)dt3

) q
q−1

≤ c(d, p, q)

as claimed, due to the normalization ‖f‖Lp = ‖h‖Lr = 1.

Example: u ∈ C2
c (Rd), f = ∆u, d ≥ 3. Then

u(x) = cdf ∗ |.|2−d

and if

1 < p, r <∞, 1

r
=

1

p
− 2

d

Then |x|2−d ∈ L
d
d−2 ,

1

p
+
d− 2

d
= 1 +

1

p
− 2

d
=

1

r
.

Thus
‖u‖Lr ≤ c‖f‖Lq(Rd).

Schur’s lemma gives a criterium for an integral kernel to define a linear
map from Lp(ν) to Lp(µ) for 1 ≤ p ≤ ∞.

Theorem 3.54 (Schur’s lemma). Let (X,A, µ) and (Y,B, ν) be σ finite
measure spaces and k : X × Y → R be µ × ν measurable. Suppose that
C1, C2 ∈ [0,∞) and

sup
x

ˆ
|k(x, y)|dν(y) ≤ C1, sup

y

ˆ
|k(x, y)|dµ(x) ≤ C2.

If 1 ≤ p ≤ ∞ and f ∈ Lp(ν), then

ˆ
k(x, y)f(y)dν(y)
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exists for almost all x and∥∥∥ˆ k(x, y)f(y)dν(y)
∥∥∥
Lp(µ)

≤ C
1− 1

p

1 C
1
p

2 ‖f‖Lp(ν).

The map

Lp(ν) 3 f → Tf :=

ˆ
k(x, y)f(y)dν(y) ∈ Lp(µ)

is a continuous linear map which satisfies

‖T‖Lp(ν)→Lp(µ) ≤ C
1− 1

p

1 C
1
p

2 .

Proof. This is an immediate estimate if p = 1 or p = ∞. The other cases
follow from the next theorem.

Theorem 3.55. Suppose that K = C, 1 ≤ p0, p1 ≤ ∞, 1 ≤ q0, q1 ≤ ∞,
T : Lp0(ν) ∩ Lp1(ν)→ Lq0(µ) ∩ Lq1(µ) and assume

‖Tf‖Lq0 (µ) ≤ C0‖f‖Lp0 (ν),

and
‖Tf‖Lq1 (µ) ≤ C0‖f‖Lp1 (ν)

for all f ∈ Lp0(ν) ∩ Lp1(ν). Let 0 ≤ λ ≤ 1 and

1

p
=

1− λ
p0

+
λ

p1

1

q
=

1− λ
q0

+
λ

q1
.

Then T define a unique continuous linear map from Lp(ν)→ Lq(µ) with

‖T‖Lp(ν)→Lq(µ) ≤ C1−λ
0 Cλ1 .

Clearly Theorem 3.55 implies Theorem 3.54 with p0 = q0 = 1, p1 = q1 =
∞, λ = 1− 1

p .

Proof of Theorem 3.55. To keep the notation simple we only consider p0 =
q0 = 1, p1 = q1 = ∞. The argument immediately generalizes. Repeating
the argument of Young’s inequality we have to prove that

ˆ
g(x)Tf(x)dµ(x) ≤ C1−λ

0 Cλ1 (3.5)

where
1

p
+

1

q
= 1,

if ‖f‖Lp = ‖g‖Lq = 1. For z ∈ C with 0 ≤ Re z ≤ 1, we define

fz =

{
|f |pz−1f if f 6= 0

0 otherwise,
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and

gz =

{
|g|

p
p−1

(1−z)−1
g if g 6= 0
0 otherwise .

Then for σ ∈ R,
‖fiσ‖L∞ = ‖g1+iσ‖L∞ = 1,

and
‖f1+iσ‖L1 = ‖f‖pLp = ‖giσ‖L1 = ‖g‖qLq = 1,

and hence ˆ
|giσ(x)||Tfiσ(x)|dµ ≤ C0

ˆ
|g1+iσ(x)|Tf1+iσ(x)|dµ ≤ C1.

Moreover
f 1
p

= f, g 1
p

= g.

Notice that fz and gz are bounded and zero outside a set of finite mea-
sure. By dominated convergence

z → H(z) =

ˆ
X
gz(x)Tfz(x)dµ(x)

is continuous in the strip C = {z : 0 ≤ Re z ≤ 1}, differentiable and satisfies
the Cauchy-Riemann differential equations. The claim follows from the three
lines inequality below.

Lemma 3.56 (Three lines inequality). Suppose that u ∈ C(C) is bounded
and holomorphic in the interior. Then

sup
C
|u| = sup

∂C
|u|

We apply the lemma to

u(z) = Cz−1
1 C−z2 H(z).

Proof of Lemma 3.56: 1) Let U ⊂ C be a bounded open connected set and
u ∈ C(U ;C) be a holomorphic function in the interior. We claim that then

sup
x∈U
|u(x)| = sup

x∈∂U
|u(x)|.

We prove this by contradiction. Suppose that |u| attains its maximum M
at some interior point z0 and suppose that this is larger than sup∂U |u(z)|.
Then

f(z) = Reu(z)/u(z0)
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satisfies 0 ≤ f ≤M and f(z0) = M . Moreover f is harmonic. Let

fε(x+ iy) = f(x+ iy) + ε|x− Re z0|2

where ε is so small that fε(z) < M for z ∈ ∂U . Then fε has a maximum in
an interior point z1. At this point the Hessian is not negtative semidefinite
by its trace ∆fε(z1) = 4ε. This is a contradiction.

2) Let u be as in the lemma amd let

uε(z) = eεz
2
u(z).

Since uε(z)→ 0 as | Im z| → ∞

sup
z∈C
|uε(z)| = sup

z∈∂C
|uε| ≤ eε sup

z∈∂C
|u(z)|.

Now we let ε tend to zero.

29.11.2019

4 Distributions and Sobolev spaces

4.1 Baire category theorem and consequences

Lemma 4.1 (Baire category theorem). A countable intersection of dense
open subsets of a complete metric space is dense.

Proof. Let (X, d) be a complete metric space and Aj open dense sets. Let
x ∈ X and ε > 0. Let x1 ∈ A1 so that d(x, x1) < ε/3 and 0 < δ1 < ε/3 so
that B2δ1(x1) ⊂ A1. We pick recursively xn, δn so that d(xn−1, xn) < δn,
2δn < ε/3n and B2δn(xn) ∈ An ∩Bδn−1(xn−1).

By construction, d(xn−1, xn) < ε/(2 · 3n−1) and, if n < m, d(xn, xm) <
ε

2·3n
∑m−n

j=0 3−j ≤ 3ε
4·3n and (xn) is a Cauchy sequence with limit y. Since

xm ∈ Bδn(xn) for m ≥ n the same is true for y, and y ∈ An for all n.

Theorem 4.2 (Banach-Steinhaus). Let X and Y be Banach spaces, F ⊂
L(X,Y ). Suppose for each x ∈ X

sup{‖Tx‖Y : T ∈ F} <∞.

Then
sup{‖T‖X→Y : T ∈ F} <∞.

Proof. Let
Cn = {x ∈ X : sup

T∈F
‖Tx‖Y ≤ n}.

This set is closed since both map and norm are continuous, and Cn is an
intersection of closed sets. By assumption

⋃
Cn = X. We claim that some
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Cn has nonempty open interior. If not then the sets Un = X\Cn are open
and dense, with nonempty intersection, a contradiction to

⋃
Cn = X. Let

U ⊂ Cn0 be nonempty and open. It contains a ball Br(x0). If ‖x‖ < r then

‖Tx‖Y ≤ ‖T (x− x0)‖Y + ‖T (x0)‖Y ≤ n0 + sup
T∈F
‖T (x0)‖Y =: R.

Then
‖T‖X→Y ≤ R/r

for all T ∈ F .

The Baire category theorem has interesting further consequences.

Theorem 4.3. [Open mapping theorem] Let X and Y be Banach spaces and
T ∈ L(X,Y ). T is surjective if and only if it is open, i.e. if the image of
open sets is open.

Proof. Let T be open. Then T (B1(0)) is open. In particular it contains a
ball Br(0). Then Y =

⋃
T (Bn(0)) and T is surjective. Now suppose that

T is surjective. It suffices to show that T (B1(0)) contains a ball around 0.
(Why?). Let

Yn = T (Bn(0)) = {Tx|‖x‖X < n}.

By surjectivity Y =
⋃
Yn. As above we conclude that one (and hence all) of

the Yn contains an open ball. Hence there exists a ball Br(y0) ⊂ Y1. Then
Br(0) ⊂ Y2.

Corollary 4.4. Suppose that T ∈ L(X,Y ) is injective and surjective. Then
T−1 ∈ L(Y,X).

Thus continuous linear maps which are invertible as maps between sets
are invertible as continuous linear maps.

Proof. Linearity of the inverse map is immediate. By Theorem 4.3 T is
open. So T (BX

1 (0)) contains a ball BY
r (0) and hence

‖Tx‖Y ≥ r−1‖x‖X .

Let X and Y be Banach spaces. Then X × Y is a Banach space with
norm

‖(x, y)‖X×Y = max{‖x‖X , ‖y‖Y }

If T : X → Y is a linear map not necessarely constinuous - then the graph
is

Γ(T ) = {(x, Tx) : x ∈ X}.
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Theorem 4.5 (The closed graph theorem). The linear map T is continuous
if and only if Γ(T ) is closed.

Proof. Suppose that T is continuous and that (xn, Txn) ∈ Γ(T )) is a Cauchy
sequence in X×Y . Then (xn) is a Cauchy sequence in X with limit x , and

lim
n→∞

Txn = Tx =: y.

Thus (xn, Txn) → (x, Tx) in X × Y . Now assume that Γ is closed. It is a
closed linear subspace, hence a Banach space. The map

Γ 3 (x, Tx)→ x ∈ X

in injective and surjective, hence, by the inverse mapping theorem, its in-
verse is continous. But then the composition to the second factor is also
continuous, which is the map x→ Tx.

Theorem 4.6. The set of nowhere differentiable functions in Cb([0, 1]) is
dense.

Proof. We define

AL = {f ∈ Cb([0, 1]) : there exists x such that |f(x)−f(y)| ≤ L|x−y| for all y}

Then

1. AL is closed. Let fn be a Cauchy sequence converging to f , and xn
the sequence of points. Without loss assume that xn → x. Then

|f(x)−f(y)| = lim
n→∞

|f(xn)−f(y)| = lim
n→∞

lim
m→∞

|fm(xn)−f(y)| ≤ lim
n→∞

L|xn−y| = L|x−y|.

2. If f is differentiable at x then there exists L so that

|f(y)− f(x)| ≤ L|x− y|.

By the definition of differentiability there exists δ > 0 so that

|f(y)− f(x)| ≤ (|f ′(x)|+ 1)|x− y|

for |x− y| < δ. Since continuous functions on compact set attain the
supremum the difference quotient is bounded.

3.

4. AL is nowhere dense. Let f ∈ AL and ε > 0. Since f is uniformly
continuous there exists δ > 0 so that |f(x)−f(y)| < ε/3 if |x−y| ≤ δ.
We choose n so that

δn > 4
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and define
g(x) = f(x) + ε sin(2πnx).

In any interval of length δ/2 there exist two points x1, x2 with

sin(2πnx1) = 1, sin(2πnx2) = −1.

We fix x ∈ I and choose two such points in a δ/4 neighborhood. Then

|g(x1)− g(x1)| ≥ 2ε− 2ε/3 =
4

3
ε

hence either

|g(x1)− g(x)| ≥ 2

3
ε of |g(x2)− g(x)| ≥ 2

3
ε

and hence

max{|g(x1)− g(x)|
|x− x1|

,
|g(x2)− g(x)|
|x2 − x|

} ≥ varepsilon

δ

Decreasing δ if necessary we can ensure ε/δ > L .

Let
B =

⋂
L

Cb([0, 1]\AL

It is dense. Its complement consist of all functions there exists x ∈ [0, 1] so
that

lim sup
y→x

|f(y)− f(x)|
|y − x|

=∞.

4.2 Distributions: Definition

We need a preliminary result.

Lemma 4.7. Let U ⊂ Rd be open and k ∈ N. Then for every f ∈ Ckc (U)
there exists a compact set K ⊂ U and a sequence fn ∈ C∞(U) supported in
K so that ∂αfn → ∂αf in Cb(U) for n→∞ and |α| ≤ k.

Proof. Let K ′ = supp f and K = {x ∈ U : d(x,K ′) < r} for some small
number r so that K ⊂ U . We define fn = η2−n ∗ f with ηr(x) = r−dη(x/r),
η ∈ C∞c (B1(0)) with

´
ηdx = 1.

Recall that Ckb (U) is a Banach space with the norm

‖f‖Ckb (U) = sup
|α|≤k

‖∂αf‖sup
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Definition 4.8. Let U ⊂ Rd be open, and D(U) = C∞c (U) be the vector
space of infinitely differentiable functions with compact support called test
functions. We say fj → f in C∞c (U) = D(U) if there is a compact set
K ⊂ U and supp fj ⊂ K for all j and for all multiindices α

∂αfj → ∂αf in Cb(U).

A distribution T on U is a continuous linear map from C∞0 (U) → K. We
denote the space of distributions by D′(U).

By continuous we mean that

Tfj → Tf

if fj → f in the sense of test functions. It is immediate that the distributions
define a K vector space.

Lemma 4.9. Let T ∈ D′(U). For every compact set K ⊂ U there exists k
and C > 0 so that, if f ∈ D(U) with supp f ⊂ K then

|T (f)| ≤ C‖f‖Ckb (U).

Proof. We define for K ⊂ U compact

XK = {f ∈ D(U) : supp f ⊂ K}.

We define a metric on XK

d(f, g) = sup
k≥0

2−k min{1, ‖f − g‖Ckb (U)}.

With this metric XK is a complete metric space:

d(fn, f)→ 0 iff fn → f in Ckb (U) for all k ≥ 0.

Moreover, if fn is a Cauchy sequence in (Xk, d) then it is a Cauchy sequence
in Ckb (U) for all k, and hence it has a smooth limit f ∈ D(U).

Then T ∈ D′(U) define a continuous linear map from XK → K. More-
over

|Tf | <∞

for all f ∈ XK . Now we argue as for the uniform boundedness principle of
Banach-Steinhaus: There exists m so that the set

{f ∈ XK : |Tf | < m}

contains an open ball. Then as above there exists r > 0 so that

|Tf | < m for all f ∈ XK with d(f, 0) < r.
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Let k be so that 21−k < r. Then f ∈ XK with

‖f‖Ckb (U) < 2−k

implies d(f, 0) < r. Thus, if f ∈ XK ,

|Tf | ≤ 2km‖f‖Ckb (U).

06.12.2019

Definition 4.10. We say that

Tn → T in D′(U)

if
Tn(f)→ T (f) for all f ∈ D(U).

If f ∈ D(u) and g ∈ C∞(U) then fg ∈ D(U).

Definition 4.11. Let φ ∈ C∞(U) and T ∈ D′(U). We define their product
by

(φT )(f) = T (φf)

and the derivative
(∂xjT )(f) = T (−∂xjf).

It is easy to see that the right hand side of the formulas defines a distri-
bution. We can easily calculate Leibniz’ formula in the form

∂xj (φT )(f) = −T (φ∂xjf) = T ((∂xjφ)f)− T (∂xj (φf))

= [(∂xjφ)T ](f) + (φ∂xjT )(f)

and the associative and distributive law:

φ(ψT ) = ψ(φT ).

Similarly the theorem of Schwarz holds

∂xj∂xkT = ∂xk∂xjT.

Let L1
loc(U) be the set of measurable functions on U which are integrable

on compact subsets. We say fj converges to f in L1
loc if fj |K → f |K in L1(K)

for all compact subsets K.

Definition 4.12. We define L1
loc(U) 3 f → Tf ∈ D′(U) by

Tf (φ) =

ˆ
U
fφdmd

for φ ∈ D(U).
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Lemma 4.13. The map L1
loc → D′ is linear, continuous and injective.

Proof. Only injectivity has to be proven. After multiplying by a character-
istic function of a ball we consider f ∈ L1(B). Suppose that

ˆ
fφdx = 0

for all φ ∈ C∞c supported in B1(0). Then

f ∗ φ(x) = 0

for all φ supported in Br(0) and |x| < 1 − r. But we have seen that there
is such a sequence φj so that f ∗ φj → f in L1. Then f |B1−r(0) = 0. This
implies the full statement.

Similarly, any Radon measure µ on U ⊂ Rd defines a linear map from
the continuous functions with compact support to K, and we identify it with
the restriction to D.

Lemma 4.14. The following identities hold

Tφψ = φTψ for φ, ψ ∈ C(U),

T∂xjφ = ∂xjTφ for φ ∈ C1(U).

Proof. We use Fubini, integration by parts and the fact that f ∈ D(U) has
compact support, to get

Tφψ(f) =

ˆ
U
φψf dmd = (φTψ)(f),

T∂xjφf =

ˆ
f∂xjφdm

d =

ˆ
(−∂xjf)φdmd = (∂xjTφ)(f).

Examples:

1. The Dirac measure δ0. It is the unique distribution so that

T ∗ φ = φ

for all test functions. Let T be such a distribution. Then

(T − δ) ∗ φ = 0

for all φ ∈ D(Rd) and hence

T (φ) = φ(0)

for all φ ∈ D(Rd).
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2. The Heaviside function H(x) =

{
0 if x < 0
1 if x ≥ 0

satisfies

∂xH = δ0.

Firstly H ∈ L1
loc. If φ ∈ D(U)

(∂xH)(φ) = (∂xTH)(φ) = −TH(φ′) = −
ˆ ∞

0
H(x)φ′(x)dx = φ(0) = δ0(φ).

3. Let

f =

{
1/2 if |x| < t

0 if |x| ≥ t

Then

(∂2
t − ∂2

x)Tf (φ) =
1

2

ˆ
{|x|<t}

(∂2
t − ∂2

x)φ(t, x)dxdt

=− 1

2

ˆ ∞
0

ˆ t

−t
∂2
xφdxdt+

1

2

ˆ
R

ˆ ∞
|x|

φtt

=
1

2

ˆ ∞
0

φx(t,−t)− φx(t, t)dt− 1

2

ˆ
R
φt(|x|, x)dx

=
1

2

ˆ ∞
0

φx(t,−t)− φt(t,−t)− (φt(t, t) + φx(t, t))dt

= −1

2

ˆ ∞
0

d

dt
(φ(t,−t) + φ(t, t))dt

= φ(0)

hence

(∂2
t − ∂2

x)
1

2
χ|x|<t = δ0

4. Let d > 2 and

g(x) =
2

d− 2

Γ(d2)

πd/2
|x|2−d

In Einführung in die PDG we have seen that

−∆g ∗ φ =

ˆ
g(x− y)(−∆φ(y))dy = φ(x).

Thus
−∆Tg = δ0.

5. Let η ∈ C∞(Rd) with
´
ηdx = 1 and supp η ∈ B1(0), ηr(x) =

r−dη(x/r). Then
ηr → δ0 as r → 0

if x ∈ U . This holds already in the dual space of Cb(U).
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6. Now let ηr : Rm → R as above, φ ∈ C1(U ;Rm)) with ∇φ 6= 0. Then,
using the coarea formula

Tηr◦φ(ψ) =

ˆ
U
ηr(φ)ψdx

=

ˆ
Rm

ηr(y)

ˆ
φ−1(y)

det(DφDφT )−1/2ψ(x)dHd−m(x)dy

→
ˆ
φ−1(0)

det(DφDφT )−1/2ψ(x)dHd−m(x)

=: δφ(ψ)

Of particular importance is the case m = d− 1. Then

det(DφDφT ) = |∇Φ|2.

7. Now recall Kirchhoff’s formula for the wave equation for d = 3: Con-
sider

utt −∆u = f, u(0, x) = ut(0, x)) = 0

and let t > 0. Then, using the area formula

u(t, x) =
1

4π

ˆ
Bt(0)

1

|y|
f(t− |y|, x− y)dm3(y)

=
1

4π
√

2

ˆ
{|t−s|2=|x−y|2,0<s<t}

(t− s)−1f(s, y)dH3(s, y)

=
1

2π
δ(t−s)2−|x−y|2(f)

as first for f compactly supported (0, t)×R3, but, using the formulas,
for all ψ ∈ C∞c (Rd) ( but multiplying by χt>0). Then

u =
1

2π
χt>0δs2−|y|2 ∗ f.

and hence
(∂2
tt −∆)[χt>0δs2−|y|2 ] = 2πδ0.

This we want to verify by a direct calculation. We recall that ηR(S) =
r−1η(s/r) and compute with s = t2 − |x|2

(∂2
t −∆)ηr(t

2 − |x|2) = 2∂t(η
′
r(t

2 − |x|2)t) + 2
∑
j

∂xj [η
′
r(t

2 − |x|2)xj ]

= 4(t2 − |x|2)η(2)
r (t2 − |x|2) + 8η′r(t

2 − |x|2)

= r−2(4(s/r)η′′(s/r)− 8η′(s/r))
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with s = t2 − |x|2. Now, with a smooth function h

ˆ
r−2(4(s/r)η′′(s/r)− 8η′(s/r))h(s)ds = 4r−1

ˆ
((sη′(s))′ − 4η′(s))h(rs)ds

= −4

ˆ
(sη′(s)− η(s))h′(rs)ds

= 4r

ˆ
sη(s)h′′(rs)ds

→ 0

as r → 0. We set for φ ∈ D(Rd) with support in t > 0

h(s) =

ˆ
(t−τ)2−|x−y|2=s

|t− τ |−1φdH3(τ, y)

and apply the coarea formula. Thus

supp(∂2
t −∆)χt>0δt2−|x|2 ⊂ {0}.

in the sense that the distribution applied to φ vanishes unless 0 is in
the suppport of φ.

Let λ > 0. We trace the effect of the scaling

(∂2
t −∆)δt2−|x|2(φ(λ.)) = (∂2

t −∆)δt2−|x|2(φ(.)).

Together with the support property (EPDE, exercises) this implies
that there exists c so that

(∂2
t −∆)χt>0δt2−|x|2 = cδ0

and we have to determine δ. By a small abuse of notation (h does not
have compact support in x, and we should multiply by a function of
x with compact support, identically 1 on a large ball ) we get

(∂2
t −∆u)δt2−|x|2(h(t)) =δt2−|x|2(h′′(t))

=2π

ˆ ∞
0

th′′(t)dt

=− 2π

ˆ ∞
0

h′(t)dt

=2πh(0).

and hence c = 2π.

11.12.2019
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Definition 4.15. Let T ∈ D′(U). We say that T vanishes near x ∈ U if
there exists r > 0 so that T (f) = 0 for all f ∈ D(U) with support in Br(x).
We define the support of T as the complement of the points near which T
vanishes.

Lemma 4.16. Let φ ∈ D(U) and T ∈ D′(U) with disjoint supports. Then

T (φ) = 0.

Proof. Let K be the support of φ. Given x ∈ K there exists r so that
Tψ = 0 for every ψ ∈ D(U) supported in Br(x). Since K is compact there
is a finite covering of such balls Brj (xj) with 1 ≤ j ≤ N . We choose a
partition of unity ηj ∈ C∞(U) supported in Brj (xj) so that

N∑
j=1

ηj(x) = 1

for x ∈ K. Then

Tφ =

N∑
j=1

T (ηjφ) = 0

Definition 4.17. Let T ∈ D′(Rd) and φ ∈ D(Rd). We define their convo-
lution by

(φ ∗ T )(x) = T (φ(x− ·)), ∀x ∈ Rd.

The righthand side denotes T acting on φ(x− y) as a function of y.

Lemma 4.18. With the notation above, φ ∗ T ∈ C∞(Rd) and

∂xj (φ ∗ T ) = (∂xjφ) ∗ T = φ ∗ (∂xjT ).

If ψ ∈ L1(Rd) then
φ ∗ Tψ(x) = φ ∗ ψ(x).

Moreover, if suppφ = K1 and suppT = K2 then

suppφ ∗ T ⊂ K1 +K2 = {x+ y : x ∈ K1 and y ∈ K2}.

Proof. For v ∈ Rd, we have to prove that

(φ ∗ T )(x+ tv)− (φ ∗ T )(x)

t
= T (

1

t
(φ(x+ tv − ·)− φ(x− ·)))

→ T

 d∑
j=1

vj(∂jφ)(x− ·)

 =
( d∑
j=1

vj∂jφ
)
∗ T (x)

≡ −T

 d∑
j=1

vj∂j(φ(x− ·))

 = φ ∗
( d∑
j=1

vj∂jT
)

(x).
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This is a consequence of Lemma 4.9 and that the difference quotient

(∂αφ)(x+ tv)− (∂αφ)(x)

t
→

d∑
j=1

vj∂j(∂
αφ)(x) as t→ 0

uniformly in x since the support is compact.
The remaining properties are not hard to verify. (Exercise)

Remark 4.19. We can equivalently define the convolution of φ ∈ D(Rd)
and T ∈ D′(Rd) as the distribution:

(φ ∗ T )(f) = T (φ̃ ∗ f), ∀f ∈ D(Rd),

where φ̃(x) = φ(−x) since

Tφ∗T (ψ) =

ˆ
T (φ(x− .))ψ(x)dx = T (

ˆ
φ(x− .)ψ(x))dx = T (φ̃ ∗ ψ)

by linearity, a Riemann type approximation of the integral and a limit.
In the same way we can easily define the convolution φ ∗ T ∈ D′(Rd)

when φ ∈ Ck(Rd) has compact support.
By an abuse of notation we write the convolution evaluated at x whenever

it is defined, even if it is only defined on a subset of Rd.

Definition 4.20. Let T ∈ D′(Rd) and let S ∈ D′(Rd) with compact support.
We define their convolution by

(S ∗ T )(φ) = T (S̃ ∗ φ)

for φ ∈ D(Rd). Here S̃(ψ) = S(ψ̃), ψ ∈ D(Rd).

It is an exercise to formulate and prove reasonable properties of the
convolution of distributions.

Lemma 4.21. Suppose that U is connected and ∂jT = 0, j = 1, · · · , d.
Then there exists a constant c so that T = Tc.

Proof. The statement is clear if T = Tf with f ∈ C1. If ∂jT = 0 then

∂j(T ∗ φ) = (∂jT ) ∗ φ = 0,

whenever this is defined. So T ∗ φ is constant. Since ηr ∗ T → T in D′ and
since ηr ∗ T is constant, the same is true for T .

Lemma 4.22. Suppose that Tn → T in D′(U) and that K ⊂ U is compact.
Then there exists k and C so that

sup
n
|Tn(f)| ≤ C‖f‖Ckb (U)

for all f ∈ XK = {f ∈ D(U) : suppf ⊂ K} and

sup{|Tn(f)− T (f)| : f ∈ XK , ‖f‖Ckb ≤ 1} → 0

as n→∞.

82 [January 29, 2020]



Proof. The proof of the first part is the same is for Lemma 4.9. So, given
K, there exist k ≥ 1 and C so that for any n

|Tn(f)| ≤ C‖f‖Ck−1
b

.

We define the closed subspace

Xk = {f ∈ Ckb (U) : supp f ⊂ K}.

Then
Xk 3 f → (∂αf)|α|≤k−1 ∈ C

0,1
b (K,K#Σk−1)

has norm at most 1. By a multiple application of Theorem 3.32 the closed
unit ball in C0,1

b (K),K#Σk−1) is compact in Cb(K),K#Σk−1). Given ε > 0
there exist finitely many functions fm ∈ C∞c (U) with the support in K and
‖fm‖Ckb (U) ≤ 1 so that the ε balls in Ck−1

b centered at fm cover the closure

of such functions in Ck−1
b (U). By the assumption there exists n0 so that

|(Tn − T )(fm)| < ε

if n ≥ n0. Then, for any f ∈ B̄1(0) there exists fm such that ‖f−fm‖Ck−1
b

<

ε and hence for n ≥ n0 we have

|(Tn − T )f | ≤ |(Tn − T )(fm)|+ |Tn(f − fm)|+ |T (f − fm)| ≤ ε+ 2Cε.

Theorem 4.23. Let U ⊂ Rd be open. Then D(U) ⊂ D′(U) is dense.

Proof. There are several steps.
Step 1: Distributions with compact support are dense. We choose a se-
quence φj ∈ D(U) so that

∂αφj → ∂α1

on compact subsets. Then φjT has compact support and

(φjT )(g) = T (φjg)→ Tg

for all g ∈ D(U).
Step 2: Construction of the φj . Let Kj be a monotone sequence of

compact sets so that Kj is contained in the interior of Kj+1 and U =
⋃
Kj .

Then for any j there exists rj > 0 so that

min{dist(Kj−1,Rd\Kj),dist(Kj ,Rd\Kj+1)} ≥ rj > 0.

Let η ∈ C∞c (B1(0)) be radial with
´
ηdx = 1 and let ηr(x) = r−dη(x/r).

Then
φj = ηrj ∗ χKj ∈ C∞,
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suppφj ⊂ Kj+1, φj = 1 on Kj−1.

Step 3 Let T ∈ D′(U) have compact support. Then, for r small and
g ∈ D(U)

ηr ∗ T (g) = T (η̃r ∗ g)→ T (g), r → 0

by an abuse of notation.

The same argument gives Lemma 4.7.

4.3 Schwartz functions and tempered distributions

We briefly cover the definition of Schwartz functions and tempered distri-
butions, which are the proper frame work for the Fourier transform.

Definition 4.24. The Schwartz space S(Rd) consists of all Schwartz func-
tions, which are functions f so that for all multiindices α, β

‖xα∂βf‖sup <∞.

We say fj → f as Schwartz functions if for all multiindices α and β
xα∂βfj → xα∂βf uniformly.

Remark 4.25. It is easy to see that if f ∈ S(Rd), then for any N there
exists CN such that |f(x)| ≤ CN (1 + |x|)−N , and hence f ∈ Lp(Rd), for any
p ∈ [1,∞]. So is ∂αf for any multiindex α.

Roughly speaking, the Schwartz functions have two properties: they have
infinite bounded derivatives and they decay fast at infinity. Recalling (withˆ

denoting the Fourier transform) ∂̂xjf(ξ) = 2πiξj f̂(ξ) and x̂jf(ξ) = i
2π∂ξj f̂(ξ),

the Fourier transform works well in the framework of Schwartz space and
tempered distributions (see below).

Since ηnf → f in S(Rd), ηn(x) = η(n−1x) where η ∈ C∞c (B2(0)) takes
value 1 on B1(0), the inclusion D(Rd) ⊂ S(Rd) is dense.

Lemma 4.26. Let f be a Schwartz function.

1. If α is a multiindex then ∂αf ∈ S(Rd).

2. If g ∈ C∞ and for any multiindex α there exist c|α| and κ|α| so that

|∂αg| ≤ c|α|(1 + |x|)κ|α|

then gf ∈ S(Rd).

3. If g ∈ C(Rd) satisfies for any multiindex α

‖xαg(x)‖sup <∞,

then g ∗ f ∈ S(Rd).
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Proof. The first property follows from the definition. By the first property,
in order to prove the second property it suffices to show

sup |xα(∂βg)f | <∞,

which follows from the definition.
Since

∂α(g ∗ f) = g ∗ ∂αf

and since ∂αf is Schwartz, by the first property the proof of the third prop-
erty is reduced to bounding

‖xα(g ∗ f)‖sup.

We observe that
xj(g ∗ f) = (xjg) ∗ f + g ∗ (xjf)

and the claim follows by induction on the length of α.

Definition 4.27. We define d : S × S → [0,∞) by

d(f, g) = sup
k

2−k min{1, sup
|α|+|β|=k

‖xα∂β(f − g)‖sup}.

Lemma 4.28. The expression d(f, g) defines a metric on S which turns it
into a complete metric space.

Proof. Easy exercise.

Definition 4.29. A tempered distribution is a continuous linear map from
S(Rd) to K. We denote the space of tempered distributions by S ′(Rd). We
say that Tj → T in S ′(Rd) if Tj(φ)→ T (φ) for all φ ∈ S(Rd).

Lemma 4.30. Let T ∈ S ′(Rd). Then there exist k and c so that

|Tφ| ≤ c sup
|α|+|β|≤k

‖xα∂βφ‖sup.

If Tn → T in S ′(Rd) then there exist C and k so that

sup
n
|Tnφ| ≤ C sup

|α|+|β|≤k
‖xα∂βφ‖sup

and
|Tn(φ)− Tφ|

sup|α|+|β|≤k ‖xα∂βφ‖sup
→ 0.
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Proof. The proof is similar as that of Lemma 4.22. The existence of C and k
follows from the idea of the proof of Banach-Steinhaus theorem. The conver-
gence result follows from the compactness of the ball {φ ∈ S(Rd) | sup|α|+|β|≤k ‖xα∂βφ‖sup ≤
1} in the space {φ ∈ S(Rd) | sup|α|+|β|≤k−1 ‖xα∂βφ‖sup < +∞}, which is
easy to see if we notice that

sup
|α|+|β|≤k−1

‖xα∂βφ‖sup ≤ R−1 sup
|α|+|β|≤k

‖xα∂βφ‖sup((BR(0))C)+R
k−1‖φ‖Ck−1

b (BR(0))

and we can choose R big enough.

Remark 4.31. We define the derivative and the multiplication by a smooth
function with controlled derivatives for a tempered distribution as we did it
for distributions. Similarly, since compactly supported distributions S can
act on Schwartz functions f , we can define the convolution (S ∗ f)(x) ∈
S(Rd). We then can define the convolution of a tempered distribution with
Schwartz functions and with compactly supported distributions.

Let 1 ≤ p ≤ ∞. There are the embeddings

D(Rd) ⊂ S(Rd) ⊂ Lp(Rd) ⊂ S ′(Rd) ⊂ D′(Rd).

The embeddings are dense if p <∞.

4.4 Sobolev spaces: Definition

Definition 4.32. Let U ⊂ Rd be open, k ∈ N and 1 ≤ p ≤ ∞. The Sobolev
space W k,p(U) ⊂ Lp(U) is the set of all Lp(U) functions, so that for all
multiindices α of length at most k there exists fα ∈ Lp(U) so that

∂αTf = Tfα .

We define (identifying Tf and f and ∂αTf resp ∂αf with fα by an abuse of
notation)

‖f‖Wk,p =

∑
|α|≤k

‖∂αf‖pLp(U)

 1
p

with the usual modification if p =∞.

We have
g = ∂xjf, f, g ∈ Lp(U)

if and only if ˆ
gφdmd = −

ˆ
f∂xjφdm

d

for all φ ∈ D(U).

Lemma 4.33. Let g ∈ Ckb (U) and f ∈W k,p(U). Then gf ∈W k,p(U).
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Proof: Easy exercise.

Definition 4.34. Let k ∈ N, 1 ≤ p <∞. We define W k,p
0 (U) as the closure

of C∞c (U) with respect to the norm ‖ · ‖Wk,p(U). If V ⊂ U the extension

defines a canonical (nonsurjective) isometry from W k,p
0 (V ) to W k,p

0 (U).

Theorem 4.35. Let k ∈ N and 1 ≤ p ≤ ∞. The Sobolev space W k,p(U)
is a Banach space. If V ⊂ U then the restriction defines a map of norm 1
from W k,p(U) to W k,p(V ). Moreover W k,p

0 (Rd) = W k,p(Rd) if 1 ≤ p <∞.

Proof. Let Σk = {α : |α| ≤ k}. There is an obvious isometry

W k,p(U) 3 f → (fα)|α|≤k ∈ Lp(U × Σk).

Let fj be a Cauchy sequence in W k,p(U) with limit f ∈ Lp(U). Then
∂αfj → fα in Lp(U) and in D′(U). It is easy to check that fα = ∂αf in
D′(U): for any φ ∈ D(U),

Tfα(φ) = lim
j→∞

(−1)|α|
ˆ
U
fj∂

αφdmd = (−1)|α|
ˆ
U
f∂αφdmd = T∂αf (φ).

Thus f ∈ W k,p(U) and W k,p(U) is complete and we can identify W k,p(U)
with a closed subspace of Lp(U × Σk).

The restriction map with norm ≤ 1 follows from the definition, and the
norm is indeed 1 since

‖f‖Wk,p(V ) = ‖f̃‖Wk,p(U), f ∈W k,p
0 (V ),

and f̃ ∈W k,p
0 (U) is the trivial extension of f by 0.

Now let 1 ≤ p < ∞. Density of D(Rd) ⊂ W k,p(Rd) follows by the same
argument as in the proof of Theorem 4.23.

13.12.2019

Definition 4.36. Let k ∈ N and 1 < p < ∞. We define W−k,p(U) =

(W k,p′

0 (U))∗.

We consider W k,p′

0 (U) as a subset of the space of distributions D′(U)

Lemma 4.37. The map J : Lp(U × Σk)→W−k,p(U) defined by

J((fα))(u) =
∑
|α|≤k

ˆ
U
fα∂

αu dmd, ∀u ∈W k,p′

0 (U)

has norm ≤ 1.

This follows from Hölder’s inequality.

Proof. Exercise.
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Lemma 4.38. Let U ⊂ Rd be bounded and open and k ∈ N. We assume
that f ∈ Ckb (U) and its derivatives of order up to k − 1 extend to continous

functions in Ū which vanish at ∂U . Then f ∈W k,p
0 (U) for 1 ≤ p <∞.

Proof. We proceed as in Theorem 4.23. Let Kj = {x ∈ U : dist(x, ∂U) ≥
2−j}. We extend χKj by 0 to Rd and convolve it with a smooth function (say
ϕ2−j−1) of integral 1 supported in B2−j−1(0), to obtain ηj ∈ C∞c (U). Then
supp ηj ⊂ {x ∈ U : dist(x, ∂U)} ≤ 2−j−1 and ηj(x) = 1 for dist(x, ∂U) ≥
21−j and

|∂αηj | ≤ c(|α|)2|α|j .

Since for |α| ≤ k, by the Taylor formula,

|∂αf(x)| ≤ cdist(x, ∂U)k−|α|.

Thus the sequence ηjf is uniformly bounded in Ckb (U), and hence inW k,p(U).
Moreover

∂α(ηjf)→ ∂αf

for every x ∈ U and by dominated convergence

ηjf → f in W k,p(U).

We complete the proof by regularizing ηjf as in Lemma 4.7.

The cofactor matrix cof A of an n× n matrix has as (i, j) entry (−1)i−j

times the determinant of the (n − 1) × (n − 1) matrix obtained from A by
removing the ith row and the jth column. It is the same as the partial
derivative of det(A) with respect to the (i, j)th entry. Then (linear algebra)

AT cof A = detA1n×n (4.1)

Lemma 4.39. Let U ⊂ Rd be open and φ ∈ C2(U ;Rd). Then

d∑
j=1

∂xj cof(Dφ)ij = 0.

Proof. There are two very different proofs. Suppose that φ ∈ C2
b (W ) for

some U ⊂ W is a C2 diffeomorphism to its image with detDφ > 0. Let
V = φ(U). By the transformation formula

md(V ) =

ˆ
U

detDφdx.

The left hand side depends only on ∂V . Let ψ ∈ C∞c (U), t small and

φt(x) = φ(x) + tψ(x)ej
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If t is small this is a diffeomorphism and

md(V ) =

ˆ
U

detDφtdx.

Hence

0 =
d

dt

ˆ
U

detDφtdx|t=0 =

ˆ
U

d∑
k=1

(cof Dφ)jk∂kψdx = −
ˆ
U

d∑
k=1

∂k(cof Dφ)jkdx

which holds for all test functions. This implies the lemma.

Lemma 4.40. If φ : V → U is a Ckb diffeomorphism (bounded derivatives
of φ and φ−1) then there exists C > 1 so that

‖f ◦ φ‖Wk,p(V ) ≤ C‖f‖Wk,p(U).

Moreover the chain rule holds

∂yj (f ◦ φ) =
d∑

k=1

(∂xkf ◦ φ)∂yjφk.

Proof. The first claim follows from the chain rule and the transformation
formula. We prove the chain rule for a smooth diffeomorphism. The general
case follows by approximating the diffeomorphism and taking limits.

There are two very different proofs of the chain rule. The chain rule
holds for C1 functions. Taking limits it holds for functions in W 1,p

0 (U).
Given x ∈ U is suffices to verify it in a small ball around x. If we

multiply f by a mooth function ψ ∈ D(U) we get as above fψf ∈W k,p
0 (Rd)

(extending by 0, if p <∞). By the previous argument the chain rule holds
for this product, and hence for f .

The other possibility is to prove the chain rule for distributions. Again
we could argue by approximation, but it is more elegant to do a direct
argument. We want to prove for f ∈ W 1,p(U). It is easier to give a formal
proof first

ˆ
V
∂xi(f ◦ Φ)ψ ◦ Φ−

d∑
k=1

(∂kf) ◦ Φ
∂Φk

∂xi
dx

= −
ˆ
V
f ◦ Φ∂xiψ ◦ Φdx+

ˆ
U

(detDΦ)−1
d∑

k=1

∂Φk

∂xi
)∂ykf dy

=

ˆ
U

(detDΦ)−1
d∑

k=1

∂kψ
(
− ∂Φk

∂xi
+
∂Φk

∂xi

)
dy

= 0
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The left hand side first has to be understand as application of the distribu-
tion, the first identity as the definition of the distribution, the second as an
integration by parts and the transformation formula. Here Ψ has compact
support, and hence there are no boundary terms. The final identity then
implies the chain rule.

4.5 (Whitney) extension and traces

Definition 4.41. Let U ⊂ Rd be open, bounded and connected. We say that
U is a Lipschitz domain if there exist a continuous vector field ν on ∂U and
a Lipschitz continuous function ρ and c > 0 so that ∂U = ρ−1({0}) and

ρ(x+ tν)− ρ(x+ sν) ≥ t− s

for x ∈ ∂U and −c < s < t < c.

Examples:

1. Bounded connected open sets with C1 boundary.

2. Let h : Rd−1 → R be Lipschitz continuous with Lipschitz constant L.
The set below the graph is not compact, but the other conditions are
satisfied with ρ(x) = xd − h(x1, · · · , xd−1) and ν = ed.

Theorem 4.42 (Whitney). Let 1 ≤ p < ∞ and U ⊂ Rd be a Lipschitz
domain. Then there exists a continuous linear extension map

E : W k,p(U)→W k,p(Rd)

with Ef |U = f for all f ∈W k,p(U).

The extension from f to g is characterized by f = g|U .
18.12.2019

Proof. We prove the theorem under the stronger assumption that ∂U is a
Ck manifold. By use of rotation, compactness and partition of unity, it suf-
fices to consider the extension problem for U = {x : xd < ψ(x1, . . . , xd−1)}
where ψ is a function in Ckb . By Lemma 4.40 we can choose φ(x) =
(x1, . . . , xd−1, xd − ψ(x1, x2, . . . xd−1)) to reduce the problem to extending
Sobolev functions on the lower half space V = {x|xd ≤ 0}. Let f be defined
on V .

We prove the theorem first for d = 1 and make the Ansatz

F (x) =


f(x) if xd ≤ 0
k+1∑
j=1

ajf(−jxd) if x > 0.

90 [January 29, 2020]



If f ∈ Ck(−∞, 0]) we want to choose the aj so that F (l) is continuous
for j ≤ k. We evaluate the left and the right limit of F (l) at x = 0: From
the left we obtain f (l)(0) and from the right

(−1)l
k+1∑
j=1

ajj
lf (l)(0)

which leads to the linear system with Vandermonde matrix
1 1 1 . . . 1
1 2 3 . . . k + 1
12 22 32 . . . (k + 1)2

...
...

...
. . .

...
1k 2k 3k . . . (k + 1)k




a1

a2

a3
...

ak+1

 =


1
−1
1
. . .

(−1)k

 .

The Vandermonde matrix is invertible and we can solve this system. The
coefficients aj hence exist and depend only on k. Then

‖F‖Wk,p(R) ≤ C‖f‖Wk,p((−∞,0)).

Now we would like to pass from the assumption f ∈ Ck(U) to f ∈
W k,p(U). We define the extension F in the same way. Then we have to
prove that for l ≤ k the distributional derivative is given by the distribution
defined by the distributional derivatives on both sides. Let 1 ≤ l ≤ k and
φ ∈ D(R). Then, with the same Ansatz

∂lF =


∂lf if x < 0
k+1∑
j=1

(−1)lajj
l(f (l)(−jx)) if x > 0

By an abuse of notation we denote by F (l) the function in Lp defined by
these formulas when x 6= 0. This suffices since x = 0 has measure 0.

We obtain

(−1)κ
ˆ
R
F
dl

dxl
φdx = + (−1)l

k+1∑
j=1

aj

ˆ ∞
0

f(−jx)
dl

dxl
φ(x)dx

=

ˆ 0

−∞
f
dl

dxl

[
(−1)lφ−

k+1∑
j=1

jl−1ajφ(−x/j)
]
dx

=

ˆ 0

−∞

dl

dxl
f(x)[φ(x)− (−1)l

k+1∑
j=1

ajj
l−1φ(−x/j)]dx

=

ˆ
R

(
dl

dxl
F )φ(x)dx.
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where the second equality follows from substitution and the third since

dl

dxl
((−1)lφ(x)−

k+1∑
j=1

ajj
l−1φ(−x/j))

∣∣∣
x=0

= 0

for x = 0 and l ≤ k by the definition of the aj : Indeed, we observe that

(
1 + (−1)l−1

k+1∑
j=1

aj(−j)l−1
)

= 0.

Hence it is in W κ,p
0 ((−∞, 0)) by Lemma 4.38 and we can approximate it by

functions in D((−∞, 0)) if p <∞. For those we can move the derivatives to
f . The last equality is again a consequence of the transformation formula.

This also suffices for p =∞, and for d > 1 since we may treat the other
independent variables as parameters.

Corollary 4.43. Suppose that U is an open, bounded with Lipschitz bound-
ary, k ∈ N and 1 ≤ p < ∞. Then the restrictions of C∞c (Rd) functions is
dense in W k,p(U).

Theorem 4.44 (Traces). Let U be a bounded domain with C1 boundary and
let f ∈W 1,p(U), 1 ≤ p ≤ ∞. Then there is a unique trace Tf ∈ Lp(∂U) so
that

ˆ
∂U

d∑
j=1

F jνjTfdHd−1 =

ˆ
U
f

d∑
j=1

∂xjF
jdmd +

ˆ
U

d∑
j=1

∂xjfF
jdmd, (4.2)

for all F j ∈ C1(U) and ν denotes the outer normal vector of ∂U . It satisfies

‖Tf‖Lp(∂U) ≤ c‖f‖
p−1
p

Lp(U)‖Df‖
1
p

Lp , ‖Df‖Lp := ‖ |(∂xjf)| ‖Lp .

We write by an abuse of notation Tf = f |∂U .

Proof. If f ∈ C1(U) then g = f |∂U is obviously the trace. We fix F with
F · ν = 1 and apply the divergence formula Then, for if 1 < p <∞,

‖f‖pLp(∂U) =

ˆ
|f |pdHd−1 =

ˆ
Rd−1

|f |pF · νdHd−1

=

ˆ
U
|f |p∇ · Fdx+ p

ˆ
U
|f |p−1f̄∇f · Fdx

≤ sup |∇ · F |‖f‖pLp(U) + sup |F |
ˆ
|f |p−1|∇f |dx

and by Hölder
ˆ
|f |p−1|∇f |dx ≤ ‖f‖p−1

Lp ‖|∇f |‖Lp ≤ 2d‖f‖p
W 1,p
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and, for g smooth,

ˆ
fgdHd−1 =

ˆ
fg∇c · F + f∇g · F + g∇f · F.

The right hand side determined the left hand side. Now we approximate
f ∈W 1,p(U) by smooth function and obtain the estimate and uniqueness.

The case p =∞ is simpler and left to the reader.

4.6 Finite differences

Here we want to relate the analogue of finite differences to Sobolev functions.

Theorem 4.45. a) Let 1 < p ≤ ∞. If f ∈ Lp and

sup
h6=0

‖f(.+ h)− f‖Lp(Rd)

|h|
≤ C (4.3)

then f ∈W 1,p and

‖∂xjf‖Lp = sup
t6=0

∥∥∥f(.+ tej)− f
t

∥∥∥
Lp(Rd)

≤ C.

b) Now let 1 ≤ p ≤ ∞ and f ∈W 1,p. Then

f(.+ tej)− f(.)

t
→ ∂jf in

{
Lp if p <∞
D′ if p =∞

Proof. Suppose that (4.3) holds. Then

lim
t→0

f(x+ te1)− f(x)

t
→ ∂x1f

as distribution:

Tft(φ) =
1

t

ˆ
(f(x+ te1)− f(x))φ(x)dmd = Tf (

1

t
(φ(x− te1)− φ(x)))

and in D(Rd)
1

t
(φ(x− te1)− φ(x))→ −∂x1φ(x).

The difference quotient defines an element in L
p
p−1 (Rd)∗. It is bounded by

C uniformly with respect to t, since its Lp norm is bounded by C. For all
φ ∈ D(Rd) we have ∣∣∣∣ˆ f∂iφdx

∣∣∣∣ ≤ C‖Φ‖L p
p−1
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hence the distribution ∂iTf defines an element in L
p
p−1

(Rd)
of norm at most

C. But then by duality ∂if ∈ Lp(Rd). This proves the first direction and

‖∂xjf‖Lp(Rd) ≤ lim inf
t→0

∥∥∥f(tej + .)− f
t

∥∥∥
Lp
.

Consider now f ∈W 1,p(U), 1 ≤ p ≤ ∞ and we would like to show (4.3).
By the fundamental theorem of calculus and Minkowski’s inequality

‖f(.+ h)− f(.)‖Lp(Rd) = ‖
ˆ 1

0

d∑
j=1

hj∂jf(.+ sh)ds‖Lp(Rd)

≤ |h|
ˆ 1

0
‖|∇f(.+ sh)|‖Lp = |h|‖|Df |‖Lp

for C1 ∩W 1,p functions. Density completes the argument for p < ∞. For
p =∞ we use that by the previous argument∣∣∣ ˆ (f(x+ h)− f(x))φ(x)dmd(x)

∣∣∣ =
∣∣∣ˆ 1

0

ˆ
Rd

d∑
j=1

∂xjf(x+ th)hjφ(x)dmd(x)dt
∣∣∣

≤|h|‖|∇f |‖L∞‖φ‖L1

and hence using a Dirac sequence

‖f(x+ h)− f(x)

|h|
‖L∞ ≤ ‖|∇f |‖L∞ .

Corollary 4.46 (Poincaré inequality). Let U ⊂ {x ∈ Rd : a < x1 < b} and
f ∈W 1,p

0 (U). Then

‖f‖Lp(U) ≤ |b− a|‖|∇f |‖Lp(U).

Proof. Extend f by 0 to Rd and apply the previous theorem.

Corollary 4.47 (Compact embedding). Let U be a bounded Lipschitz do-
main and 1 ≤ p <∞. Then the closure in Lp(U) of

{f ∈W 1,p(U) : ‖f‖W 1,p(U) ≤ 1}

is compact in Lp(U).

Proof. By extension it suffice to prove that for K compact the closure in
Lp(Rd) of

{f ∈W 1,p(U) : ‖f‖W 1,p(U) ≤ 1, supp f ⊂ K}

is compact in Lp(Rd). We obtain this from an application of Theorem 3.37
since this set is closed, bounded, uniformly small at infinity due to the
uniform compact support, and ’equicontinuous’ due to Theorem 4.45.
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20.12.2019
We define

fB =

 
B
fdmd = (md(B))−1

ˆ
B
fdmd.

Lemma 4.48 (Poincaré inequality on ball). If 1 ≤ p ≤ ∞ and f ∈
W 1,p(BR(0)) then

‖f − fBR(0)‖Lp(BR(0)) ≤ 2
d
pR‖|Df |‖Lp(BR(0)).

Proof. It suffices to consider R = 1 by replacing f by f(x/R). We calculate
again by Minkowski’s and Jensen’s inequality

 
B1(0)

|f − fB1(0)|pdmd(x)

=

 
B1(0)

∣∣∣∣∣
 
B1(0)

(f(x)− f(y))dmd(y)

∣∣∣∣∣
p

dmd(x)

≤
  

B1(0)×B1(0)
|f(x)− f(y)|pdmd(x)dmd(y)

=

 
B1(0)×B1(0)

∣∣∣∣ˆ 1

0
∇f(x+ t(y − x))dt

∣∣∣∣p |x− y|pdmd(x)dmd(y)

≤2p
 1

0

 
B1(0)×B1(0)

|∇f(x+ t(y − x))|pdmd(x)dmd(y)dt

=2p · 2
 1

2

0

 
B1(0)×B1(0)

|∇f(x+ t(y − x))|pdmd(x)dmd(y)dt

where we used symmetry in x and y in the last equality. However, if y ∈
B1(0) and 0 ≤ t ≤ 1

2 then

 
B1(0)

|∇f(x+ t(y − x))|pdmd(x) ≤ 2d
 
B1(0)

|∇f(x)|pdmd(x)

by the transformation formula.

4.7 Sobolev inequalities and Morrey’s inequality

Lemma 4.49. Let f ∈ C0(R), f ′ ∈ L1. Then the Sobolev inequality

‖f‖sup ≤
1

2
‖f ′‖L1 (4.4)

holds. If f ′ ∈ Lp, 1 ≤ p ≤ ∞ then every point is a Lebesgue point and

sup
x 6=y

|f(x)− f(y)|

|x− y|1−
1
p

≤ ‖f ′‖Lp . (4.5)
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Proof. It suffices to prove the estimate for smooth functions with compact
support. The inequality (4.4) is a consequence of the fundamental theorem
of calculus:

f(x) =

ˆ x

−∞
f ′(y)dy = −

ˆ ∞
x

f ′(y)dy.

and we derive (4.5) by Hölder’s inequality

|f(x)− f(y)| ≤
ˆ y

x
|f ′(z)|dz ≤ ‖f ′‖Lp‖χ[x,y]‖

L
p
p−1

= |x− y|1−
1
p ‖f ′‖Lp .

The Sobolev inequality and Morrey’s inequality are the versions of these
inequalities (4.4), (4.5) in higher space dimension.

Theorem 4.50 (Morrey). Let U be open. Suppose that p > d and f̃ ∈
W 1,p(U). Every point is a Lebesgue point and the canonnical representative
f is continuous. There exists c depending on p and d so that the following
is true: Let x, y ∈ U with

|x− y| < dist(x,Rd\U).

Then
|f(x)− f(y)| ≤ c|x− y|1−

d
p ‖|∇f |‖Lp(B|x−y|(x)).

Proof. The inequality follows from∣∣f(y)− fBR(x0)

∣∣ ≤ CR1− d
p ‖|∇f |‖Lp(BR(x0)) (4.6)

for |y − x0| < R (and Lebesgue points y) with a constant C(p, d) which is
bounded as p→∞ by

|f(y)− f(x0)| ≤
∣∣f(y)− fBR(x0)

∣∣+
∣∣f(x0)− fBR(x0)

∣∣
and two applications of (4.6) if y and x0 are Lebesgue points. Thus the re-
striction to Lebesgue points is Hölder continuous, and hence there is a unique
Hölder continuous function in the equivalence class. As a consequence there
are no non-Lebesgue points.

It remains to prove (4.6). We have for BR/2(y) ⊂ BR(x0)∣∣∣∣∣
 
BR(0)

f(x0 + z)− f(y + z/2)dmd(z)

∣∣∣∣∣
=

∣∣∣∣∣∣
 
BR(0)

ˆ 1

0

d∑
j=1

(x0 + z/2− y)j∂xjf(x0 + (1− t/2)z + t(y − x0))dtdmd(z)

∣∣∣∣∣∣
≤ c(d)R

 
BR(x0)

|∇f |dmd(x)

≤ c(d)md(B1(0)))
− 1
pRR−dR

pd
p−1 ‖∇f‖Lp(BR(x0))
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first for smooth functions, and then by approximation for Sobolev functions.

Now RR−dR
dp
p−1 = R

1− d
p .

By a geometric series and an iterative application of the above inequality
with (x0, y) = (xj−1, xj):

|f(y)− fBR(x0)| =

∣∣∣∣∣∣
∞∑
j=1

fB
2−jR(xj) − fB21−jR(xj−1)

∣∣∣∣∣∣
≤
∞∑
j=1

|fB
2−jR(xj) − fB21−jR(xj−1)|

≤cR1− d
p

∞∑
j=1

2
−j(1− d

p
)‖|∇f |‖Lp(BR(x0))

provided y is a Lebesgue point and for xj = y − 2−j(x − y). Here we use
convergence of the means at Lebesgue points.

Theorem 4.51 (Rademacher). I) Functions in W 1,p(U) with p > d are
almost everywhere differentiable. The derivative almost everywhere is the
same as the weak derivative.

II) Lipschitz continuous functions are almost everywhere differentiable.

Proof. Let f ∈ W 1,p(U). By Morrey’s theorem 4.50 we know that every
point is a Lebesgue point and there is a uniformly continuous representative.
By Theorem 3.49 there exists a set A whose complement has zero measure
so that every x ∈ A is a Lebesgue point for all partial derivatives, moreover

lim
r→0

 
Br(x)

|∇f(y)−∇f(x)|pdmd(y) = 0.

We apply the Morrey’s inequality Theorem 4.50 to

v(y) = f(x+ y)− f(x)−
d∑
j=1

∂jf(x)yj

on Br(0) where again x ∈ A . Then

|v(y)| ≤cr1− d
p

(ˆ
Br(0)

|∇f(x+ z)−∇f(x)|pdmd(z)

) 1
p

=cr

(
md(Br(x))−1

ˆ
Br(x)

|∇f(z)−∇f(x)|pdmd(z)

) 1
p

=o(r).
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This implies that f is differentiable at x ∈ A.
By localization and extension it suffices to prove the second part of

U = Rd. Morrey’s theorem and the difference characterization imply that
W 1,∞ is the space of bounded Lipschitz continuous functions. Now the
second part follows from the first.

Theorem 4.52 (Sobolev). Suppose that 1 ≤ p < d and

1

q
+

1

d
=

1

p
.

Then
‖f‖Lq(Rd) ≤ c‖|Df |‖Lp(Rd)

whenever f ∈ Lq(Rd) and |Df | ∈ Lp(Rd).

Proof. We prove the estimate first for p = 1 and q = d
d−1 . More precisely

we prove the estimate

‖f‖d
L

d
d−1 (Rd)

≤ 2−d
d∏
j=1

‖∂jf‖L1(Rd) (4.7)

by induction on the dimension. The case d = 1 has been contained in Lemma
4.49. Suppose we have proven the estimate for d ≤ k − 1. Then by Fubini
and Hölder’s inequality (since 1

k−1 + k−2
k−1 = 1)

‖f‖
k
k−1

L
k
k−1 (Rk)

=

ˆ
R

ˆ
Rk−1

|f |
1

k−1 |f |dmk−1dm1(x1)

≤
ˆ
R
‖f(x1, . . . )‖

1
k−1

L1(Rk−1)
‖f(x1, . . . )‖

L
k−1
k−2 (Rk−1)

dm1(x1)

≤ sup
x1
‖f(x1, .)‖

1
k−1

L1(Rk−1)

ˆ
R
‖f(x1, .)‖

L
k−1
k−2 (Rk−1)

dm1(x1)

≤2−
1

k−1 ‖∂x1f‖L1(Rk)

ˆ
R

2−(k−1)
k∏
j=2

‖∂xjf(x1, .)‖L1(Rk−1)

 1
k−1

dm1(x1)

We take the inequality to the power k−1, and apply Hölder’s inequality
in the form ˆ k∏

j=2

|gj |
1

k−1dm1

k−1

≤
k∏
j=2

ˆ
|gj |dm1

to arrive at

‖f‖k
L

k
k−1 (Rk)

≤ 2−k
k∏
j=1

‖∂jf‖L1(Rk).
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Now let 1 < p < d. We apply the above inequality (4.7) to |f |
(d−1)p
d−p .

Then

‖f‖
(d−1)p
d−p

Lq(Rd)
=‖|f |

(d−1)p
d−p ‖

L
d
d−1 (Rd)

≤‖D|f |
(d−1)p
d−p ‖L1(Rd) ≤

(d− 1)p

d− p

ˆ
|f |

d(p−1)
d−p |Df |dmd

≤(d− 1)p

d− p
‖f‖

d(p−1)
d−p

Lq(Rd)
‖Df‖Lp(Rd)

where we first argue for smooth functions, and where we used Hölder’s in-
equality in the last step.

Corollary 4.53. Let U be a bounded Lipschitz domain. 1 ≤ p, q <∞ and

1

q
+

1

d
≥ 1

p
. (4.8)

Then there exists c such that

‖f‖Lq(U) ≤ c‖f‖W 1,p(U)

for all f ∈W 1,p(U). The map

W 1,p(U) 3 f → f ∈ Lq(U)

is compact when the strict inequality holds in (4.8). This means that BW 1,p

1 (0)
is a compact subset of Lq(U).

Proof. The first statement follows from Theorem 4.42. Lemma 4.47 implies
the second statement if p = q. Hölder’s inequality gives the full result by

‖fn − fm‖Lq ≤ ‖fn − fm‖λLp‖fn − fm‖1−λLr

if p < d, 1
r + 1

d = 1
p and

1

q
=
λ

p
+

1− λ
r

.

Thus convergence in Lp and boundedness in L
1
q′ , 1

q′ + 1
d = 1

p obtain the
convergence in Lq if p < d. To conclude we observe that on bounded sets
W 1,p ⊂W 1,p′ whenever p′ ≤ p and we choose a suitable p′ < d.

08.01.2020

5 Linear Functionals

In this section we will study the dual space X∗ of Banach spaces X.
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5.1 The Theorem of Hahn-Banach

Definition 5.1. Let X be a K vector space. A map p : X → R is called
sublinear if

1. p(λx) = λp(x) for x ∈ X and λ ≥ 0,

2. p(x+ y) ≤ p(x) + p(y) for x, y ∈ X.

Examples:

1. The norm of a normed space is sublinear.

2. If K = R, any element of X∗ is sublinear.

3. The Minkowski functional of a convex set. Let K ⊂ X be convex such
that for every x ∈ X there exists λ > 0 so that λx ∈ X. we define

pK(x) = inf{λ > 0 :
1

λ
x ∈ K} ∈ [0,∞).

It is not difficult to verify that pK is sublinear. A norm is the Minkowski
functional of the unit ball.

Theorem 5.2 (Hahn-Banach, real case). Let X be a real vector space, Y ⊂
X a subvector space, p : X → R sublinear and l : Y → R linear such that

l(y) ≤ p(y) for all y ∈ Y.

Then there exists L : X → R linear so that

1. l(y) = L(y) for all y ∈ Y

2. l(x) ≤ p(x) for all x ∈ X.

Proof. There are two very different steps.
Suppose that Y 6= X. Then there exists x0 ∈ X\Y . Let Y1 be the space

spanned by Y and x0. Every element of Y1 can uniquely be written as

y + rx0, y ∈ Y, r ∈ R.

We want to find a linear map l1 : Y1 → R such that

1. l1(y) = l(y) for y ∈ Y

2. l1(y + sx0) ≤ p(y + sx0) for s ∈ R and y ∈ Y .
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By the first condition and linearity we have to find t = l1(x0) so that

l(y) + st ≤ p(y + sx0)

for all y ∈ Y and s ∈ R. We consider s > 0. Then this inequality is
equivalent to

st ≤ s(p(y/s+ x0)− l(y/s))

for all s > 0 and y ∈ Y

⇐⇒ t ≤ inf
y
p(y + x0)− l(y).

Similarly the inequality holds for s < 0 if and only if

t ≥ sup
y
l(y)− p(y − x0).

We can find t if and only if

l(y)− p(y − x0) ≤ p(ỹ + x0)− l(ỹ) for all y, ỹ ∈ Y

which follows from the inequality on Y and sublinearity of p:

l(y) + l(ỹ) = l(y + ỹ) ≤ p(y + ỹ) ≤ p(y + x0) + p(ỹ − x0).

This completes the first step.
For the second step we need the axiom of choice in the form of Zorn’s

lemma.
Let Z be a partially ordered set which contains an upper bound for every

chain. Then there is a maximal element.
A chain is a totally ordered subset, i.e. a subset A so that always either

a ≤ b or b ≤ a. An element b is an upper bound for the chain A, if a ≤ b for
all a ∈ A. An element a ∈ Z is maximal if b ∈ Z, b ≥ a implies b = a.

We define

Z = {(W, lW ) : Y ⊂W ⊂ X, lW |Y = l, lW (w) ≤ p(w) for w ∈W},

with the ordering

(W, lW ) ≤ (V, lV ) if W ⊂ V and lV |W = lW .

This is a partial order. If Z̃ is a chain then

V =
⋃

(W,lW )∈Z̃

W

with the obvious lV being an upper bound for the chain. Now let (V, lV )
be a maximal element. If V = X we are done. Otherwise we obtain a
contradiction by the first step.
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There is a complex version. It relies on the observation

Lemma 5.3. Let X be a complex vector space and l : X → R be R linear.
Then it is the real part of the linear map

lC(x) = l(x)− il(ix).

The real part determines lC.

Proof. We have to show complex linearity. Real linearity is obvious. We
compute

lC(ix) = l(ix)− il(iix) = i(l(x)− il(ix)) = ilC(x).

Theorem 5.4 (Complex Hahn Banach). Let X be a complex vector space,
Y a subvector space, p sublinear and l : Y → C linear so that

Re l(y) ≤ p(y) for y ∈ Y.

Then there exists L : X → C linear so that

1. L|Y = l

2. ReL(x) ≤ p(x).

Proof. We apply the real theorem of Hahn Banach to the real part, and
extend it to a complex linear map by Lemma 5.3. To complete the proof we
observe that L and L̃ are the same iff the real parts are the same.

We formulate the consequences for normed vector spaces, making use of
the fact that norms are sublinear.

Theorem 5.5. Let X be a normed K vector space, Y a subspace and l :
Y → K a continuous linear map. Then there exists L : X → K linear and
continuous so that

1. L|Y = l

2. ‖L‖X∗ = ‖l‖Y ∗.

Proof. We define
p(x) = ‖l‖Y ∗‖x‖X .

Then
Re l(y) ≤ p(y)

for all y ∈ Y . We apply the theorems of Hahn-Banach to obtain L ∈ X∗ so
that L|Y = l and

ReL(x) ≤ p(x).
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This implies

|L(x)| = ReαL(x) = ReL(αx) ≤ p(αx) = p(x) = ‖l‖Y ∗‖x‖X

for some α ∈ C with |α| = 1. Thus

‖L‖X∗ = ‖l‖Y ∗ .

Example 5.6. Let 0 < p < 1 and Lp(Rd) the set of measurable p integrable
functions. It is atraight forward to verify that

d(f, g) =

ˆ
|f − g|pdmd

defines a norm and Lp becomes a closed metric space with this metric. Sup-
pose that T : Lp(Rd) → K is a continous linear map. Then T (f) = 0. To
see this is suffices to consider K = R. Any f ∈ L1([0, 1]d) is also (by a slight
abuse of notation) in Lp(Rd). Since T is continous at 0 there exists ε > 0
so that

|T (f)| < 1 if

ˆ
|f |pdx < ε

and hence T |L1([0,1]d) ∈ (L1([0, 1]d))∗. By the Riesz representation theorem
there exists a unique g ∈ L∞ with

Tf =

ˆ
[0,1]d

fgdmd

Now suppose that there is ε > 0 and a subset Q ⊂ [0, 1]d with positive
measure so that

ε ≤ g(x) ≤ ‖g‖L∞

Let x0 be a Lebesgue point of gχQ where (gχQ)(x0) > ε . Thenˆ
Q
|x− x0|−rgdx ≥ (1− 2−r)

∑
s∈N

2rs
ˆ
Q∩B2−s (0)

gdmd

= (1− 2−r)md(B1(0))
∑
s∈N

2(r−d)s

 
Q∩B2−s (0)

gdmd∞

if r > d, but χQ|x − x0|−r ∈ Lp(Rd) if pr < d. This is a contradiction and
thus g ≤ 0. In the same fashion we see that g = 0. There is a small gap:
We have seen the representation through g only for integrable functions. To
complete the argument we have to truncate and take a limit.

Lemma 5.7. (l∞(N))∗ 6= l1(N). More precisely the map

l1(N) 3 (xn)→ ((yn)→
∑
n

xnyn) ∈ l∞(N)

is not surjective.
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Proof. The space of converging sequences c is a closed subspace of l∞. Let
l : c→ K be defined by

l((xj)) = lim
j→∞

xj .

Then
|l((xj))| ≤ ‖(xj)‖l∞

for every converging sequence. Checking constant sequences we see that
‖l‖(l∞)∗ = 1 . By Theorem 5.5 it has an extension L to l∞. Clearly L(ej) =
l(ej) = 0. We claim that it cannot be represented in the form

L((xj)) =
∞∑
j=1

yjxj

for (yj) ∈ l1 - if it were represented in this fashion then all yj would have to
vanish.

5.2 Consequences of the theorems of Hahn-Banach

Lemma 5.8. Let X be a normed space and x ∈ X. There exists x∗ ∈ X∗
with ‖x∗‖X∗ = 1 and x∗(x) = ‖x‖X .

Proof. Let x ∈ X\{0} and let Y be the span of x. Y is one dimensional
and we define y∗ ∈ Y ∗ by y∗(rx) = r‖x‖X . Then ‖y∗‖Y ∗ = 1. We apply
Theorem 5.5 to obtain x∗. If x = 0 we choose x0 6= 0 and find x∗ for x0.

Corollary 5.9. Let X be a normed space. If x ∈ X then

‖x‖X = sup{Rex∗(x) : x∗ ∈ X∗, ‖x∗‖X∗ = 1}.

If x∗ ∈ X∗ then

‖x∗‖X∗ = sup{Rex∗(x) : x ∈ X, ‖x‖X = 1}.

Proof. The first claim is a consequence of Lemma 5.8. The second statement
is an immediate consequence of the definition.

10.01.2020

Lemma 5.10. If X is a normed space and Y ⊂ X is a closed subspace,
Y 6= X, then there exists x∗ ∈ X∗, x∗ 6= 0 with x∗|Y = 0.

Proof. Let x0 6∈ Y . We define

l(y + tx0) = t

and extend it from the span of Y ∪ {x0} to X by Theorem 5.5.
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Corollary 5.11. Let X∗∗ be the dual space of X∗. There is a cannonical
isometry

J : X → X∗∗, J(x)(x∗) = x∗(x).

Proof. Only the isometry has to be shown

‖J(x)‖X∗∗ = sup
‖x∗‖X∗=1

Re J(x)(x∗) = sup
‖x∗‖X∗=1

x∗(x) = ‖x‖X .

Remark 5.12. If X = Lp(µ), 1 < p <∞ then X∗ is isomorphic to L
p
p−1 (µ)

and J is surjective.

Remark 5.13. By Lemma 5.7 J : l1 → (l1)∗∗ is not surjective - we can
identify the second space with (l∞)∗.

Lemma 5.14. If X is a normed space and X∗ is separable then X is sepa-
rable.

Proof. Since X∗ is separable, and a subset of a separable set is separable
also the unit sphere is separable. Let x∗j be a dense sequence of unit vectors.

We choose a sequence of unit vectors xj with x∗j (xj) ≥ 1
2 . We claim that the

span U of the xj is dense. Otherwise, by Lemma 5.10 there exists x∗ ∈ X∗
of norm 1 which vanishes on the closure of U , and in particular x∗(xj) = 0
for all j. By density there exists j such that ‖x∗ − x∗j‖X∗ < 1

2 and hence

1

2
≤ Rex∗j (xj) = Re(x∗(xj) + (x∗j − x∗)(xj)) <

1

2

This is a contradiction.

Lemma 5.15. Let X be reflexive and Y ⊂ X a closed subspace. Then Y is
reflexive.

Proof. Let y∗∗ ∈ Y ∗∗. For every x∗ ∈ X∗ the restriction to Y is in Y ∗ with

‖x∗|Y ‖Y ∗ ≤ ‖x∗‖X∗

We define x∗∗ ∈ X∗∗ by

x∗∗(x∗) = y∗∗(x∗|Y ).

Since X is reflexive there exists y ∈ X so that

x∗∗(x∗) = x∗(y) for x∗ ∈ X∗.

If y were not in Y there would be x̃∗ ∈ X∗ with x̃∗|Y = 0 and x∗(y) = 1.
This is impossible and hence y ∈ Y . Thus JY is surjective.
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15.01.2020

Corollary 5.16. Let U ⊂ Rd be open, k ∈ N and 1 < p < ∞. Then
W k,p(U) and W k,p

0 (U) are reflexive.

Proof. The Sobolev space W k,p(U) is isometrically isomorphic to a closed

subspace of Lp(U × Σk) and thus reflexive. W k,p
0 (U) ⊂ W k,p(U) is a closed

subspace of a reflexive space and hence reflexive.

Lemma 5.17. Let U ⊂ Rn be open, 1 ≤ p <∞ and k ∈ N. The map

J : L
p
p−1 (U × Σk) 3 (gα)→ (f →

∑
|α|≤k

gα∂αf) ∈ (W k,p)∗

is bounded and surjective.

Proof. The map

W k,p(U) 3 f → (∂αf)|α|≤k ∈ Lp(U × Σk)

map W k,p isometrically to a closed subspace. Any y∗ ∈ (W k,p)∗ defines a
linear functional on this closed subspace. By Theorem 5.5 we can extend
it to the whole of Lp(U × Σk). This can be represented by a function in

L
p
p−1 (U × Σk). We have seen that J has norm ≤ 1 as a consequence of

Hölder’s inequality.

5.3 Separation theorems and weak convergence

Lemma 5.18. Let X be a normed space and K ⊂ X convex. If 0 is in
the interior of K then for every x ∈ X there exists λ > 0 so that λx ∈ K.
Moreover there exists C > 0 so that

pK(x) ≤ C‖x‖X .

If X is a Banach space, and for every x there exists λ > 0 so that λx ∈ K
then 0 is in the interior of K.

Proof. If 0 is in the interior of K there exists ε > 0 so that Bε(0) ⊂ K. An
easy calculation shows that then pK(x) ≤ ε−1‖x‖X .

Suppose that X is Banach and that for every x there exists λ > 0 so
that λx ∈ K. In particular 0 ∈ K. Let

An =
{
x ∈ X :

1

n
x ∈ K

}
The set An are closed, convex, 0 ∈ An and X =

⋃
An. By the Baire

category theorem one and hence all of the An have nonempty interior. In
particular there exist x and ε > 0 so that Bε(x) ⊂ A1. There exists An
so that −x ∈ An hence −x/n ∈ A1. The convex hull of Bε(x) and −x/n
contains a ball around 0. Hence 0 is in the interior of A 1

2
⊂ K.
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Lemma 5.19. Let X be a normed vector space and V convex, open with
0 /∈ V . Then there exists x∗ ∈ X∗ with

Rex∗(x) < 0 if x ∈ V

Proof. It suffices to consider K = R. The complex case is a consequence of
Lemma 5.3. Let x0 ∈ V and define the translate U = V − x0. Let pU be
the Minkoski functional of U . It is sublinear. Let y0 = −x0 /∈ U and Y the
span of y0. We define

l(ty0) = tpU (y0) t ∈ R.

Then l(y) ≤ p(y) for all y ∈ Y . By Theorem 5.2 there exists L ∈ X∗ with
L|Y = l, l(x) ≤ p(x) for x ∈ X (here we use Lemma 5.18). In particular
L(y0) ≥ 1 and for x ∈ V and u = x+ y0

L(x) = L(u)− L(y0) ≤ pU (u)− 1 < 0.

The strict inequality on the right holds since V is open, and hence for every
x ∈ V there is a ball centered at x in which ≤ holds, which implies the strict
inequality for x.

Theorem 5.20 (Separation theorem 1). Let X be a normed space, V and
W disjoint convex sets with V open. Then there exists x∗ ∈ X∗ such that

Rex∗(v) < Rex∗(w) for every v ∈ V,w ∈W

Proof. Let Ṽ = V −W = {v − w : v ∈ V,w ∈ W}. It is convex and open.
Since V and W are disjoint 0 /∈ Ṽ . By Lemma 5.19 there exist x∗ ∈ X∗ so
that Rex∗(x) < 0 for x ∈ Ṽ . This implies the desired inequality.

Theorem 5.21 (Separation theorem 2). Let X be a normed space, V convex
and closed, x /∈ V . Then there exists x∗ ∈ X∗ such that

x∗(x) < inf
v∈V

x∗(v). (5.1)

Proof. We may assume x = 0. Since V is closed there exists ε > 0 so that
Bε(0) ∩ V = {}. We apply Theorem 5.20 to see that there is x∗ ∈ X∗ with

Rex∗(u) < Rex∗(v) for u ∈ Bε(0), v ∈ V

There exists x ∈ Bε(0) so that

Rex∗(x) ≥ ε‖x∗‖X∗/2 > 0

which implies (5.1)
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Corollary 5.22. Let X be a normed vector space, K ⊂ X open and convex
and x ∈ ∂K. Then there exists a half space containing K with x a boundary
point.

Proof. Apply Lemma 5.19 to {K + x0}.

Definition 5.23. We call a sequence xn ∈ X weakly convergent against
x ∈ X if for all x∗ ∈ X∗

x∗(xn)→ x∗(x)

Lemma 5.24. Norm convergence implies weak convergence.

Proof. This follows from the continuity of x∗.

Lemma 5.25. Weakly convergent sequences are bounded.

Proof. This is an immediate consequence of uniform boundedness principle
Theorem 4.2. Let J : X → X∗∗ be the canonical map. We apply Theorem
4.2 to (J(xn))n. By convergence for all x∗

x∗(x) = J(x)(x∗)

is bounded for every x. Thus (‖xn‖)n = (‖J(xn)‖X∗∗)n is bounded.

17.10.2020

Lemma 5.26. Let C be a closed convex set in X, xn ∈ C a sequence which
converges weakly to x ∈ X. Then x ∈ C.

Proof. It suffices to consider K = R. Suppose that x /∈ C. By Theorem 5.21
there exists x∗ ∈ X∗ with

inf
y∈C

x∗(y) > x∗(x).

This contradicts x∗(xn)→ x∗(x).

Definition 5.27. Let A ⊂ X be a subset. The convex hull C(A) consists of
all convex linear combinations

C(A) =
{ ∞∑
k=n

µkxk : 0 ≤ µk,
∞∑
k=n

µk = 1, only finitely many µk are nonzero.
}

Lemma 5.28. C(A) is convex. If K is convex and A ⊂ K then C(A) ⊂ K.

Proof. Convexity is immediate. If A ⊂ K and x ∈ C(A) then clearly x ∈
K.
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Theorem 5.29 (Mazur). Let X be a normed space and (xn)n a sequence
which converges weakly to x for n→∞. Then there exist real numbers λk,n

with 0 ≤ λk,n ≤ 1,
∑N(n)

k=n λk,n = 1 and

N(n)∑
k=n

λk,nxk → x

Proof. Let Cn be the closure of the convex hull of (xk)k≥n. By Lemma 5.26
x ∈ Cn for all n. Thus it is the limit of linear combinations of {xk : k ≥ n}.
A diagonal sequence argument implies the statement.

Lemma 5.30. Let X be a Banach space and suppose that the unit ball in
X is uniformly convex, xn converges weakly to x and ‖xn‖X → ‖x‖X . Then
‖xn − x‖X → 0.

Proof. Without loss of generality assume that ‖x‖X = 1. By Corollary
5.22 there exists x∗ ∈ X∗ with 1 = Rex∗(x) > Rex∗(y) for all y ∈ B1(0)
and hence ‖x∗‖X∗ = 1. Replacing xn by xn/‖xn‖X we may assume that
‖xn‖X = 1. By the weak convergence x∗(xn) → 1. Uniform convexity
(Problem Set 4, Exercise 1) says that with

δx(ε) :=
{

1− ‖1

2
(x+ y)‖X : ‖x‖, ‖y‖ ≤ 1, ‖x− y‖ > ε

}
δX(ε) > 0. We argue by contraction and suppose that (xn) is not a Cauchy
sequence. Hence, there exists ε > 0 so that for N > 0 there exists n,m ≥ N
with ‖xn − xm‖ > ε. But then

1

2
‖xn + xm‖ < 1− δ(ε)

hence

1− δ(ε) > x∗(
1

2
(xn − xm)) =

1

2
(x∗(xn) + x∗(xm))→ 1 as N →∞,

a contradiction.

In particular Lemma 5.30 holds for all Sobolev spaces with 1 < p < ∞
by Hanner’s inequality.

5.4 Weak* topology and the theorem of Banach-Alaoglu

Let X be a normed space. The dual space X∗ is a Banach space, and hence
a metric space. The metric defines open sets, and hence a topology which
we call norm topology.

Definition 5.31. Let A be a set. A family τ of sets is called topology if
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1. { }, A ∈ τ .

2. B,C ∈ τ implies B ∩ C ∈ τ .

3. If Λ is a set, and for every λ ∈ Λ there is a set Bλ ∈ τ then
⋃
λ∈ΛBλ ∈

τ .

We call the elements of τ open. A map is called continuous if the preimage
of open sets is open. A set is called compact, if it is Borel and every open
covering contains a finite subcover.

We want to define a topology on X∗. Desired properties are

1. For every x the mapX∗ 3 x∗ → x∗(x) ∈ K is continuous. Equivalently,
for every open set U ∈ K and x ∈ X

U∗x = {x∗ : x∗(x) ∈ U}

is open.

2. The weak∗ topology is the weakest topology with this property. This
means that the open sets are the smallest subset of the power set, such
that all sets above are contained in it, and arbitrary unions and finite
intersections are contained in it.

Finite intersections of sets of the first type are sets

N⋂
j=1

(Uj)
∗
xj (5.2)

and open sets are arbitrary unions of such sets. This follows from a multiple
application of the distributive law of union and intersection.

Definition 5.32. A local base of a topology is a family of open sets so that
for every x and every open set U there exists V ∈ S so that x ∈ V ⊂ U . A
subbase is a collection of open sets so that finite intersections form a local
base.

Examples.

1. In metric space the balls {B1/n(x) : x ∈ X,n ∈ N} are a base.

2. The sets (5.2) form a base.

3. The sets {U∗x : x ∈ X,U ⊂ K open } are a subbase of the weak
topology of X∗.

Let τ be a topology on X. Then X is compact if every open cover has
a finite subcover.
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Lemma 5.33 (Alexander). If S is a subbase of a topology then X is compact
if every S cover has a finite subcover.

Proof. We argue by contradiction and assume that X is not compact but
that every S cover has a finite subcover. Let P be the collection of all covers
without finite subcover. By assumption P is not empty. We take the partial
order by inclusion. The union of every element of a chain is an upper bound.
By Zorn’s lemma there is a maximal cover Γ without finite subcover.

Now let Γ̃ = Γ∩S. It has no finite subcover either since it is a subset of
Γ. We show that Γ̃ covers X, which completes the proof.

Arguing by contradiction assume that x ∈ X is in none of the elements
of Γ̃. Γ covers X hence there is W ∈ Γ so that x ∈W . Since S is a subbase
there are Vj ∈ S so that ∩Nj=1Vj ⊂W . Since x is not covered by Γ̃ Vj /∈ Γ.By
maximality for each j Γ ∪ {Vj} has a finite subcover

X ⊂
Mj⋃
k=1

Yjk ∪ Vj

Hence

X ⊂W ∪
N⋃
j=1

Mj⋃
k=1

Yjk

is a finite subcover of Γ which contradicts the definition.

Let Λ be a set, suppose that for every λ ∈ D there is a set Xλ. The
cartesian product

X =
∏
λ∈D

Xλ

is the set of all ’maps’ which assign to each λ and element of Xλ. There are
the obvious projections

πλ : X → Xλ

Suppose that all spaces Xλ are topological spaces. Let τ be the smallest
topology (subset of the power set) containing all preimages of open sets in
Xλ under πλ.

Lemma 5.34. The preimages of open sets in Xλ under πλ define a subbase.

Proof. We define the collection of arbitrary unions of finite intersections of
such sets. Then arbitrary unions and finite intersections have this form.
Thus every open set is a union of finite intersections of such sets. Thus
these sets are a subbase.

Theorem 5.35 (Tychonoff). Any cartesian product X of compact sets Xα

is compact.
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Proof. Let Γ by a S cover. Let −λ ⊂ − be the subset defined by preimages
of πλ. Assume that no Γλ covers X. Then there exist xλ ∈ Xλ so that, if
πλ(x) = xλ for all λ then x is not covered. This is a contradiction, and at
least one Sλ covers X. Since Xλ is compact a finite subset covers X. By
Alexander’s theorem X is compact.

22.01.2020

Theorem 5.36 (Banach-Alaoglu). Let X be a normed space. The closed

unit ball BX∗
1 (0) ⊂ X∗ is compact in the weak∗ topology.

Proof. Given x ∈ X with ‖x‖X ≤ 1 we define Xx = B|x|(0) ⊂⊂ K. Let Z
be the cartesian product, equipped with the topology as in the theorem of
Tychonov. The sets Xx are compact, hence by the theorem of Tychonov
also Z is compact.

We consider BX∗
1 (0) as subset of Z. Then BX∗

1 (0) carries two topologies:

The weak* topology, and the topology as subset of Z (for which V ⊂ BX∗
1 (0)

is open in BX∗
1 (0) if there exists an open set U of Z so that V = U ∩BX∗

1 (0).
We claim that the two topologies are the same. But this is an immediate
consequence of the definitions.

Clearly

Z\BX∗
1 (0) =

⋃
x,y

{f(x) + f(y)− f(x+ y) 6= 0} ∪
⋃
x,λ

{f(λx)− λf(x) 6= 0}

We claim that for such x and y the set A(x, y) := {f(x)+f(y)−f(x+y) 6= 0}
and for each x and λ the set B(x, λ) := {f(λx) + λf(x) 6= 0} are open. It
suffices to consider K = R. Since

A(x, y) =
⋃
s,t∈K

(
{f(x) < s, f(y) < t, f(x+y) > s+t}∪{f(x) > s, f(y) > t, f(x+y) < s+t}

)
.

A(x, y) is open. Similarly B(x, λ) is open. Thus Λ is closed. It is not hard
to see that Any closed subset of a compact set is compact.

Definition 5.37. Let X be a Banach space and X∗ its dual. We say a
sequence x∗n ∈ X∗ is weak* convergent to x∗

x∗n(x)→ x∗(x)

for all x ∈ X. We call xn ∈ X weakly convergent to x if

x∗(xn)→ x∗(x)

for all x∗ ∈ X∗.

Lemma 5.38. Weak* convergent sequences are bounded.
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Proof. The statement follows for the weak* converging subsequences by the
uniform boundedness principle.

Lemma 5.39. Suppose that X is separable. Then there exists a metric on
BX∗

1 (0) so that the topology is the same as the weak∗ topology.

Proof. Let {xj} be a countable dense subset of BX
1 (0). This exists since X

is separable. We define

d(x∗, y∗) = max 2−j min{1, |x∗(xj)− y∗(xj)|}.

This is a metric. It is not hard to see that BX∗
1 (0) is a complete metric

space with this metric. Subsets of BX∗
1 (0) are open if and only if they are

open in the weak topology.

Theorem 5.40. Every bounded sequence x∗n ∈ X∗ where X is separable
contains a weak∗ convergent subsequence.

Proof. By Theorem 5.36 the closed unit ball in X∗ is weak* compact. By
Lemma 5.39 we may consider the closed unit ball with this topology as
compact metric space. Then every sequence of norm ≤ 1 has a convergent
subsequence.

Examples:

1. IfX is reflexive then the weak and the weak* convergence are the same.
Here we use the identification J : X → X∗∗ = (X∗)∗. In particular, if
X is reflexive and separable then every bounded sequence has a weakly
convergent subsequence.

2. Let µ by a σ finite measure on X and 1 < p < ∞. Then Lp(µ) is
reflexive and separable and every bounded sequence has a convergent
subsequence. Weak convergence of fn to f is equivalent to

ˆ
fngdµ→

ˆ
fgdµ

for all g ∈ Lq, 1/p+ 1/q = 1. If p =∞ the analogous statement hold
with weak convergence replaced by weak* convergence.

3. Let U ⊂ Rd be open, 1 < p < ∞. Then fn converges weakly to f if
and only if ‖fn‖Lp is bounded and

ˆ
fngdx→

ˆ
fgdx

for all g ∈ D(U), or, equivalently, if Tfn → Tf ,i.e. fn → f as dis-
tribution. This holds since D(U) ⊂ Lp(U) is dense. The analogous
statement holds for p =∞.
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4. Let 1 < p < ∞ and k ∈ N. Then W k,p(U) is isometric to a closed
subspace of Lp(U × Σk) and hence separable and reflexiv.

Assume that fn converges weakly to f in W k,p(U). Then, using this
identification, ∂αfn converges weakly to ∂αf in Lp(U) for |α| ≤ k. In
particular ‖fn‖Wk,p(U) is bounded and fn → f in D′(U).

Assume now that ‖fn‖Wk,p(U) is bounded and fn → f in D′(U). Then
fn converges weakly to f in Lp(U). Moreover

∂αTfn → ∂αTf

as distributions for all multiindices α. Let |α| ≤ k. The sequence
∂αfn is uniformly bounded and hence there is a weakly convergent
subsequence which converges weakly to ∂αf as distributions. The
limit is unique, hence the whole sequence converges weakly. Using
Hahn Banach and the Riesz representation theorem in Lp(U ×Σk) we
see that then fn converges weakly to f in W k,p(U).

Thus

Lemma 5.41. Let 1 < p < ∞ and U open. fn converges weakly to f in
W k,p(U) if ‖fn‖Wk,p(U) is bounded and if Tfn → Tf . The analgous statement
holds for p =∞.

5.5 Calculus of variations

Let X be a ref́lexive separable Banach space. We consider F ∈ C(X) as-
suming

1. Coercivity: F (x)→∞ as ‖x‖ → ∞.

2. Weak lower semicontinuity: If xn ⇀ x then F (x) ≤ lim inf F (xn).

Then the infimum is attained: Let xn be a minimizing sequence. By the first
condition this sequence is bounded. Since X = X∗∗ we consider X as dual
space of X∗. There exists a weak* convergent subsequence, again denoted
by xn. By reflexivity it is also weakly convergent. Let x be the weak limit.
By the weak lower semicontinuity

F (x) ≤ lim inf F (xn)

and since xn is a minimizing sequence we obtain equality.
Let U ⊂ Rd be open and suppose that u ∈W 1,2(U) satisfies

ˆ
|∇u|2dx ≤

ˆ
|∇(u+ φ)|2dx

for all φ ∈W 1,2
0 (U) then −∆u = 0 and u is harmonic.
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However one has to be careful. Let d = 1 and

E(u) =

ˆ 1

0
u4 + |(∂xu)2 − 1|2dx

defined on W 1,4([0, 1]). It is continous, nonnegative and coercive. We define
f0 as the 1 peridodic function with

f0(x) =

{
x 0 ≤ x ≤ 1

2
1− x 1

2 ≤ x ≤ 1

and
fn(x) = n−1f(nx)|(0,1).

It is Lipschitz continuous hence in W 1,∞ ⊂W 1,4. Moreover |f ′n| = 1 almost
everywhere. Clearly

E(un) ≤ 1

2n
→ 0

and
un → 0

almost everywhere hence un ⇀ 0 as n→∞.
If E(f) = 0 then f = 0 and

E(f) = 1.

This is a contradiction and hence the infimum is not attained. Moreover

1 < ‖un‖W 1,4(0,1) < 2.

24.01.2020
In the following we study a criterium for lower semicontinuity.

Theorem 5.42. Let U ⊂ Rd be a bounded Lipschitz domain. Let 1 < p <∞
and

F : U × R× Rd → R

satisfy

1. For almost all x (y, p)→ F (x, y, P ) is continuous.

2. For all (y, P ) x→ F (x, y, P ) is measurable.

3. For almost all x and all y P → F (x, y, P ) is convex and continuously
differentiable with respect to P . Moreover

y → DPF (x, y, P )

is continous for almost all x and all P . Moreover

φ(x) = sup
|y|+|P |≤R

|DpF (x, y, P )| (5.3)

is p′ integrable.
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4. There exists a ∈ Lp′ and b ∈ L1 so that

F (x, y, P ) ≥ 〈a(x), P 〉+ b

Then

J(u) =

ˆ
F (x, u(x),∇u(x))

is weakly sequentially lower semicontinuous.

Proof. We change F to

F̃ (x, y, p) = F (x, y, p)− a(x) · p− b

which satisfies the same assumptions and is in addition nonnegative. The
conclusion for F̃ implies the one for f and we omit the˜ in the sequel and
hence we may assume that F is nonnegative.

Let un ∈W 1,p(U) be a weakly convergent sequence with J(un) <∞ and
J(un) → L. Then sequence (un) is bounded. By compactness (Corollary
4.47 ) there exists a subsequence which converges in Lp(U). Taking again a
subsequence we may assume that un → u almost everywhere and in Lp(U).
Since un converges weakly in W 1,p(U) we must have u ∈ W 1,p(U) and un
converges weakly to u in W 1,p(U).

By Egoroff’s theorem, given ε there is a subset Uε on which un → u
uniformly with md(U\Uε) < ε. We may also assume that u and ∇u are
bounded on Uε. Clearly

ˆ
U
F (x, un, Dun)dx ≥

ˆ
Uε

F (x, un, Dun)dx

andˆ
Uε

F (x, un, Dun)dx− F (x, u,Du)dx =

ˆ
Uε

F (x, un, Dun)− F (x, un, Du)dx

+

ˆ
Uε

F (x, un, Du)− F (x, u,Du)dx

Here F (x, un, Du) is nonneagtive on converges to F (x, u,∇u) at every point
in Uε. By the Lemma of Fatou

ˆ
Uε

F (x, u,Du)dx =

ˆ
Uε

lim inf
n→∞

F (x, un, Du)ds ≤ lim inf
n→∞

ˆ
F (x, u,Du)dx.

and hence the lim inf of the second term is nonpositive.
In addition we have by convexity

ˆ
Uε

F (x, un, Dun)− F (x, un, Du)dx ≥
ˆ
Uε

∂pF (x, un, Du) · (∇un −∇u)dx.
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The second factor ∂j(un)− ∂ju convergens weakly to zero in Lp(Uε) as n→
∞. Again by dominated convergence (∂PjF )(x, un,∇u)→ (∂PjF )(x, u,Du)

in Lp
′
. Here (5.3) provides a majorant. Thus

ˆ
Uε

F (x, u,Du)dx ≤ lim inf

ˆ
U
F (x, un, Dun)dx.

Finally ˆ
Uε

F (x, u,Du)dx ≤
ˆ
U
F (x, u,Du)dx

by monotone convergence (with εn = 2−n and suitably chosen U2−n so that
U2−n−1 ⊂ U2−n). Altogether

ˆ
F (x, u,Du)dx ≤ lim inf

n→∞

ˆ
U
F (x, un, Dun)dx.

Definition 5.43. We call F coercive if

F (x, y, P ) ≥ α|P |p

for some α > 0.

Theorem 5.44. Let

W 1,p
0 3 u→ E(u) =

ˆ
F (x, u,Du)dx ∈ R

be weakly sequentially continuous and coercive. Then E attains the infimum.

Remark 5.45. A simple instance is

F (x, u,Du) = f(x, u) + α(x)|Du|p.

There is a more interesting variant: Let u0 ∈W 1,p
0 (U). Then

J : W 1,p
0 (U)→

ˆ
U
F (x, u,Du)dx

attains its infimum. If p = 2 we obtain a harmonic function v = u+u9 with
v − u0 ∈ W 1,2

0 (U). Let F be as in the theorem and A ⊂ W 1,p(U) a closed
convex set. The same arguments ensure the existence of a minizer u ∈ A.
If (u, P )→ F (x, u, P ) is strictly convex then the minimizer is unique.

Lemma 5.46. If in addition (y, P )→ F (x, y, P ) is strictly convex a.e. then
the minimzer is unique.

117 [January 29, 2020]



We call a convex function F strictly convex if

F (
x0 + x1

2
) <

1

2
(F (x0) + F (x1))

whenever x0 6= x1.

Proof. It is immediate that if F is convex in y and P for almost all x then
J is convex. If F is strictly convex for almost all x then J is strictly convex.
But then it cannot have more than 1 minimizer.

If we assume more regularity we obtain more. We assume

1. |F (x, u, P ) ≤ C|u|p + |P |p + 1)

2. |DuF (x, u, P )|+ |DPF (x, u, P )| ≤ C(|P |p−1 + |u|p−1 + 1)

Theorem 5.47 (Euler-Lagrange equations). Let u ∈W 1,p
0 be a minimizer.

Then in the distributional sense u satisfies the Euler-Lagrange equations.

−
d∑
j=1

∂xj
∂F

∂Pj
(x, u,∇u) +

∂F

∂u
(x, u,Du) = 0

Proof. We argue as in finite dimensions and in the same way as for the
Dirichlet integral. Let φ ∈ D(U) and

I(t) =

ˆ
F (x, u+ tφ,D(u+ tφ))dx

Since φ ∈W 1,p
0 we have

I(t) ≥ I(0).

We differentiate with respect to t. First formally

0 = I ′(0) =

ˆ
DuF (x, u,Du)φ+

d∑
n=1

∂PjF∂jφdx

which implies the statement. In order to justify this calculation we use
difference quotients for the derivative. We argue that the limit commutes
with integration.

29.01.2020
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6 Linear Operators

Let X be a Banach space and Y ⊂ X a linear subspace. Define

Y ⊥ = {x∗ ∈ X∗ : x∗(y) = y for all y ∈ Y }.

Similarly, if Y ∗ ⊂ X∗ is a linear subspace we define

Y ∗⊥ = {x ∈ X : y∗(x) = 0 for all y∗ ∈ Y ∗}

Both Y ⊥ and Y⊥ are closed sets in X resp X∗.

Lemma 6.1. We have for subspaces Y ⊂ X, Y ∗ ⊂ X∗

(Y ⊥)⊥ = Y

Y ∗ ⊂ (Y ∗⊥)⊥.

Proof. If y ∈ Y then y∗(x) = 0 for all y∗ ∈ Y ⊥. Thus

Y ⊂ (Y ⊥)⊥.

If x /∈ Y we use Hahn Banach to see that there exists x∗ ∈ X∗ with x∗|Y = 0
and x∗(x) = 1. Thus x /∈ (Y ⊥)⊥. Similarly Y ∗ ⊂ (Y ∗⊥)⊥.

In general we do not have equality in the second line: Take X = l∞,
Y = c0 the sequences which converge to zero. We identify l∞ with (l1)∗.
Then

(c0)⊥ = {0} ∈ l1

but {0}⊥ = l∞. However equality holds for reflexive spaces.

Definition 6.2. Let X,Y by Banach spaces and T ∈ L(X,Y ). We define
the range

R(T ) = {Tx ∈ Y : x ∈ X}

and the null space
N(T ) = {x ∈ X : Tx = 0}

and the dual operator
T ∗ : Y ∗ → X∗

as the linear map defined by

(T ∗y∗)(x) = y∗(Tx)

Lemma 6.3.
‖T ∗‖L(Y ∗,X∗) = ‖T‖L(X,Y )
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Proof.

‖T ∗‖L(Y ∗,X∗) = sup
‖y∗‖Y ∗≤1

‖T ∗y∗‖X∗

= sup
‖x‖X≤1

sup
‖y∗‖Y ∗≤1

T ∗y∗(x)

= sup
‖x‖X≤1

sup
‖y∗‖Y ∗≤1

y∗(Tx)

= sup
‖y∗‖Y ∗≤1

sup
‖x‖X≤1

y∗(Tx)

= sup
‖x‖X≤1

‖Tx‖Y

=‖T‖X→Y

Theorem 6.4. N(T ∗) = R(T )⊥ and N(T ) = R(T ∗)⊥

Proof.

y∗ ∈ N(T ∗)⇐⇒ T ∗y∗ = 0⇐⇒ T ∗y∗(x) = 0 for all x⇐⇒ y∗(Tx) = 0⇐⇒ y∗ ∈ R(T )⊥

x ∈ N(T )⇐⇒ Tx = 0⇐⇒ y∗(T (x)) = 0 for all y∗ ⇐⇒ x ∈ R(T ∗)⊥.

6.1 Compact operators

Definition 6.5. Let X and Y be Banach spaces, T ∈ L(X,Y ). We call
T compact if for every bounded sequence (xj) T (xj) contains a convergent
subsequence.

Lemma 6.6. If T is compact and S and U are continuous then STU is
compact. If an invertible linear operator is compact then X and Y are finite
dimensional. If R(T ) is finite dimensional then T is compact.

Theorem 6.7 (Schauder). T ∈ L(X,Y ) is compact iff T ∗ ∈ L(Y ∗, X∗) is
compact.

Proof. Let T be compact. Then K = T (B1(0)) is compact. Moreover

BY ∗
1 (0) is a closed set of uniformly bounded uniformly continuous func-

tions on K. Thus every bounded sequence y∗n|K has a uniformly convergent
subsequencey∗n|K. Thus T ∗y∗n is convergent.

Let T ∗ be compact. Then by the first step T ∗∗ is compact, and hence T
since JY (Tx) = T ∗∗(JXx).

Let U be bounded and 1 ≤ p ≤ ∞. Then the embedding W 1,p
0 (U) →

Lp(U), u→ u is compact. The same is true for the embedding W 1,p(U)→
Lp(U) if the Whitney extension property holds.
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Lemma 6.8. Let U ⊂ Rd be open and bounded and f, gjinL
2(U). Then

there exists exactly one u ∈W 1,2
0 (U) such that

−∆u = f +

d∑
j=1

∂jgj

in the sense of distributions. The map

L2(U)× (L2(U))d 3 (f, gj)→ u ∈W 1,2
0 (U)

is continuous.

Proof. By the Poincaré inequality

‖u‖L2(U) ≤ c(U)‖|∇u|‖L2

for u ∈W 1,2
0 (U). Thus

‖|∇u|‖L2

defines an equivalent norm on W 1,2(U). We consider from now on W 1,2
0 (U)

equipped with this norm. This norm satisfies the parallelogram identity and
hence W 1,2

0 (U) is a Hilbert space. By 4.47 the map

L2 × (L2)d 3 (f, gj)→
(
w →

ˆ
wf̄ −

d∑
j=1

ˆ
∂jwḡjdx

)
∈W 1,2

0 (U)

is bounded and surjective. By the Riesz representation theorem there exists
a unique u in W 1,2

0 (U) so thatˆ
∂jw∂j ūdx =

ˆ
wf̄dx−

∑
j

ˆ
∂jwḡjdx

for all w ∈ W 1,2
0 (U) and hence for all w ∈ D(U). Thus u satisfies the

differential equation in the distributional sense. The map (f, g) → u is
clearly linear and

‖u‖d
W 1,2

0 (U)
=

d∑
j=1

ˆ
|∂ju|2dx

= Re(

ˆ
ufdx−

d∑
j=1

ˆ
∂jugjdx)

≤‖u‖L2‖f‖L2 + ‖|∇u|‖L2‖|g|‖L2

≤‖u‖
W 1,2

0 (U)
(c(U)‖f‖L2 + ‖|∇g|‖L2

By compactness of the embedding

(f, g)→ u ∈ L2(U)

is compact.
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6.2 The Fredholm alternative

Let X be a Banach space and let K ∈ K(X,X) be compact. We consider
operators of the form

T = 1−K.

Theorem 6.9 (Riesz-Schauder). The dimension of N(T ) is finite. The
range R(T ) is closed. Moreover dimN(T ) = dimN(T ∗). In particular T is
invertible iff T is injective. Given y ∈ X there exists x ∈ X which satisfies

Tx = y

if and only if
y∗(y) = 0 for all y∗ ∈ R(T ∗).

Proof. Since K|N(T ) is the identity dimN(T ) <∞ follows from Lemma 6.6.
Let xn ∈ X be a sequence and y ∈ X with limn→∞ Txn = y. We want

to show that y ∈ R(T ). We assume first that T is injective.
Assume that ‖xn‖ → ∞ and let

x̃n =
1

‖xn‖
xn

Then

x̃n =
1

‖xn‖
Txn +Kx̃n

The first term on the right hand side converges to 0. By compactness there
exists a subsequence so that the second term converges, and hence also x̃n
converges. Let x be the limit. Then x ∈ N(T ), hence x = 0 since T is
injective, and ‖x‖ = 1, a contradiction.

Thus ‖xn‖ is bounded and (Kxn) has a convergent subsequence. Let

x := lim(Kxnk + Txnk) = lim
k→∞

Kxnk + y

Then tx = y and the range is closed.
We have to remove the assumption N(T ) = {}. Its dimension is finite,

hence there exists an invertible map S̃ : N(T ) → KM , which using Hahn-

Banach M times can be extented to the whole space X. Let T̃ =

(
T

S̃

)
:

X → X × RM . It is injective. We claim that its range is dense and argue
as above.

Suppose that dimN(T ) = dimN(T ∗). Since R(T ) is closed we have
R(T )⊥ = N(T ∗). Now

Tx = y

is solvable iff y ∈ R(T ) which holds iff y∗(y) = for all y∗ ∈ R(T )∗. Thus T
is invertible if and only if N(T ∗) = {0}.
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Lemma 6.10. Let Nm = N(Tm) und Rm = R(Tm). Then

Nj ⊂ Nj+1 Rj+1 ⊂ Rj .

There exists a smallest p and q so that Np+1 = Np and Rq+1 = Rq. Moreover
p = q and every x ∈ X can be uniquely written as

x = y + z y ∈ Np, z ∈ Rp.

T maps Np to Np and Rp to Rp. The operator T is nilpotent on Np and
invertible on Rp.

Proof. Since

(1− T )m = 1−
m∑
j=1

(
m

j

)
T j

all the Rj are closed and all the Nj are finite dimensional and the Rj have
finite codimension.

We claim that there exists a smallest p ≥ 1 so that Np+1 = Np. Suppose
not. Given n ≥ 1 there exists xn ∈ Nn with ‖xn‖ = 1 but d(xn, Nn−1) ≥ 1

2 .
This implies for n > m ≥ 1

‖Kxn −Kxm‖ = ‖xn − (Txn + xm − Txm)‖ > 1

2

Thus (Kxn) does not contain a convergent subsequence, a contradiction.
There are simple consequences: Np+k = Np for k ≥ 1, Np ∩Rp = {}. To

see that second claim observe that x ∈ Np ∩ Rp implies that there exists y
with T py = x, hence T 2py = 0 hence y ∈ N2p = Np and x = 0. The same
conclusion holds for all n ≥ p: Nn ∩Rn = {}.

We claim that there exists a smallest q so that Rq+1 = Rq. Suppose not.
Choose xn ∈ Rn with ‖xn‖ = 1 and d(xn, Rn+1) ≥ 1

2 . For m > n ≥ 1

‖Kxn −Kxm‖ = ‖xn − (Txn − xm − Txm)‖ > 1

2

again a contradiction to the compactness of K. As above Rq+k = Rq and

Np ∩Rq = {}. (6.1)

We claim that we can write x ∈ X in a unique fashion as

x = y + z y ∈ Np, z ∈ Rq
Uniqueness follows from (6.1) . Let x ∈ X. Then T qx ∈ Rq = R2q, hence
T qx = T 2q z̃ for some ỹ. We define z = T q z̃. and y = x − T q z̃. Then
T qy = 0 and hence T py = 0. The map x → y is continuous. Moreover
T : N(T p) → N(T p) and T : R(T q) → R(T q). Again T |RT qRq → Rq)
can be written as 1−K. It is injective (otherwise the intersection with Np

would not be trivial) and surjective and hence invertible. T : T |NpNp → Np

is nilpotent and T : T |RpRq = Rq is invertbible. It suffices to verify for TNp
that p = q, but this is obvious for matrices.
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We deduce from Lemma 6.10 that dimN(T ) = dimN(T ∗), which we
only check for the finite dimensional space N(T p). The last statement is a
consequence of the closedness of the range, Theorem 6.1 and Lemma 6.4 .
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