A SHORT COURSE ON $\infty$-CATEGORIES

MORITZ GROTH

Abstract. In this short survey we give a non-technical introduction to some main ideas of the theory of $\infty$-categories, hopefully facilitating the digestion of the foundational work of Joyal and Lurie. Besides the basic $\infty$-categorical notions leading to presentable $\infty$-categories, we mention the Joyal and Bergner model structures organizing two approaches to a theory of $(\infty, 1)$-categories. We also discuss monoidal $\infty$-categories and algebra objects, as well as stable $\infty$-categories. These notions come together in Lurie’s treatment of the smash product on spectra, yielding a convenient framework for the study of $A_\infty$-ring spectra, $E_\infty$-ring spectra, and Derived Algebraic Geometry.
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0. Introduction

The aim of this short course is to give a non-technical account of some ideas in the theory of ∞-categories (aka. quasi-categories, inner Kan complexes, weak Kan complexes, Boardman complexes, or quategories), as originally introduced by Boardman–Vogt \([BV73, p.102]\) in their study of homotopy-invariant algebraic structures. Recently, ∞-categories were studied intensively by Joyal [Joy, Joy02, Joy08], Lurie [Lur09c, Lur07b, Lur09a, Lur09b], and others, and have applications in many areas of pure mathematics. Here we try to emphasize the philosophy and some of the main ideas of ∞-category theory, and we sketch the lines along which the theory is developed. In particular, this means that there is no claim of originality.

Category theory is an important mathematical discipline in that it provides us with a convenient language which applies whenever we put into practice the following slogan: ‘In order to study a collection of objects one should also consider suitably defined morphisms between such objects.’ Many classes of mathematical objects like groups, modules over a ring, manifolds, or schemes can be organized into a category and from typical constructions one frequently abstracts the categorical character behind them. Let us recall that a category consists of objects, morphisms, and a composition law which is suitably associative and unital. This allows us, in particular, to speak about isomorphisms, and all functorial constructions trivially preserve isomorphisms.

Category theory is a very powerful and useful language, however, it also has its limitations. Namely, to put it as a slogan, in many areas of pure mathematics we would like to identify two objects which are, while possibly not isomorphic in the purely categorical sense, ‘equivalent’ from a more homotopy theoretic perspective. To illustrate this, the desire of identifying different resolutions of objects in abelian categories leads us to study chain complexes up to quasi-isomorphisms. Similarly, in homotopy theory we would like to think of weak homotopy equivalences between topological spaces as actual isomorphisms. And even in category theory, often we do not have to distinguish two categories as long as they are equivalent.

These are only three examples for the fairly common situation that we start with a pair \((\mathcal{C}, W)\) consisting of a category \(\mathcal{C}\) and a class \(W\) of so-called weak equivalences, a class of morphisms which we would like to treat as isomorphisms. In such situations, functorial constructions are only ‘meaningful’ if they preserve weak equivalences. The search for convenient languages to study such situations has already quite some history and various different approaches have been considered. This includes triangulated categories, model categories, derivators, simplicial categories, topological categories, and ∞-categories.

The three last named approaches belong to a fairly large zoo of different models all of which realize ‘a theory of \((\infty, 1)\)-categories’. While an \((\infty, 1)\)-category is not a well-defined mathematical notion, there is the general agreement that such a category-like concept should enjoy the following features.

(i) As part of the structure there is a class of objects.
(ii) There should be morphisms between objects, 2-morphisms between morphisms (like chain homotopies, homotopies, and natural isomorphisms), as well as 3-morphisms, 4-morphisms, and so forth, explaining the parameter ‘\(\infty\)’ in ‘\((\infty, 1)\)-categories’.
(iii) Morphisms can be composed in a suitably associative and unital way.
(iv) Higher morphisms, i.e., 2-morphisms, 3-morphisms, and so on, are supposed
to be invertible in a certain sense. (All morphisms above dimension one are
invertible, explaining the parameter ‘1’ in ‘$(\infty, 1)$-categories’.)

References for survey articles on the zoo of different axiomatizations of $(\infty, 1)$-
categories include [Ber11] and the fairly recent [AC13].

The aim of these notes instead is to focus essentially on one of those different
models and to describe how a good deal of classical category theory can be extended
to this particular model. In these notes we follow Lurie [Lur09c, Lur11] in his choice
of terminology and refer to these particular models for $(\infty, 1)$-categories as $\infty$
categories. We refrain from giving a more detailed introduction here and instead
refer the reader to the table of contents as well as to the short introductions of
the individual sections. To conclude this introduction there are the following few
remarks.

(i) In these notes we ignore essentially all set-theoretic issues (with the exception
of the discussion of locally presentable categories where some care is needed).

(ii) For many of the mathematical concepts to be introduced below, there are
at least two different terminologies (most frequently, one due to Joyal and
one due to Lurie). Since we do not want to cause further confusion, we have
to stick to one of these possible choices. As the expanded version of Lurie’s
thesis [Lur09c, Lur11] is our main reference, we stick to Lurie’s terminology.

(iii) In these notes we use the environment ‘Perspective’ in order to include some
sketches of ‘the larger picture’ and also to give more references to the liter-
ature. We tried our best to write the text such that there is essentially no
loss of continuity if the reader skips these ‘Perspectives’ on a first reading.
However, we hope them to be helpful on a second reading.

(iv) Finally, the main prerequisites for these notes are some acquaintance with key
concepts from category theory [ML98] as well as basics concerning simplicial
sets. References for simplicial sets include the monographs [GZ67, GJ99] and
the more introductory account [Fri12].

1. TWO MODELS FOR $(\infty, 1)$-CATEGORIES

In this section we define $\infty$-categories as simplicial sets satisfying certain horn
extension properties. These extension properties are a common generalization of
extension properties enjoyed by singular complexes of topological spaces and nerves
of ordinary categories. We indicate why this notion gives us a model for the theory
of $(\infty, 1)$-categories. While $\infty$-categories have mapping spaces which can be endowed
with a coherently associative and unital composition law, there is also the more rigid
approach to $(\infty, 1)$-categories based on simplicial categories coming with strictly
associative and unital composition laws. These two approaches are respectively
organized by means of model structures, the Joyal model structure in the case of
$\infty$-categories and the Bergner model structure in the case of simplicial categories.
The coherent nerve construction of Cordier can be shown to be part of a Quillen
equivalence between these two approaches.

1.1. Basics on $\infty$-categories. Before we give the central definition of an $\infty$-
category, we consider two classes of examples, which one definitely wants to be
covered by the definition. The actual definition of an $\infty$-category will then be a
common generalization of these two classes of examples. The first class of examples comes from spaces.

**Example 1.1.** Given a topological space $X$, recall that associated to $X$ there is the fundamental groupoid $\pi_1(X)$ of $X$. The objects of $\pi_1(X)$ are the points of $X$, and morphisms from $x$ to $y$ are homotopy classes of paths from $x$ to $y$ relative to the boundary points. Note that this is a groupoid, i.e., that all morphisms are invertible, since every path admits an inverse up to homotopy. This fundamental groupoid only depends on the 1-type of $X$, and hence discards a lot of information. A refined version is given by the fundamental $\infty$-groupoid $\pi_{\leq \infty}(X)$ which is roughly constructed as follows: objects are given by points of $X$, morphisms are paths in $X$, 2-morphisms are homotopies between paths, and higher morphisms are given by higher homotopies.

Note that $\pi_{\leq \infty}(X)$ seems to be an $\infty$-groupoid in that all morphisms are equivalences, i.e., invertible in a certain weak sense — this justifies that we refer to it as fundamental $\infty$-groupoid as opposed to as fundamental $\infty$-category. The following is a generally accepted principle of higher category theory.

‘Spaces and $\infty$-groupoids should be the same.’

This principle is referred to as the Grothendieck homotopy hypothesis. Instead of working with topological spaces, one could also consider ‘simplicial models for spaces’, more specifically Kan complexes (see Definition 1.5). If one formalizes $\infty$-categories in the framework of simplicial sets (by way of Definition 1.7), then the above principle tells us that $\infty$-groupoids should be the same as Kan complexes. Corollary 1.22 turns this principle into an actual mathematical statement. Using this approach to $\infty$-categories, a model for the fundamental $\infty$-groupoid of a space $X$ is the usual singular complex $\text{Sing}(X)$, which is well-known to be a Kan complex.

Let us establish some basic notation related to simplicial sets. Recall that the category $\text{sSet}$ of simplicial sets is defined as the category of functors $\Delta^{\text{op}} \to \text{Set}$ where $\Delta$ is the category of finite ordinals

$$[n] = (0 < \ldots < n), \quad n \geq 0,$$

and order-preserving maps. Prominent maps in $\Delta$ are the coface maps $d^k$ and codegeneracy maps $s^k$. The map $d^k : [n-1] \to [n], 0 \leq k \leq n$, is the unique injective map which does not have $k$ in its image, while $s^k : [n+1] \to [n], 0 \leq k \leq n$, is the unique surjective map which hits $k$ twice. We follow the usual convention and write $X_n = X([n])$ for the values of a simplicial set $X$, $d_k = X(d^k)$ for the face maps, and $s_k = X(s^k)$ for the degeneracy maps.

Obviously, ordinary categories should be examples of $\infty$-categories: we imagine all higher morphisms to be identities. To make this precise, we recall the nerve construction which associates a simplicial set to a category.

**Example 1.2.** Given a category $\mathcal{C}$, one can form the simplicial set $N(\mathcal{C}) \in \text{sSet}$, called the nerve of $\mathcal{C}$. By definition, we have $N(\mathcal{C})_n = \text{Fun}([n], \mathcal{C})$, where $[n]$ also denotes the ordinal number $0 < \ldots < n$ considered as a category and $\text{Fun}(-,-)$ is the set of functors. Thus $N(\mathcal{C})_n$ is essentially the set of strings of $n$ composable morphisms in $\mathcal{C}$. As a special case we have $N([n]) \cong \Delta^n, n \geq 0$, where $\Delta^n \in \text{sSet}$ denotes the usual simplicial $n$-simplex, i.e., $\Delta^n = \text{hom}_\Delta(-,[n])$ is the simplicial set represented by $[n] \in \Delta$. 

Let us emphasize that in the definition of the nerve we consider the categories freely generated by the ordinals \([n]\). In particular, \(N(\mathcal{C})_2\) consists of functors defined on the category

\[
\begin{array}{ccc}
1 & \rightarrow & 2 \\
\downarrow & & \downarrow \\
0 & \rightarrow & 2.
\end{array}
\]

This picture makes clear that the first face map \(d_1 : N(\mathcal{C})_2 \rightarrow N(\mathcal{C})_1\) is essentially given by composition, and that, strictly speaking, a 2-simplex in \(N(\mathcal{C})\) is a pair of composable morphisms together with their composition. We denote by \(\mathcal{C}\text{at}\) the category of categories.

**Lemma 1.3.** The nerve functor \(N : \mathcal{C}\text{at} \rightarrow s\text{Set}\) is fully faithful and hence induces an equivalence onto its essential image.

In order to describe the essential image one observes that nerves of categories enjoy certain horn extension properties. Recall that the \(k\)-th \textbf{horn} \(\Lambda^k_n \subseteq \partial \Delta^n\) for \(n \geq 1, 0 \leq k \leq n\), is obtained from \(\partial \Delta^n\) by removing the \(k\)-th face \(\partial_k \Delta^n\), i.e., the face opposite to vertex \(k\). More formally, the horn \(\Lambda^k_n\) is defined as the following coequalizer

\[
\bigsqcup_{0 \leq i < j \leq n} \Delta^{n-2} \rightrightarrows \bigsqcup_{i \neq k} \Delta^{n-1} \rightarrow \Lambda^k_n.
\]

(See for example [GJ99, p.9] which is a great reference for many more advanced aspects of simplicial homotopy theory.)

In dimension \(n = 2\), horns \(\lambda : \Lambda^2_k \rightarrow N(\mathcal{C})\) for \(0 \leq k \leq 2\) hence respectively look like

\[
\begin{array}{ccc}
f & c_1 \\
\downarrow & \downarrow \\
c_0 & \rightarrow & c_2,
\end{array} \quad \begin{array}{ccc}
f & c_1 \\
\downarrow & \downarrow \\
c_0 & \rightarrow & c_2,
\end{array} \quad \begin{array}{ccc}
f & c_1 \\
\downarrow & \downarrow \\
c_0 & \rightarrow & c_2.
\end{array}
\]

Using the composition \(h = g \circ f\) we see that one can uniquely extend any horn \(\lambda : \Lambda^2_1 \rightarrow N(\mathcal{C})\) to an entire 2-simplex \(\sigma : \Delta^2 \rightarrow N(\mathcal{C})\), i.e., there is a unique dashed arrow making the diagram

\[
\begin{array}{ccc}
\Lambda^2_1 & \rightarrow & N(\mathcal{C}) \\
\downarrow & \nearrow & \\
\Delta^2 & \exists \sigma
\end{array}
\]

commute. The composition is given by the new face \(d_1(\sigma) : \Delta^1 \rightarrow N(\mathcal{C})\). If instead we consider a horn \(\lambda : \Lambda^2_0 \rightarrow N(\mathcal{C})\) in the special case that \(h = \text{id}\) is an identity morphism, then the existence of an extension to a 2-simplex is equivalent to the existence of a left inverse to \(f\). Similar observations can be made for horns \(\lambda : \Lambda^2_2 \rightarrow N(\mathcal{C})\). This different behavior extends to higher dimensions and motivates the following terminology: the horns \(\Lambda^k_n, 0 < k < n\), are \textbf{inner horns} while the extremal cases \(\Lambda^0_n\) and \(\Lambda^n_n\) are \textbf{outer horns}. It turns out that these horn extension properties are suitable to describe the essential image of the nerve functor. We denote by \(\text{Grpd}\) the category of groupoids.

**Proposition 1.4.** Let \(X\) be a simplicial set.

(i) There is an isomorphism \(X \cong N(\mathcal{C}), \mathcal{C} \in \mathcal{C}\text{at}\), if and only if every inner horn \(\Lambda^k_n \rightarrow X, 0 < k < n\), can be uniquely extended to an \(n\)-simplex \(\Delta^n \rightarrow X\).
(ii) There is an isomorphism $X \cong N(G)$, $G \in \mathcal{Gpd}$, if and only if every horn $\Lambda^n_k \to X$, $0 \leq k \leq n$, can be uniquely extended to an $n$-simplex $\Delta^n \to X$.

The characterization of the essential image of the nerve functor $N: \mathcal{Gpd} \to s\mathcal{S}et$ reminds us of the notion of a Kan complex whose definition will be recalled here for convenience.

**Definition 1.5.** A simplicial set $X$ is a Kan complex if every horn $\Lambda^n_k \to X$, $0 \leq k \leq n$, can be extended to an $n$-simplex $\Delta^n \to X$.

Denoting by $\mathcal{Kan} \subseteq s\mathcal{S}et$ the full subcategory spanned by the Kan complexes, we thus have the following commutative diagram of fully faithful functors

\[
\begin{array}{ccc}
\mathcal{Gpd} & \longrightarrow & \mathcal{C}at \\
N \downarrow & & \downarrow N \\
\mathcal{Kan} & \longrightarrow & s\mathcal{S}et.
\end{array}
\]

As a summary, Kan complexes and nerves of categories are simplicial sets with certain horn extension properties, but these properties differ in two important aspects.

(i) First, in a Kan complex all horns can be extended, while in the nerve of a category this is, in general, only the case for inner horns.

(ii) Second, for Kan complexes we have a mere existence statement while for nerves of categories the extensions are unique. This uniqueness property is something one wants to drop for $\infty$-categories: it suffices that compositions exist and that the actual choice of compositions is ‘homotopically irrelevant’. This is similar to the concatenation of paths in a topological space: there is no preferred composition law for paths parametrized by the unit interval that would be associative and unital. But paths can be glued and the actual choice of the parametrization is ‘homotopically irrelevant’, e.g., all choices are homotopic.

**Definition 1.7.** A simplicial set $\mathcal{C}$ is an $\infty$-category if every inner horn $\Lambda^n_k \to \mathcal{C}$, $0 < k < n$, can be extended to an $n$-simplex $\Delta^n \to \mathcal{C}$.

Thus, by the above, spaces and ordinary categories give rise to $\infty$-categories. We will soon see that there are interesting $\infty$-categories which are not of this form and hence provide some first ‘honest examples’. In particular, every simplicial model category has an underlying $\infty$-category but there are also other examples (see Corollary 1.39, Examples 1.40, and Perspective 2.9).

We begin by introducing some basic terminology. Given an $\infty$-category $\mathcal{C}$, the **objects** are the vertices $x \in \mathcal{C}_0$ and the **morphisms** are the 1-simplices $f \in \mathcal{C}_1$. The face map $s = d_1: \mathcal{C}_1 \to \mathcal{C}_0$ is the **source map**, and $t = d_0: \mathcal{C}_1 \to \mathcal{C}_0$ is the **target map**. As in ordinary category theory, we write $f: x \to y$ if $s(f) = x$ and $t(f) = y$. Slightly more formally, we define the set of morphisms $\text{hom}_\mathcal{C}(x, y)$ from $x$ to $y$ as the pullback

\[
\begin{array}{ccc}
\text{hom}_\mathcal{C}(x, y) & \longrightarrow & \mathcal{C}_1 \\
\downarrow & & \downarrow (x, t) \\
* & \longrightarrow & \mathcal{C}_0 \times \mathcal{C}_0.
\end{array}
\]
It turns out that associated to two objects in an ∞-category there is an entire space of morphisms (see Remark 1.16).

The degeneracy map id = s_0: C_0 → C_1 is the identity map. It follows from the simplicial identities d_0s_0 = d_1s_0 = id_{C_0} that id_x is an endomorphism of C, i.e., that id_x = s_0x: x → x. We will see that every ∞-category C has an associated homotopy category. This is an ordinary category with the same objects and such that morphisms are represented by morphisms in C. The morphism id_x = s_0x turns out to represent the identity of x in the homotopy category, justifying the terminology and the notation (see Proposition 1.15).

As for compositions, let us consider morphisms f: x → y and g: y → z in an ∞-category C. These morphisms together define an inner horn in C, such that d_0λ = g and d_2λ = f. Any such horn can be non-uniquely extended to a 2-simplex σ: Δ^2 → C. The new face d_1(σ) opposite to vertex 1 is then a candidate composition of g and f. To re-emphasize, this is one of the central points in which ∞-category theory differs from ordinary category theory: one does not ask for uniquely determined compositions. Instead one demands only that there is a way to compose arrows and that any choice of such a composition is equally good: the space of all such choices is to be contractible (see the discussion of Theorem 1.18 for a precise statement).

We now want to describe the homotopy category of an ∞-category. This can be done in a more straightforward way, but we prefer to include a short digression in category theory as this allows us to mention a general fact which is in the background of a later construction anyhow. Nevertheless, the reader can skip this digression without loss of continuity and continue with Definition 1.11 instead.

Digression 1.8. (Yoneda extension.) Let A be a small category and let us consider the associated presheaf category Fun(A^{op}, Set), i.e., the category of contravariant set-valued functors on A. Moreover, let C be a cocomplete category and let us be given a functor Q: A → C. Thus, we are in the situation

\[
\begin{array}{ccc}
A & \xrightarrow{Q} & C \\
y \downarrow & & \downarrow \\
\text{Fun}(A^{op}, Set) & \xleftarrow{\sim} & C
\end{array}
\]

where y denotes the Yoneda embedding of A. Recall from [ML98, p.76] that every presheaf on a small category is canonically a colimit of representable ones (see also §3.1). The cocompleteness of C hence allows us to extend Q to a colimit-preserving functor

\[|−|_Q: \text{Fun}(A^{op}, Set) \to C.\]

(At a more conceptual level, we are thus forming the left Kan extension of Q along y.) Moreover, associated to Q, there is also a functor in the opposite direction

\[\text{Sing}_Q(−): C \to \text{Fun}(A^{op}, Set),\]

which is defined by \(\text{Sing}_Q(c)_a = \text{hom}_C(Qa, c)\). One observes now that this pair of functors defines an adjunction

\[(|−|_Q, \text{Sing}_Q(−)) : \text{Fun}(A^{op}, Set) \rightleftarrows C\]
with $|−|_Q$ as left adjoint and $\text{Sing}_Q(−)$ as right adjoint. (Related to this see also the general discussion in §3.1 and in particular Theorem 3.5).

But even more is true: For every cocomplete category $\mathcal{C}$ the assignment which sends $Q$ to the adjunction $(|−|_Q, \text{Sing}_Q(−))$ defines an equivalence of categories

$$\text{Fun}(A, \mathcal{C}) \cong \text{Adj}(\text{Fun}(A^{op}, \mathcal{S}et), \mathcal{C}).$$

Here, $\text{Adj}(−, −)$ is the category of adjunctions where objects are adjunctions and morphisms are, say, natural transformations of left adjoints. This construction is sometimes referred to as Yoneda extension since it is essentially given by left Kan extension along the Yoneda embedding. A more detailed discussion of this can for example be found in [KS06, pp.62-64].

In what follows we are only interested in the special case where $A = \Delta$, the category of finite ordinals. Thus, we conclude that a cosimplicial object $\Delta \to \mathcal{C}$ in a cocomplete category is equivalently specified by an adjunction $\mathcal{S}et \rightleftarrows \mathcal{C}$.

**Example 1.9.** Let $\mathcal{C} = \mathcal{T}op$ be the category of topological spaces and let us consider the standard cosimplicial space $|\Delta^\bullet| : \Delta \to \mathcal{T}op$. The associated adjunction is the usual adjunction given by the geometric realization and the singular complex functor, $(|−|, \text{Sing}) : \mathcal{S}et \rightleftarrows \mathcal{T}op$.

**Example 1.10.** Let $\mathcal{C} = \mathcal{C}at$ be the cocomplete category of small categories (see Remark 1.29 for the fact that $\mathcal{C}at$ is cocomplete). The inclusion $\Delta \to \mathcal{C}at$ obtained by considering a finite ordinal as a category induces by Digression 1.8 an adjunction $(\tau_1, N) : \mathcal{S}et \rightleftarrows \mathcal{C}at$ with right adjoint the nerve functor. The left adjoint $\tau_1$ is the fundamental category functor or the categorical realization functor. The motivation for the first terminology and the notation $\tau_1$ stems from the following. A composition with the groupoidification $\mathcal{C}at \to \mathcal{G}rp\!d$, i.e., the left adjoint to the forgetful functor $\mathcal{G}rp\!d \to \mathcal{C}at$ yields the usual fundamental groupoid functor $\pi_1 : \mathcal{S}et \to \mathcal{G}rp\!d$. Thus associated to the cosimplicial object $\Delta \to \mathcal{G}rp\!d$ which sends $[n]$ to the free groupoid on $[n]$ we obtain the adjunction $(\pi_1, N) : \mathcal{S}et \rightleftarrows \mathcal{G}rp\!d$.

By the above abstract nonsense, the functor $\tau_1 : \mathcal{S}et \to \mathcal{C}at$ sends a simplicial set $X$ to the category

$$\tau_1(X) = \text{colim}_{(\Delta/X)}[−] \circ p.$$

Here, $(\Delta/X)$ is the simplex category of $X$ and $p : (\Delta/X) \to \Delta$ the canonical projection functor sending a simplex $([n], \Delta^n \to X)$ to $[n]$. This description is, of course, not very explicit. However, using the skeletal filtration of $X$, it follows that $\tau_1(X)$ is obtained by the following two steps. First, one constructs the free category $FX$ generated by the non-degenerate 1-simplices of $X$. The 2-simplices of $X$ define a congruence relation on $FX$ which is generated as follows: Given a
2-simplex $\sigma: \Delta^2 \to X$ with boundary $\partial \sigma = (g, h, f)$ as depicted in

![Diagram](image)

the morphisms $g \circ f$ and $h$ of $FX$ are congruent. The fundamental category $\tau_1(X)$ is obtained from $FX$ by dividing out this congruence relation (for more details we refer to [GZ67]). In particular, a morphism in $\tau_1(X)$ can be represented by a *finite chain* of 1-simplices of $X$.

If the simplicial set happens to be an $\infty$-category, then there is a further simplification of the description of the fundamental category. It turns out that morphisms can be represented by actual 1-simplices as we shall discuss now (Proposition 1.15).

For that purpose, we need the following definition.

**Definition 1.11.** Two morphisms $f, g: x \to y$ in an $\infty$-category $C$ are *homotopic* (notation: $f \simeq g$) if there is a 2-simplex $\sigma: \Delta^2 \to C$ with boundary $\partial \sigma = (g, f, \text{id}_x)$, i.e., the boundary looks like

$$
\begin{array}{ccc}
& f & \\
\downarrow & & \downarrow \\
& y & \text{id}_x
\end{array}
\begin{array}{ccc}
& x & \\
\downarrow & & \downarrow \\
h & z & \\
\end{array}
\begin{array}{ccc}
& g & \\
\downarrow & & \downarrow \\
x & & y
\end{array}
$$

Any such 2-simplex $\sigma$ is a *homotopy* from $f$ to $g$, denoted $\sigma: f \to g$.

There is a similar notion of homotopies where the identity morphism sits on the face opposite to vertex zero. However, using the inner horn extension property both notions can be shown to be the same. Moreover, there is the following result.

**Proposition 1.13.** Let $C$ be an $\infty$-category and let $x, y \in C$. The homotopy relation is an equivalence relation on $\text{hom}_C(x, y)$. The *homotopy class* of a morphism $f: x \to y$ is denoted by $[f]$.

We include a partial proof in order to give an idea of how this works. Associated to a morphism $f: x \to y$, let us consider $\kappa_f = s_0f: \Delta^2 \to C$. The simplicial identities imply that $d_0\kappa_f = d_1\kappa_f = f$ and also $d_2\kappa_f = d_2s_0f = s_0d_1f = \text{id}_x$. Thus, the boundary of $\kappa_f$ is $\partial \kappa_f = (f, f, \text{id}_x)$ and we hence have a homotopy $\kappa_f: f \to f$, the *constant homotopy* of $f$, which establishes the reflexivity of $\simeq$.

For the symmetry one way to proceed is as follows. Given a homotopy $\sigma: f \to g$, let us form the inner horn

$$
\begin{array}{ccc}
& (\sigma, \kappa_g, \bullet, \kappa_{\text{id}_x}) & \\
\downarrow & & \downarrow \\
\Lambda^3_2 & \to & C
\end{array}
$$

in $C$. By definition of an $\infty$-category this horn can be extended to a 3-simplex $\tau: \Delta^3 \to C$. The new face $\bar{\sigma} = d_2\tau \in C_2$ defines a homotopy $\bar{\sigma}: g \to f$, an *inverse homotopy* of $\sigma$, showing that $\simeq$ is symmetric.

With the homotopy relation at our disposal, we would like to define the *homotopy category* $\text{Ho}(C)$ of an $\infty$-category $C$ by passing to homotopy classes of morphisms. The composition law in $\text{Ho}(C)$ is obtained by representing homotopy classes by morphisms in $C$, *choosing candidate compositions* of the representatives, and then passing to homotopy classes again. Of course, in order to get a well-defined category there are a lot of things to be checked, but we content ourselves by showing that all candidate compositions are homotopic. Let us consider morphisms $f: x \to y$ and...
inner horn

is a natural isomorphism of categories $\text{Ho}(C)$ in $\text{Proposition 1.15}$. Let $C$ be an ordinary category $\text{Ho}(C)$, the homotopy category of $C$, with the same objects as $C$ and morphisms the homotopy classes of morphisms in $C$. Composition and identities are given by

$$[g] \circ [f] := [g \circ f] \quad \text{and} \quad \text{id}_x := [\text{id}_x] = [s_0 x],$$

where $g \circ f$ is an arbitrary candidate composition of $g$ and $f$. Furthermore, there is a natural isomorphism of categories $\text{Ho}(C) \cong \tau_1(C)$.

**Remark 1.16.** (i) One guiding principle for the theory of $\infty$-categories is that there should be a way to compose arrows and that the space of all such choices is contractible. Using the extension property for inner 2-horns, it is immediate that the space is non-empty. By means of the extension property for inner horns up to dimension three, we just checked that two candidate compositions are homotopic, i.e., that the space of all choices is connected. But this is only a $\pi_0$-statement of something much stronger: The extension property with respect to higher-dimensional inner horns can be thought of as guaranteeing the higher connectivity of the space of all such choices, giving finally that it is weakly contractible. See the discussion of Theorem 1.18 for a precise statement.

(ii) A second guiding principle for the theory of $\infty$-categories is that there should be morphisms of arbitrary dimensions. Let $C$ be an $\infty$-category and let $x, y$ be objects in $C$. Then a morphism $f : x \to y$ is given by

$$f : \Delta^1 \to C \quad \text{such that} \quad f|_{\Delta(0)} = x \quad \text{and} \quad f|_{\Delta(1)} = y.$$  

Here and in the sequel, the notation is as follows: for vertices $i_0, \ldots, i_k$ in $\Delta^n$, $\Delta\{i_0, \ldots, i_k\} \subseteq \Delta^n$ denotes the $k$-simplex of $\Delta^n$ spanned by the given vertices. A homotopy between two parallel morphisms $x \to y$ in $C$ can be interpreted as a $2$-morphism from $x$ to $y$. Recall that a homotopy is given by

$$\sigma : \Delta^2 \to C \quad \text{such that} \quad \sigma|_{\Delta(0, 1)} = x \quad \text{and} \quad \sigma|_{\Delta(2)} = y.$$  

This can be generalized to higher dimensions: an $n$-morphism from $x$ to $y$ is a map of simplicial sets

$$\tau : \Delta^{n+1} \to C \quad \text{such that} \quad \tau|_{\Delta(0, \ldots, n)} = x \quad \text{and} \quad \tau|_{\Delta(n+1)} = y.$$  

For varying $n$, the sets of $n$-morphisms can be assembled in a space of morphisms $\text{Map}_C^R(x, y) \in \text{sSet}$ which can be shown to be a Kan complex.

We already mentioned that there is a variant to our definition of a homotopy (obtained by choosing the identity morphism in (1.12) to sit opposite to vertex zero). More generally, there is an obvious dual way to define a space of morphisms $\text{Map}_C^L(x, y)$ which turns out to be a weakly equivalent Kan complex. Thus, the homotopy type of the mapping space is well-defined.
We will come back to this in the next subsection and give a conceptual explanation why these two models are weakly equivalent Kan complexes (see Perspective 1.41).

(iii) A third guiding principle for the theory of \(\infty\)-categories is that they should give a model for \(\infty,1\)-categories, i.e., all higher morphisms should be invertible in some weak sense. To indicate that we succeeded in establishing such a framework, let us consider a homotopy \(\sigma\) in an \(\infty\)-category \(\mathcal{C}\),

\[
\sigma : f \simeq g : x \to y.
\]

In order to establish the symmetry of the homotopy relation, we considered the inner horn (1.14) which can be extended to a 3-simplex \(\tau : \Delta^3 \to \mathcal{C}\). The new face \(\tilde{\sigma} = d_2 \tau\) then gives us the intended homotopy \(\tilde{\sigma} : g \simeq f\). Note that \(\tau\) satisfies \(\tau|_{\Delta \{0,1,2\}} = x\) and \(\tau\) is hence a 3-morphism, which can be interpreted as a 2-homotopy

\[
\tau : \kappa_g \simeq \tilde{\sigma} \circ \sigma.
\]

Thus, every homotopy has (up to a 2-homotopy) a left inverse and a similar observation can be made for right inverses. Taking for granted that the horn extension property for higher dimensional horns allows us to deduce similar observations for higher homotopies, we are reassured that \(\infty\)-categories really provide a model for \((\infty,1)\)-categories.

The following theorem due to Joyal makes precise that we succeeded in finding an axiomatic framework for categories with compositions determined up to contractible choices. Let \(i : \Lambda^2_1 \to \Delta^2\) be the obvious inclusion. Moreover, let us denote by Map\((\-,\-) : s\text{Set}^{\text{op}} \times s\text{Set} \to s\text{Set}\) the simplicial mapping space functor,

\[
\text{Map}(X,Y)_\bullet = \text{hom}_{s\text{Set}}(\Delta^\bullet \times X,Y),
\]

so that vertices are maps, edges are homotopies, and higher dimensional simplices are ‘higher homotopies’ (see e.g. [GJ99, p.20]).

**Theorem 1.18.** A simplicial set \(X\) is an \(\infty\)-category if and only if the restriction map \(i^* : \text{Map}(\Delta^2, X) \to \text{Map}(\Lambda^2_1, X)\) is an acyclic Kan fibration.

We can think of \(\text{Map}(\Lambda^2_1, X)\) as the space of composition problems and similarly of \(\text{Map}(\Delta^2, X)\) as the space of solutions to composition problems. The theorem then tells us that the defining feature of an \(\infty\)-category is that these two spaces are the same from a homotopical perspective. Let \(f : x \to y\) and \(g : y \to z\) be a pair of composable arrows in an \(\infty\)-category \(\mathcal{C}\) and let \(\lambda = (g,-,f) : \Lambda^2_1 \to \mathcal{C}\) be the associated horn, i.e., a vertex \(\lambda : \Delta^0 \to \text{Map}(\Lambda^2_1, \mathcal{C})\). The fiber \(F_\lambda\) of \(i^*\) over this vertex, i.e., the upper left corner in the pullback diagram

\[
\begin{array}{ccc}
F_\lambda & \rightarrow & \text{Map}(\Delta^2, X) \\
\downarrow & & \downarrow i^* \\
\Delta^0 & \overset{\lambda}{\rightarrow} & \text{Map}(\Lambda^2_1, X)
\end{array}
\]

can be regarded as the space of all possible compositions of \(g\) and \(f\). By the theorem this space is a contractible Kan complex which tells us that

(i) a composition of \(g\) and \(f\) exists (the space of compositions is non-empty),
(ii) any two choices of compositions are homotopic (the space of compositions has trivial \(\pi_0\)),

We will come back to this in the next subsection and give a conceptual explanation why these two models are weakly equivalent Kan complexes (see Perspective 1.41).
(iii) the homotopies comparing two such compositions are unique up to homotopy (the space of compositions has trivial $\pi_1$),
(iv) and so on in higher dimensions (also all $\pi_i$, $i \geq 2$, vanish).

This motivates us to henceforth suppress the ‘candidate’ in ‘candidate composition’.

We now turn to equivalences in an $\infty$-category.

**Definition 1.19.** A morphism $f : x \to y$ in an $\infty$-category $\mathcal{C}$ is an **equivalence** if $[f] : x \to y$ is an isomorphism in $\text{Ho}(\mathcal{C})$.

It is immediate that identities are equivalences and that for two homotopic morphisms $f_1 \simeq f_2$ we have that $f_1$ is an equivalence if and only if $f_2$ is one. Moreover, it turns out that a morphism $f : x \to y$ in $\mathcal{C}$ is an equivalence if and only if there is a morphism $g : y \to x$ in $\mathcal{C}$ such that there are 2-simplices with boundaries as in

\[
\begin{array}{ccc}
  & y & \\
  f & \downarrow \text{id}_y & x \\
 x & \downarrow & y \\
  & x & \\
\end{array}
\quad
\begin{array}{ccc}
  & y & \\
  g & \downarrow \text{id}_x & x \\
 x & \downarrow & y \\
  & x & \\
\end{array}
\]

In a way one could be surprised that we can characterize equivalences in an $\infty$-category by these two conditions. Since $\infty$-category theory is some sort of ‘coherent category theory’ one might have expected that also higher coherence data would be necessary to characterize equivalences in an $\infty$-category. For a precise statement and a proof of the equivalence of these two potentially different invertibility conditions we refer to [Joy02, Corollary 1.6] and [DS11a, Proposition 2.2].

We mentioned already the accepted principle that all $\infty$-groupoids should come from spaces. In order to make this explicit let us give the following definition.

**Definition 1.20.** An $\infty$-category is an **$\infty$-groupoid** if the homotopy category is a groupoid.

Thus an $\infty$-category is an $\infty$-groupoid if and only if all morphisms are equivalences. In the motivation of the definition of an $\infty$-category, we saw that, in general, one should only demand the horn extension property for inner horns in order to obtain a good generalization of arbitrary categories (and not just of groupoids!). Joyal established the following result, saying that outer horns can be extended as soon as certain maps are equivalences.

**Proposition 1.21.** Let $\mathcal{C}$ be an $\infty$-category. Any horn $\lambda : \Lambda^n_0 \to \mathcal{C}$, $n \geq 2$, such that $\lambda|_{\Delta \{0,1\}}$ is an equivalence can be extended to a simplex $\Delta^n \to \mathcal{C}$.

There is of course a similar statement using the horns $\Lambda^n_0$ instead. This allows us to turn the principle that all $\infty$-groupoids should be given by spaces into the following precise statement (see [Joy02, Corollary 1.4] or [Lur09c, p.35]).

**Corollary 1.22.** An $\infty$-category is an $\infty$-groupoid if and only if it is a Kan complex.

With this result at hand, diagram (1.6) consisting of fully faithful functors can be refined to

\[
\begin{array}{ccc}
  \mathcal{G}pd & \to & \mathcal{C}at \\
  N \downarrow & & \downarrow N \\
  \mathcal{K}an = \mathcal{G}pd_\infty & \to & \mathcal{C}at_\infty \to s\mathcal{D}et.
\end{array}
\]
Perspective 1.23. Similar to Corollary 1.22, for low values of \( n \in \mathbb{N} \) there are statements using \( n \)-types of spaces and \( n \)-groupoids in a certain precise sense. The statements that higher homotopy types should be classified by higher groupoids is frequently also referred to as the homotopy hypothesis.

In the case of \( n = 1 \), a precise statement can for example be found in [Hol08, Theorem 3.9] where it is shown that such a classification is induced by the adjunction \((\pi_1, N) : s\mathbb{S}et \rightleftarrows \mathbb{G}rp\). In fact, this adjunction can be seen to be a Quillen adjunction with respect to the Kan–Quillen model structure on \( s\mathbb{S}et \) and the so-called natural model structure on \( \mathbb{G}rp \) (see Perspective 1.33). The slogan that ‘groupoids do not carry any higher homotopical information’ can be made precise as follows: the Quillen adjunction \((\pi_1, N)\) induces a Quillen equivalence between the \( S^2 \)-nullification of \( s\mathbb{S}et \) and \( \mathbb{G}rp \). Related results in the cases of \( n = 2, 3 \), more precisely, in the context of bicategories [Bén67] and Gray categories [Gra74, Lei04], are made explicit in [Lac11, §6].

1.2. Simplicial categories and the relation to \( \infty \)-categories. There are many alternative approaches to a theory of \((\infty, 1)\)-categories including simplicial categories [Ber07a], Segal categories [HS01], and complete Segal spaces [Rez01]. Besides in the original references, more details can for example be found in [Ber10, Ber11, Sim12] and the nice recent [AC13]. Here we include a short discussion of simplicial categories or, more precisely, \textit{simplicially enriched categories}. Given two objects \( x, y \) in a simplicial category \( \mathcal{C} \), we write \( \text{Map}_\mathcal{C}(x, y) \) for the associated simplicial mapping space. This more rigid approach — coming with a specified strictly associative and unital composition law — gives us, by definition, a notion of a category with morphisms of arbitrary dimensions. Building on work of Joyal and Bergner, Lurie has shown that this approach and the one using \( \infty \)-categories are equivalent in a very precise sense (see Theorem 1.38 and Perspective 1.43).

We begin by describing a relation between simplicial sets and simplicial categories. First, let us recall that the nerve \( N(\mathcal{C}) \) of an ordinary category \( \mathcal{C} \) is the simplicial set

\[
N(\mathcal{C})_\bullet = \text{hom}_{\text{Cat}}([\bullet], \mathcal{C}),
\]

where \([\bullet] : \Delta \to \text{Cat}\) is obtained by considering the finite ordinals \([n]\) as categories. Given a simplicial category \( \mathcal{C} \), we could simply forget the simplicial enrichment and form the nerve of the underlying ordinary category. More precisely, if we denote by \( s\text{Cat} \) the category of (small) simplicial categories and simplicial functors, then there is the forgetful functor \( s\text{Cat} \to \text{Cat} \) which we could compose with the ordinary nerve functor \( \text{Cat} \to \mathbb{S}\text{et} \). But this approach obviously discards too much information and instead one should proceed differently.

A better way is given by replacing \([n] \in \text{Cat}\) by \textit{simplicially thickened versions} \( C[\Delta^n] \in s\text{Cat} \) and then building the simplicial set

\[
N_\Delta(\mathcal{C})_\bullet = \text{hom}_{s\text{Cat}}(C[\Delta^\bullet], \mathcal{C}),
\]

where \( \text{hom}_{s\text{Cat}}(-, -) \) denotes the set of simplicial functors. The idea behind this simplicial thickening is that \( C[\Delta^n] \) encodes as objects the vertices of the standard simplex \( \Delta^n \), as morphisms all paths in increasing direction, as 2-morphisms all homotopies, and so on in higher dimensions. More conceptual comments about this construction can be found in Perspective 1.34. Before we give a precise definition of \( C[\Delta^\bullet] \) let us describe what we expect to obtain in low dimensions.
Example 1.24. In dimensions 0 and 1 nothing new happens, and the simplicial categories $C[\Delta^0]$ and $C[\Delta^1]$ are just the ordinary categories $[0]$ and $[1]$, respectively, considered as simplicial categories with discrete mapping spaces. Thus, the pictures we have in mind are

$$C[\Delta^0]: 0 \quad \text{and} \quad C[\Delta^1]: 0 \to 1.$$  

But from dimension 2 on the simplicial picture is richer. In $\Delta^2$, there are two ways to pass from 0 to 2, namely the straight path and the path passing through 1. These paths should be encoded in $C[\Delta^2]$ together with a homotopy between them. The simplicial category $C[\Delta^2]$ can hence be depicted by

$$1 \downarrow\downarrow \downarrow 0 \quad \uparrow \uparrow \uparrow 2.$$  

We now give a precise definition of $C[\Delta^n]$. The objects of $C[\Delta^n]$ are the numbers $0, 1, \ldots, n$. The strategy behind the definition of the simplicial mapping spaces is the following. Given objects $i \leq j$ we encode a path from $i$ to $j$ by specifying the vertices of the corresponding path. Thus, let $P_{i,j}$ be the poset

$$P_{i,j} = \{ I \subseteq [i,j] \mid i,j \in I \}$$

ordered by inclusion where $[i,j]$ is short hand notation for $\{i, i+1, \ldots, j-1, j\}$. Considering these posets as categories, we can define the simplicial mapping spaces in $C[\Delta^n]$ by

$$\text{Map}_{C[\Delta^n]}(i,j) = \begin{cases} 
    NP_{i,j}, & i \leq j, \\
    \emptyset, & i > j.
\end{cases}$$

The composition is induced by the union of subsets, which fits fine with the strategy to encode a path by specifying the vertices one passes along. It is also immediate that identities are given by the singletons $\{i\}$. This concludes the definition of $C[\Delta^n] \in s\text{Cat}$.

One easily checks, that this definition specializes to the pictures we had in mind in low dimensions (Example 1.24). For example in dimension $n = 2$, there is the following table of non-degenerate $k$-simplices in the mapping spaces $\text{Map}_{C[\Delta^2]}(i,j)$:

<table>
<thead>
<tr>
<th>$i = j$</th>
<th>$i = 0, j = 1$</th>
<th>$i = 0, j = 2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>${0}$</td>
<td>${0,1}$</td>
</tr>
<tr>
<td>1</td>
<td>${0,2}$</td>
<td>${0,1,2}$</td>
</tr>
<tr>
<td></td>
<td>${0,2} \subseteq {0,1,2}$</td>
<td></td>
</tr>
</tbody>
</table>

By definition $\{0,1,2\} = \{1,2\} \circ \{0,1\}$ is the composition and we see that the non-degenerate 1-simplex in $\text{Map}_{C[\Delta^2]}(0,2)$ encodes the homotopy

$$\{0,2\} \to \{1,2\} \circ \{0,1\}$$

we were aiming for in (1.25).

It is straightforward to check that the assignment $[n] \mapsto C[\Delta^n]$ defines a cosimplicial object $C[\Delta^\bullet]: \Delta \to s\text{Cat}$. This allows us to give the following definition which appears to be due to Cordier [Cor82].

Definition 1.26. The coherent nerve $N_\Delta(\mathcal{C})$ of a simplicial category $\mathcal{C}$ is the simplicial set

$$N_\Delta(\mathcal{C})_\bullet = \text{hom}_{s\text{Cat}}(C[\Delta^\bullet], \mathcal{C}).$$
Thus we have a coherent nerve functor $N_{\Delta}: s\mathcal{C}at \to s\mathcal{S}et$. By the very definition, this coherent nerve construction takes into account the higher structure on a simplicial category given by the mapping spaces. For example a 2-simplex in such a coherent nerve is given by a homotopy as depicted in

$\xymatrix{y \\
\downarrow x \ar@{=}[r] \ar@{=>}[ur] & \downarrow z}$

Note that such a 2-simplex is, in general, not determined by its restriction to the horn $\Lambda_2^1 \subset \Delta^2$.

Using the observation that $s\mathcal{C}at$ is cocomplete (see Remark 1.29) we can extend the cosimplicial object $\Delta \to s\mathcal{C}at: [n] \mapsto C[\Delta^n]$ to a colimit-preserving functor $C[-]: s\mathcal{S}et \to s\mathcal{C}at$. More explicitly, for $X \in s\mathcal{S}et$ we make the definition

$$(1.27) \quad C[X] = \text{colim}(\Delta/X) C[-] \circ p$$

where $(\Delta/X)$ is the category of simplices of $X$ and $p: (\Delta/X) \to \Delta$ is the canonical functor. It turns out that this extension defines a left adjoint to the coherent nerve $N_{\Delta}$,

$$(1.28) \quad (C[-], N_{\Delta}): s\mathcal{S}et \rightleftarrows s\mathcal{C}at.$$

(In fact, this can be considered as an example of Yoneda extensions in the sense of Digression 1.8.) We observe that the notation $C[-]$ is not in conflict with the notation $C[\Delta^n]$ for the simplicial thickening of $[n]$ since the colimit-preserving extension $C[-]$ applied to $\Delta^n$ is isomorphic to what we just defined. This follows because the category of simplices $(\Delta/\Delta^n)$ has $([n], \text{id}: \Delta^n \to \Delta^n)$ as terminal object so that the defining colimit in (1.27) simplifies accordingly.

Remark 1.29. The cocompleteness of $s\mathcal{C}at$ is a special instance of a more general result. Given a symmetric monoidal category $\mathcal{M}$ let us denote by $\mathcal{C}at_{\mathcal{M}}$ the category of (small) $\mathcal{M}$-enriched categories and $\mathcal{M}$-enriched functors. Thus in this notation we have $s\mathcal{C}at = \mathcal{C}at_{s\mathcal{S}et}$. It turns out that if $\mathcal{M}$ is complete and cocomplete then so is $\mathcal{C}at_{\mathcal{M}}$. The harder part is the cocompleteness and was established by Wolff in [Wol74]. As important examples we deduce that the categories of categories, simplicial categories, topological categories, spectral categories, differential-graded categories, and 2-categories are complete and cocomplete.

It is a result due to Lurie that the adjunction (1.28) is in fact a Quillen equivalence with respect to the Joyal model structure on $s\mathcal{S}et$ and the Bergner model structure on $s\mathcal{C}at$. Since we will not make an intensive use of the Bergner model structure, we do not go too much into detail and instead refer to [Ber07a]. Let us recall that every simplicial category $\mathcal{C}$ has an underlying path component category or homotopy category $\pi_0 \mathcal{C}$. This is an ordinary category with the same objects while the sets of morphisms are obtained by applying $\pi_0$ to the simplicial mapping spaces (see Remark 1.31). For example, if we endow $s\mathcal{S}et$ with the usual simplicial enrichment given by (1.17), then $\pi_0 s\mathcal{S}et$ is the naive homotopy category with all simplicial sets as objects and simplicial homotopy classes as morphisms.

We can now define the weak equivalences in the Bergner model structure.

Definition 1.30. A simplicial functor $F: \mathcal{C} \to \mathcal{D}$ is a weak equivalence if

(i) the induced functor $\pi_0 F: \pi_0 \mathcal{C} \to \pi_0 \mathcal{D}$ is essentially surjective and
(ii) for all objects \(x, y \in \mathcal{C}\) the map \(\text{Map}_\mathcal{C}(x, y) \to \text{Map}_\mathcal{D}(Fx, Fy)\) is a weak equivalence of simplicial sets (i.e., it induces a weak equivalence on geometric realizations).

Recall that a functor between ordinary categories is an equivalence if and only if it is essentially surjective and fully faithful. The definition of a weak equivalence between simplicial categories can be read as a higher categorical generalization of equivalences since it is asking that the simplicial functor is \emph{homotopically essentially surjective} and \emph{homotopically fully faithful}. Such a functor is also called a \textbf{Dwyer–Kan equivalence}, attributing credit to [DK80b]. Obviously, such a weak equivalence \(\mathcal{C} \to \mathcal{D}\) induces an equivalence \(\pi_0\mathcal{C} \to \pi_0\mathcal{D}\) but having a weak equivalence is, in general, a much stronger statement.

\textbf{Remark 1.31.} We want to include a short remark about enriched category theory (see [Bor94b, p.313-316] and as a general reference for that subject [Kel05]). Given a monoidal functor \(G: \mathcal{M} \to \mathcal{N}\), one obtains a \textbf{change of base functor}

\[ G_* = \mathcal{E}at_G : \mathcal{E}at_\mathcal{M} \to \mathcal{E}at_\mathcal{N} \]

between the corresponding categories of enriched categories (see Remark 1.29 for the notation). This is simply a many-object-version of the fact that monoidal functors send monoid objects to monoid objects. In slightly more detail, if \(\mathcal{E}\) is an \(\mathcal{M}\)-enriched category, then the \(\mathcal{N}\)-enriched category \(G_*\mathcal{E}\) has the same objects as \(\mathcal{E}\) while the mapping objects are given by

\[ \text{Map}_{G_*\mathcal{E}}(x, y) = G\text{Map}_\mathcal{E}(x, y) \in \mathcal{N}. \]

It is an easy exercise to define compositions and identities in \(G_*\mathcal{E}\). Moreover, there is a similar assignment for enriched functors (and also for enriched transformations but let us ignore that there are 2-categories in the background).

As an example, the path component functor \(\pi_0: s\mathcal{S}et \to \mathcal{S}et\) is monoidal with respect to the Cartesian monoidal structures on both categories and the induced functor \(\pi_0F: \pi_0\mathcal{C} \to \pi_0\mathcal{D}\) used in Definition 1.30 is simply \((\pi_0)_*F\). Strictly speaking, also the formation of the underlying category of a simplicial category and the discrete simplicial category associated to an ordinary category are examples of this pattern (when applied to the corresponding product preserving functors \(s\mathcal{S}et \to \mathcal{S}et\) and \(\mathcal{S}et \to s\mathcal{S}et\)).

Building on work of Dwyer and Kan, Bergner [Ber07a] established the following result.

\textbf{Theorem 1.32.} The category \(s\mathcal{S}et\) carries a left proper combinatorial model structure with the Dwyer–Kan equivalences as weak equivalences. With respect to this model structure, a simplicial category is fibrant if and only if it is locally fibrant, i.e., if all simplicial mapping spaces are Kan complexes.

This model structure is referred to as the \textbf{Bergner model structure} and provides us with an example of a \emph{homotopy theory of homotopy theories}. For more details about it we refer to [Ber07a].

\textbf{Perspective 1.33.} We want to include a brief discussion of the fibrations in the Bergner model structure since there are many other examples of model categories of, say, certain enriched categories in which the classes of fibrations are defined similarly. For this purpose let us begin by recalling that there is the ‘canonical’ or
‘natural’ model structure on $\mathcal{C}at$ itself. This was established in a broader generality in [JT91] while a nice short account can be found in [Rez]. The above adjectives refer to the fact that the weak equivalences are precisely the equivalences in the 2-category of small categories.

The fibrations in the natural model structure are the so-called isofibrations. Recall that a functor $F: A \to B$ is an isofibration if every isomorphism $Fa \to b$ in $B$ can be lifted to an isomorphism in $A$ with domain given by $a$. In other words, a functor is an isofibration if and only if it has the right lifting property with respect to the inclusion of the object 0 in the groupoid $J$ generated by $[1] = (0 \to 1),$

$$
\begin{array}{ccc}
[0] & \longrightarrow & A \\
0 \downarrow & \nearrow & \downarrow F \\
J & \longrightarrow & B.
\end{array}
$$

The groupoid $J$ is sometimes referred to as the freely living isomorphism. Note that there is an analogy to topology where fibrations have the path lifting property. Since paths in topological spaces are invertible we insist on isomorphisms in the categorical picture, and the definition of an isofibration can hence be read as asking for a lifting property with respect to invertible paths.

Now, a simplicial functor $F: C \to D$ is a fibration in the Bergner model structure if

(i) the ordinary functor $\pi_0 F: \pi_0 C \to \pi_0 D$ is an isofibration and

(ii) for all objects $x, y \in C$ the map $\text{Map}_C(x, y) \to \text{Map}_D(Fx, Fy)$ is a Kan fibration.

Since the discrete simplicial category $C[\Delta^0]$ is the terminal object in $s\mathcal{C}at$ we immediately obtain the description of the fibrant objects as in Theorem 1.32.

There are quite a few additional examples of model structures on $\mathcal{C}at_M$ for nice monoidal model categories $M$ which are similar in spirit. In these examples, an enriched functor is a weak equivalence if and only if it is a ‘Dwyer–Kan type equivalence’. Similarly, an enriched functor is a fibration if and only if it satisfies some ‘homotopical isofibration condition’ and if it induces fibrations on all mapping objects. Specific results along these lines were established for differential-graded categories by Tabuada [Tab05], for spectral categories by Stanculescu [Sta08] and Tabuada [Tab09], for topological categories by Ilias [Ili11], and in an axiomatic way by Lurie [Lur09c, Appendix A.3], Muro [Mur12], and Berger–Moerdijk [BM13].

And this is not the end of the story. At least ‘morally similar model structures’ have been established by Lack for 2-categories in [Lac02], for bicategories in [Lac04], and for Gray categories in [Lac11]. An extension in a further direction was given by Weiss in his thesis [Wei07] who constructed a ‘natural model structure’ on the category of small multicategories (aka. colored operads or simply operads); see also [Wei14]. This opens the door for attempts to establish model structures on certain categories of enriched multicategories which ‘mimic’ this natural model structure. Related results were established in the simplicial context by Robertson [Rob11], Cisinski–Moerdijk [CM13b], and Stanculescu [Sta14], and in an axiomatic way by Caviglia [Cav14].

**Perspective 1.34.** We have already seen that the functor $C[-]: s\mathcal{S}et \to s\mathcal{C}at$ is essentially determined by the cosimplicial object $C[\Delta^\bullet]: \Delta \to s\mathcal{C}at$ given by the ‘simplicial thickenings’ of the finite ordinals. These simplicial thickenings arise
more conceptually as follows. If we consider the categories $[n]$ as discrete simplicial categories, then we obtain a cosimplicial object $[\bullet]: \Delta \to s\mathcal{C}at$. The Bergner model structure of Theorem 1.32 induces a Reedy model structure on the category $\text{Fun}(\Delta, s\mathcal{C}at)$ of cosimplicial objects in $s\mathcal{C}at$. It turns out that $C[\Delta^\bullet]: \Delta \to s\mathcal{C}at$ gives us a Reedy cofibrant replacement of $[\bullet]: \Delta \to s\mathcal{C}at$. For an additional perspective on these simplicial thickenings we refer to Perspective 2.6.

With a view towards the Joyal model structure on $s\mathcal{S}et$, we make the following definition.

**Definition 1.35.** A map $f: X \to Y$ in $s\mathcal{S}et$ is a **categorical equivalence** if the induced simplicial functor $C[f]: C[X] \to C[Y]$ is a Dwyer–Kan equivalence.

This terminology is not the original one of Joyal. The maps in this definition are called **weak categorical equivalences** by Joyal [Joy], while he has a stronger notion of categorical equivalence. However, his notions of categorical equivalence and weak categorical equivalence coincide when only maps between $\infty$-categories are considered.

For simplicity, a categorical equivalence between $\infty$-categories is called an **equivalence of $\infty$-categories** and we say that the $\infty$-categories are **equivalent**. The fact that it suffices to consider direct equivalences as opposed to more complicated zig-zags is a consequence of the following important theorem of Joyal [Joy].

**Theorem 1.36.** The category $s\mathcal{S}et$ carries a left proper combinatorial model structure with the monomorphisms as cofibrations and the categorical equivalences as weak equivalences. Moreover, a simplicial set is fibrant with respect to this model structure if and only if it is an $\infty$-category.

The model structure of this theorem is referred to as the **Joyal model structure**. We want to mention that the model structure is Cartesian which implies that there is an entire $\infty$-category of functors $\text{Fun}(K, \mathcal{E})$ where $K$ is a simplicial set and $\mathcal{E}$ an $\infty$-category (see §2.1). On the negative side, this model structure is neither right proper nor simplicial. The latter drawback implies that one has to work harder in order to obtain an $\infty$-category of $\infty$-categories (see Perspective 2.9).

We add some comments on the fibrations in the Joyal model structure. For this we first recall that in the Kan–Quillen model structure on $s\mathcal{S}et$ the fibrations are the Kan fibrations. A Kan fibration $p: X \to S$ gives us a family of Kan complexes, i.e., $\infty$-groupoids, namely the fibers $X_s$ defined by the pullbacks

$$
\begin{array}{ccc}
X_s & \to & X \\
\downarrow & & \downarrow p \\
\Delta^0 & \to & S.
\end{array}
$$

Similarly, there is the following class of maps giving families of $\infty$-categories.

**Definition 1.37.** A morphism of simplicial sets $p: X \to S$ is an **inner fibration** if it has the right lifting property with respect to $\Lambda^k_n \to \Delta^n$, $0 < k < n$.

Joyal uses the term **mid-fibration** instead of inner fibration. Since any class of morphisms defined by a right lifting property is closed under pullbacks this implies that the fibers of an inner fibration are $\infty$-categories. The dependence of the fiber on the base point is only functorial in a very weak sense, namely in the sense of
correspondences (see [Lur09c, p.97]), which are also known as distributors, profunctors or bimodules in the classical setting (see [Bor94a, §7.8]).

Now, the categorical fibrations, i.e., the fibrations in the Joyal model structure happen to be a bit difficult to describe. However, for a morphism $p: X \to S$ such that the target $S$ is an $\infty$-category, Joyal gave the following characterization: such a map is a categorical fibration if and only if it is an inner fibration and an isofibration. More precisely, since $p$ is an inner fibration and $S$ is an $\infty$-category this is also the case for $X$, and a map $X \to S$ between $\infty$-categories is an isofibration if and only if every equivalence $p(x) \to s$ in $S$ can be lifted to an equivalence in $X$ with domain $x$.

Given a functor $F: A \to B$ of ordinary categories, then $N(F)$ is automatically an inner fibration; thus the notion of inner fibrations does not have a classical analogue (in particular, a functor can always be thought of as a family of categories parametrized by the objects of the target category). In the $\infty$-categorical world however in many definitions this condition has to be imposed (this is the case for the categorical fibrations but also for further classes of fibrations as we will see later).

As already mentioned, the original definition of categorical equivalences due to Joyal [Joy] is different. He gives a definition without reference to simplicial categories and his proof of the existence of the Joyal model structure is purely combinatorial. Lurie gives this alternative definition because he is heading for the following comparison result [Lur09c, p.89].

**Theorem 1.38.** The adjunction $(C[-], N_\Delta): \text{sSet} \rightleftarrows \text{sCat}$ is a Quillen equivalence with respect to the Joyal model structure and the Bergner model structure,

$$(C[-], N_\Delta): \text{sSet} \overset{\mathcal{G}}{\to} \text{sCat}.$$

A similar result can also be obtained by a combination of results due to Bergner, Joyal, Rezk, and Tierney (see Perspective 1.43). Theorem 1.38 makes precise in which sense the approaches to a theory of $(\infty, 1)$-categories given by $\infty$-categories and simplicial categories are equivalent. The proof of this theorem is actually hard work including a deep ‘rigidification or straightening result’ and can be found in [Lur09c]. An alternative proof was given by Dugger and Spivak in [DS11a, DS11b].

As a corollary, we have the following result which can also be obtained directly and without any mention of model structures (see for example the proof of [CP86, Theorem 2.1]). However, with Theorem 1.38 in mind the result is put into perspective. Recall that a simplicial category is called locally fibrant if all mapping spaces are Kan complexes.

**Corollary 1.39.** The coherent nerve of a locally fibrant simplicial category is an $\infty$-category.

We now turn to some typical examples of $\infty$-categories which are neither nerves of categories nor singular complexes of spaces. So, these are somehow our first honest examples of $\infty$-categories. It turns out that the first class of examples is generic in a sense which is made precise by Theorem 3.21.

**Examples 1.40.** (i) Let $\mathcal{M}$ be a simplicial model category [Qui67, §II.2] and let $\mathcal{M}_{\text{eff}} \subseteq \mathcal{M}$ be the full simplicial subcategory spanned by the fibrant and
cofibrant objects. Then it is an immediate consequence of Quillen’s axiom (SM7), that $M_{cf}$ is a locally fibrant simplicial category. Thus, via the coherent nerve construction, we obtain the $\infty$-category $N_\Delta(M_{cf})$, the underlying $\infty$-category of the simplicial model category $M$.

(ii) As a more specific example let us consider $sSet$ endowed with the usual Kan–Quillen model structure. This is a simplicial model category and with respect to this model structure we have $sSet_{cf} = Kan$, where $Kan$ is the full simplicial subcategory spanned by the Kan complexes. The $\infty$-category $S$ of spaces is given by

$$S = N_\Delta(Kan).$$

Let us mention that this is only one model for the $\infty$-category of spaces and that there are others, for example the underlying $\infty$-category of topological spaces. For all purposes of $\infty$-category theory it turns out that any $\infty$-category equivalent to $S$ is equally good and that the precise model is irrelevant. All these $\infty$-categories satisfy the same universal property of being the ‘free cocomplete $\infty$-category on a single generator’ (see Corollary 3.17).

(iii) Another class of examples is induced by additive categories. Given an additive category $A$, the category $Ch(A)$ of chain complexes in $A$ can be enriched over the category $Ch(Z)$ of chain complexes of abelian groups. The enrichment is set up in a way that if we take the 0-cycles of all the mapping complexes then we obtain the usual category of chain complexes, while cycles of positive dimensions give chain homotopies and higher chain homotopies.

Let us recall that the Dold–Kan correspondence gives us an equivalence of categories $DK: Ch(Z) \to sAb$, where $sAb$ is the category of simplicial abelian groups. An inverse to $DK$ is given by the normalized chain complex functor which can be shown to be lax comonoidal with respect to the levelwise tensor product on $sAb$ and the usual one on $Ch(Z)$ (in fact, this lax comonoidal structure is induced by the Alexander–Whitney maps). It follows by abstract nonsense that $DK$ carries canonically a lax monoidal structure (see [Kel74] for the abstract framework and [SS03] for precisely this context). Thus, we can apply $DK$ to the morphism complexes in $Ch(A)$ in order to obtain the category $DK_*(Ch(A))$ enriched in simplicial abelian groups (see Remark 1.31). Since simplicial abelian groups are Kan complexes this gives us a locally fibrant simplicial category, and we can define the $\infty$-category $Ch(A)$ of chain complexes in $A$ by

$$Ch(A) = N_\Delta(DK_*(Ch(A))).$$

A smaller model for these $\infty$-categories can be obtained by means of the differential-graded nerve construction (see [Lur11]).

We conclude this section with three more perspectives, one on conceptual remarks on mapping spaces in $\infty$-categories, one on enriched $\infty$-categories, and one on questions related to uniqueness issues for a theory of $(\infty, 1)$-categories.

**Perspective 1.41.** We saw in Remark 1.16 that associated to two objects in an $\infty$-category there is an entire space of morphisms $Map^R(x, y)$ based on ‘right cones’, and there is a dually defined space $Map^L(x, y)$ given by ‘left cones’. Moreover, using prisms instead of cones, Lurie gave a third model $Map_P(x, y)$ for such a space in [Lur09c], and shows that all these spaces are weakly equivalent Kan complexes. Using the Joyal model structure, this result can be put into perspective.
To make this precise, let us recall that there is the theory of homotopy function complexes in an arbitrary model category $\mathcal{M}$, developed by Dwyer and Kan in the series of papers [DK80a, DK80b, DK80c]. These function complexes $\text{Map}_x(y)$ are simplicial sets which can be calculated by cosimplicial resolutions of $x$, by simplicial resolutions of $y$, or by a combination of these resolutions (for a detailed account see e.g. [Hir03]). Here, a cosimplicial resolution of $x$ is a cofibrant replacement of the constant cosimplicial object $\mathcal{P}$. This category comes with a canonical model structure such that the (co)fibrations and weak equivalences are created by $s\text{Set}_{\mathcal{P}} \to s\text{Set}$. In particular, there is the Joyal model structure on the category $s\text{Set}_{\mathcal{P}}$ of simplicial sets with two distinguished vertices. Given an $\infty$-category $\mathcal{C}$ and two objects $x, y \in \mathcal{C}$ we obtain the classifying map $(x, y): \partial \Delta^1 \to \mathcal{C}$, and hence an object $\mathcal{C}x = \mathcal{C}y \in s\text{Set}_{\mathcal{P}}$. Moreover, the boundary inclusion $\partial \Delta^1 \to \Delta^1$ defines a further object $\Delta^1 \in s\text{Set}_{\mathcal{P}}$. Now, it can be shown that the various spaces of maps

$$\text{Map}_x^L(y), \quad \text{Map}_x^R(y), \quad \text{and} \quad \text{Map}_x(y)$$

arise as different models for the homotopy function complexes $\text{Map}_{x\mathcal{P}}^{s\text{Set}}(\Delta^1, \mathcal{C}x)$ with respect to the Joyal model structure on $s\text{Set}_{\mathcal{P}}$ (see [DS11a, Proposition 4.4]). In fact, they are obtained by using different cosimplicial resolutions of $\Delta^1 \in s\text{Set}_{\mathcal{P}}$. Thus, using the fact that $\infty$-categories are fibrant objects in the Joyal model structure, this explains conceptually why these spaces have to be weakly equivalent Kan complexes.

All these models for mapping spaces are Kan complexes, so that it is ‘relatively easy’ to calculate invariants like homotopy groups. As a drawback they do not admit a strict composition law. Using the simplicial category $C[\mathcal{C}]$ associated to an $\infty$-category $\mathcal{C}$, we obtain still a different model for such spaces, namely the simplicial mapping spaces $\text{Map}_{C[\mathcal{C}]}(x, y)$ coming with a strictly associative and unital composition law. Besides the fact that these spaces might be very complicated to calculate there is the additional drawback that these spaces, in general, are not Kan complexes. In particular, it is harder to calculate invariants. More precisely, Riehl established the following result [Rie11, Theorem 5.1]: Given an $\infty$-category $\mathcal{C}$ such that all mapping spaces in $C[\mathcal{C}]$ are Kan complexes, then $\mathcal{C}$ lies in the essential image of the usual nerve functor. More generally, Riehl shows that this already follows when all the $\text{Map}_{C[\mathcal{C}]}(x, y)$ are $\infty$-categories.

**Perspective 1.42.** Recall that a 2-category is simply a category enriched over categories. Similarly, a strict $n$-category is just a category enriched over $(n-1)$-categories. This definition via iterated enrichments suggests that $(\infty, 1)$-categories should be categories enriched over $(\infty, 0)$-categories, i.e., Kan complexes by Corollary 1.22. And as we just saw, simplicial categories with the property that all mapping spaces are Kan complexes play a special role (see Theorem 1.32).

However, if we take the philosophy of $\infty$-categories serious, then the good notion of enrichment in that context should be that of a ‘weak enrichment’. We saw that for every pair of objects $x, y$ in an $\infty$-category $\mathcal{C}$, there is a space of morphisms $\text{Map}_x(y)$. As opposed to the case of simplicial categories, for $\infty$-categories there is not a specified strictly associative and strictly unital composition
law \( \text{Map}_C(y, z) \times \text{Map}_C(x, y) \to \text{Map}_C(x, z) \). In fact, the idea of having a weak enrichment should be expressed by the existence of composition laws which are only \textit{coherently associative}. Taking this perspective of \( k_\infty \)-multiplications seriously, an abstract theory of enriched \( \infty \)-categories has recently been proposed by Gepner and Haugseng [GH13]. Their framework even allows one to study weak enrichments in not necessarily Cartesian contexts. For related rectification results see [Hau13].

\textbf{Perspective 1.43.} \textbf{Theorem 1.38} is a comparison result between two approaches to a theory of \((\infty, 1)\)-categories. A similar result was also obtained by a combination of results due to Rezk, Joyal, Tierney, and Bergner. In [Rez01], Rezk introduces Segal spaces as an alternative model for a theory of \((\infty, 1)\)-categories. These are certain bisimplicial sets and Rezk shows that there is an adapted model structure on the category of bisimplicial sets. Joyal and Tierney [JT07] show that the model category for Segal spaces and the Joyal model structure for \( \infty \)-categories are Quillen equivalent. Finally, Bergner [Ber07b] shows that the model category for Segal spaces and the Bergner structure are Quillen equivalent through a zig-zag of Quillen equivalences. Thus, these results taken together also give a proof of the Quillen equivalence of the Joyal and the Bergner model structures through a zig-zag of Quillen equivalences. Nice introductions to some of these different models can be found in [Ber11] and in [AC13]. (We also want to mention that a part of this rich picture was generalized by Cisinski and Moerdijk in the series of papers [CM11, CM13a, CM13b] to the framework of multicategories (or colored operads).)

Since by now there are many different approaches to a theory of \((\infty, 1)\)-categories one might wonder whether such a theory itself can be axiomatized. Motivated by previous work of Simpson [Sim01], a result in that direction was given by Toën in [Toë05]. In that paper Toën axiomatizes a theory of \((\infty, 1)\)-categories as being a model category satisfying a list of seven axioms. He shows that any such model category is Quillen equivalent to the model category of complete Segal spaces. Moreover, the automorphisms of this theory are calculated to be \( \mathbb{Z}/2\mathbb{Z} \), the non-trivial element being the passage to opposite \((\infty, 1)\)-categories.

Similar calculations have also been carried out for \((\infty, n)\)-categories. A first such calculation based on \( \Upsilon_n \)-spaces was given by Barwick–Schommer-Pries in [BSP11], while a calculation using \( \Theta_n \)-spaces was carried out by Ara, Gutiérrez, and the author in [AGG13]. In [AGG13] one can also find calculations of the automorphisms of the theory of \((\infty, 1)\)-operads and related theories.

2. \textbf{Categorical constructions with \( \infty \)-categories}

The aim of this section is to extend some key constructions and notions from ordinary category theory to the world of \( \infty \)-categories (or more general simplicial sets) in a way that the following principles are satisfied.

(i) The concepts are extensions of the ordinary concepts in that everything is compatible with the fully faithful nerve functor \( \mathcal{C}at \to s\mathcal{S}et \).

(ii) The notions are \textit{coherent} variants of the classical notions, i.e., \( \infty \)-category theory realizes some kind of homotopy coherent category theory.

(iii) The extensions are often defined for arbitrary simplicial sets, and when applied to \( \infty \)-categories we want these extensions to again give rise to \( \infty \)-categories.

(iv) All concepts are \textit{invariant concepts}, i.e., an application of these constructions to equivalent input \( \infty \)-categories yields equivalent output \( \infty \)-categories.
We are mostly interested in a robust theory of limits and colimits (see §2.5) giving us an ∞-categorical version of the more well-known homotopy (co)limits in model categories, but this needs some preparation. The reader who is less inclined towards abstract categorical constructions is asked to consider this as a justification for the discussion of the constructions in §2.2 and §2.3.

2.1. Functors. Since ∞-categories are simply particular simplicial sets we can make the following definition.

**Definition 2.1.** Let $K$ be a simplicial set and let $C$ be an ∞-category. A functor $F: K \to C$ is a map of simplicial sets. Similarly, a natural transformation is a map $\Delta^1 \times K \to C$. More generally, the space of functors $\text{Fun}(K, C)$ is $\text{Fun}(K, C) = \text{Map}_{\text{Set}}(\Delta^1 \times K, C) = \text{hom}_{\text{Set}}(\Delta^1 \times K, C) \in \text{Set}$. This extends the classical concept of a functor because $N: \text{Cat} \to \text{Set}$ is fully faithful. More generally, there is the following refinement of this observation.

**Lemma 2.2.** For categories $A, B$ there is a natural isomorphism of simplicial sets $N(\text{Fun}(A, B)) \cong \text{Fun}(NA, NB)$.

**Proof.** For $[n] \in \Delta$, there are the following natural bijections $N(\text{Fun}(A, B))_n = \text{hom}_{\text{Cat}}([n], \text{Fun}(A, B)) \cong \text{hom}_{\text{Cat}}([n] \times A, B) \cong \text{hom}_{\text{Set}}(N([n] \times A), NB) \cong \text{hom}_{\text{Set}}(\Delta^n \times NA, NB) = \text{Fun}(NA, NB)_n$, given by the exponential laws, the fully faithfulness of $N$, the fact that $N$ preserves products, and the isomorphism $N([n]) \cong \Delta^n$. □

This seemingly naive definition of a functor is actually the good one, as we want to indicate now (but see also Perspective 2.6).

**Example 2.3.** Let $A \in \text{Cat}$ be an ordinary category and let $M$ be a locally fibrant simplicial category. By Corollary 1.39 we know that $N_\Delta(M)$ is an ∞-category and we want to unravel a bit what it means to have a functor $F: NA \to N_\Delta(M)$. The behavior on 0-simplices and 1-simplices amounts to saying that associated to each arrow $x \to y$ in $A$ there is a morphism $Fx \to Fy$ in $M$. Moreover, given two composable arrows $x \xrightarrow{f} y \xrightarrow{g} z$ in $A$, i.e., a 2-simplex $\sigma: \Delta^2 \to NA$, we obtain a 2-simplex $F(\sigma): \Delta^2 \to N_\Delta(M)$. By Definition 1.26 this means that we are given a simplicial functor $C[\Delta^2] \to M$ which boils down to having a diagram in $M$ of the form

```
    Fy
   /\  \\
Fx Ff \rightarrow Fg \rightarrow Fz.
```

Thus, the functor $F$ preserves compositions up to specified homotopies.

However, there is still by far more information encoded by $F$, namely all the higher simplices obtained from longer sequences of composable arrows in $A$. These encode the idea that $F$ is not only a ‘functor up to homotopy’ but gives us a
‘functor up to coherent homotopy’, i.e., a homotopy coherent diagram. For a precise statement see [Cor82] and also Perspective 2.6. In order to at least give a partial justification for this claim let us consider a 3-simplex $\tau : \Delta^3 \to NA$, i.e., a chain consisting of three composable arrows $f, g,$ and $h$. By the above we know that the four faces of the 3-simplex $F(\tau) : \Delta^3 \to N\Delta(M)$ altogether give us two different composite homotopies from $F(h \circ g \circ f)$ to $F(h) \circ F(g) \circ F(f)$ as in the boundary of

\[
\begin{array}{c}
F(h \circ g \circ f) \\
\downarrow \\
F(h) \circ F(g) \circ F(f)
\end{array}
\] (2.4)

The 3-simplex $F(\tau)$ specifies one more homotopy $F(h \circ g \circ f) \to F(h) \circ F(g) \circ F(f)$ together with two 1-homotopies in $M$ relating this additional homotopy to the two compositions in (2.4). This follows from the fact that $\text{Map}_{C[\Delta^3]}(0, 3)$ is isomorphic to the product $\Delta^1 \times \Delta^1$. (More generally, we have $\text{Map}_{C[\Delta^n]}(i, j) \cong (\Delta^1)^{\times (j-i-1)}$ for $0 \leq i < j \leq n$.)

Given two ordinary categories $A$ and $B$, it is straightforward that the functors from $A$ to $B$ together with the natural transformations assemble to a category $\text{Fun}(A, B)$. Moreover, if we have equivalences $A \simeq A'$ and $B \simeq B'$, then there is a canonical equivalence $\text{Fun}(A, B) \simeq \text{Fun}(A', B')$. Similar results also hold true in the world of $\omega$-categories, but there — compared to the classical context — a proof is already quite some work. One proof uses certain stability properties of the class of categorical equivalences and the so-called inner anodyne maps (see for example [Joy08]). Using these properties, one is able to deduce the following result.

**Proposition 2.5.** Let $\mathcal{C}$ and $\mathcal{D}$ be $\omega$-categories and let $K$ and $L$ be simplicial sets.

(i) The simplicial set $\text{Fun}(K, \mathcal{C})$ is an $\omega$-category.

(ii) If $\mathcal{C} \to \mathcal{D}$ is an equivalence of $\omega$-categories, then also the induced map $\text{Fun}(K, \mathcal{C}) \to \text{Fun}(K, \mathcal{D})$ is an equivalence of $\omega$-categories.

(iii) If $K \to L$ is a categorical equivalence of simplicial sets, then the induced map $\text{Fun}(L, \mathcal{C}) \to \text{Fun}(K, \mathcal{C})$ is an equivalence of $\omega$-categories.

Thus this proposition tells us that the formation of functor $\omega$-categories is an invariant notion — as it should be the case for all categorical constructions in the world of $\omega$-categories. On a more conceptual side, this proposition is a consequence of the fact that with respect to the Joyal model structures the categorical product $\times : s\text{Set} \times s\text{Set} \to s\text{Set}$ is a left Quillen functor of two variables.

**Perspective 2.6.** The theory of $\omega$-categories should really be thought of as homotopy coherent category theory. In particular, the basic notion of a functor is to model the idea of having a homotopy coherent diagram. Homotopy coherent category theory has quite some history and references include [Vog73, Cor82, CP86, CP97]. Here we content ourselves by including a short detour only.

To begin with, whenever we have an adjunction $(L, R) : \mathcal{C} \rightleftarrows \mathcal{D}$ we obtain a comonad $C$ on $\mathcal{D}$ with $C = LR : \mathcal{D} \to \mathcal{D}$ as underlying functor. The structure morphisms of the comonad are induced by the unit and counit of the adjunction, and the necessary relations follow directly from the triangular identities of an adjunction. These comonads can be used to form simplicial resolutions of objects in $\mathcal{D}$ (which play, for example, some role in relative homological algebra; see e.g. [Wei94,
§8]). Slightly more precisely, given an object $d \in \mathcal{D}$, the associated simplicial object $C_\star(d)$ is given by $C_\star(d) = C_{n+1}(d)$. (Of course, there is also a dual part of the story leading to monads and cosimplicial resolutions.)

Now, the adjunction which is in the background of our context is the adjunction between graphs and categories given by the forgetful functor $U$ sending a category to the underlying reflexive graph (‘graph with identities’) and the free category functor $F$.

$$(F,U): \text{Graph} \rightleftarrows \text{Cat}. \quad (2.7)$$

Note that both the free category functor and the underlying graph functor preserve the set of objects. Thus, given a category $A$, the resulting simplicial resolution $C_\star A \in \text{Fun}(\Delta^{op}, \text{Cat})$ also has a constant set of objects and hence defines an object $C_\star A \in s\text{Cat}$, i.e., a simplicially enriched category as opposed to merely a simplicial object in categories.

This allows us to make the following definition which goes back to Vogt [Vog73]. Given a small category $A$ and a simplicial category $\mathcal{M} \in s\text{Cat}$, a homotopy coherent diagram in $\mathcal{M}$ of shape $A$ is a simplicial functor $C_\star A \to \mathcal{M}$. Thus, the set $\text{coh}(A, \mathcal{M})$ of such homotopy coherent diagrams is defined by

$$\text{coh}(A, \mathcal{M}) = \text{hom}_{s\text{Cat}}(C_\star A, \mathcal{M}).$$

If as a special case we consider $A = [n]$, then the resulting simplicial category $C_\star[n]$ is isomorphic to the ‘simplicial thickening’ $C[\Delta^n]$ introduced at the beginning of §1.2. Thus, the coherent nerve $N_\Delta(\mathcal{M})$ of $\mathcal{M}$ is precisely obtained by considering homotopy coherent chains of composable arrows in the given $\mathcal{M}$.

More generally, Riehl [Rie11, Theorem 6.7] showed that for every $A \in \text{Cat}$ there is a natural isomorphism of simplicial categories $C[NA] \cong C_\star(A)$. In particular, for $A \in \text{Cat}$ and $\mathcal{M} \in s\text{Cat}$ we have a bijection

$$\text{coh}(A, \mathcal{M}) \cong \text{hom}_{s\text{Cat}}(C[NA], \mathcal{M}) \cong \text{hom}_{\text{Set}}(NA, N_\Delta \mathcal{M}).$$

This shows that the seemingly naive Definition 2.1 subsumes the concept of homotopy coherent diagrams, and justifies to think more generally of functors in the sense of that definition as homotopy coherent diagrams.

A final remark is in order: From a conceptual perspective one might argue that it is not very nice that we defined homotopy coherent diagrams in simplicial categories by means of specific simplicial resolutions — namely the simplicial comonad resolutions associated to (2.7). In fact, the actual choice of resolution should not matter, and in some modern treatments like [GJ99, §8] homotopy coherent diagrams are defined by means of more general simplicial resolutions.

Remark 2.8. (i) Proposition 2.5 reveals one of the technical advantages of $\infty$-categories over model categories: $\infty$-categories are stable under the formation of functor categories without any further assumption. In this respect, model categories are less well-behaved since one has to impose certain conditions on the model categories involved to obtain this stability property: for cofibrantly-generated model categories, associated diagram categories always admit the projective model structure [Hir03, p.224], whereas in the case of combinatorial model categories the projective and the injective structure both always exist on the diagram categories [Lur09c, p.824]. Note however that Proposition 2.5 is significantly more general since these results only tell us
something about model structures on $M^A, A \in \mathcal{Cat}$. For example, we never dared to ask for the existence of a ‘canonical’ model category of functors between two given model categories.

(ii) A further technical advantage of $\infty$-categories over model categories is the following one. The ‘correct’ notion of equivalence for model categories is the notion of Quillen equivalence. Since, in general, a Quillen equivalence can not be inverted, the equivalence relation generated by this notion is quite complicated: frequently model categories are only Quillen equivalent through a zig-zag of Quillen equivalences pointing in different directions. The appropriate notion of equivalence for $\infty$-categories is the notion of categorical equivalence (Definition 1.35). Since $\infty$-categories are precisely the fibrant and cofibrant objects with respect to the Joyal model structure where categorical equivalences are the weak equivalences, it follows that a zig-zag of categorical equivalences can always be replaced by a single categorical equivalence.

(iii) A third technical advantage of $\infty$-categories was already mentioned, but will be repeated here for the sake of completeness. The notion of homotopy coherent diagrams is quite easily established in the world of $\infty$-categories since it is simply a map of simplicial sets with the domain given by the nerve of an ordinary category. There will be further advantages of this flavor, i.e., where ‘higher coherences’ are easily encoded in the setting of $\infty$-categories. For example the notions of $A_\infty$- and $E_\infty$-algebras in monoidal and symmetric monoidal $\infty$-categories are conveniently introduced in this setting as specific sections of certain $\infty$-categorical versions of Grothendieck opfibrations, called coCartesian fibrations by Lurie. We will come back to this in §4.

We conclude this subsection with a perspective on how to get an $\infty$-category of $\infty$-categories and also an underlying $\infty$-category for arbitrary model categories.

**Perspective 2.9.** We just introduced the notion of a functor between $\infty$-categories and hence obtain a category of $\infty$-categories. But to stick more seriously to the $\infty$-categorical framework, we would like to have an $\infty$-category $\mathcal{Cat}_\infty$ of $\infty$-categories. Since non-invertible natural transformations play an important role in classical category theory it would be even nicer to have an $(\infty,2)$-category of $\infty$-categories but let us content ourselves with such an $\infty$-category. Recall that the Joyal model structure is not simplicial so that we cannot apply Corollary 1.39 directly in order to get such a gadget. Luckily, there is the Quillen equivalent simplicial model category $s\mathcal{Set}^+$ of so-called marked simplicial sets which serves for this purpose (among many others), and which we want to describe very briefly.

A **marked simplicial set** is a pair $(X, \mathcal{E}_X)$ consisting of a simplicial set $X$ together with a subset $\mathcal{E}_X \subseteq X_1$ of edges containing the degenerate ones. A morphism of marked simplicial sets $(X, \mathcal{E}_X) \rightarrow (Y, \mathcal{E}_Y)$ is a morphism $f: X \rightarrow Y$ of simplicial sets such that $f(\mathcal{E}_X) \subseteq \mathcal{E}_Y$. This defines the category $s\mathcal{Set}^+$ of marked simplicial sets, a category playing a key role in the relative context [Lur09c] (see also Perspective 4.16 for further motivational remarks).

Degenerate edges, i.e., identity morphisms in an $\infty$-category are equivalences and it follows that every $\infty$-category $\mathcal{C}$ gives us a marked simplicial set $\mathcal{C}^\natural$ by marking the equivalences. It can be shown that there is a simplicial model structure on $s\mathcal{Set}^+$ such that the fibrant and cofibrant objects are precisely the marked simplicial sets of the form $\mathcal{C}^\natural$ for some $\infty$-category $\mathcal{C}$. Thus, the $\infty$-category of $\infty$-categories $\mathcal{Cat}_\infty$
can be defined as the underlying ∞-category of $sSet^+$,

$$\mathcal{C}at_\infty = N_\Delta(sSet^+_\Delta).$$

A further use of these marked simplicial sets is that they allow us to define the underlying ∞-category of an arbitrary model category. Given a model category $M$, by forgetting the cofibrations and the fibrations one obtains a category with weak equivalences $(M,W)$ (this is sometimes also called a relative category [BK10]). The ordinary nerve construction then gives us a marked simplicial set $N(M,W)$. The underlying ∞-category of $M$ is defined to be a fibrant and cofibrant replacement of this marked simplicial set — the idea being that this replacement amounts to inverting the marked edges in a universal way. It can be shown that the underlying ∞-category enjoys the expected universal property as the localization at $W$; see [Lur11, §1].

2.2. Join construction. It seems to be fair to say that one main reason for studying the join construction in this context is that it allows us to define the slice construction (see §2.3) which in turn is fundamental to the theory of (co)limits (see §2.5). Before giving the definition of the join at the level of simplicial sets, we recall the classical situation in category theory.

Given categories $A$ and $B$, one can form a new category $A \star B$, the join of $A$ and $B$, as follows. The class of objects $\text{obj}(A \star B)$ is given by the disjoint union of $\text{obj}(A)$ and $\text{obj}(B)$. For the morphisms, there are the following four different cases

$$\text{hom}_{A \star B}(x,y) = \begin{cases} 
\text{hom}_A(x,y), & x,y \in A, \\
\text{hom}_B(x,y), & x,y \in B, \\
* , & x \in A, y \in B, \\
\emptyset , & x \in B, y \in A,
\end{cases}$$

and the composition is completely determined by requiring that $A$ and $B$ are full subcategories of $A \star B$ in the obvious way. Note that the construction is not symmetric in $A$ and $B$. To illustrate the join construction, we mention a few basic examples.

Examples 2.10. (i) If $A \in \mathcal{C}at$ is arbitrary and if $B = 1$ is the terminal category, then $A^\triangleright = A \star 1$ is the right cone or cocone on $A$. It is obtained by adjoining a new terminal object $\infty$ to $A$, and plays a central role in the study of colimits.

(ii) Dually, if $A = 1$ is terminal and $B \in \mathcal{C}at$ is arbitrary, then $B^\triangleleft = 1 \star B$ is the left cone or cone on $B$. This category is obtained from $B$ by adjoining a new initial object $-\infty$ and is central to the theory of limits.

(iii) As a more specific example, let $A$ be the category occurring in the study of pushout diagrams,

$$\begin{array}{ccc}
(0,0) & \rightarrow & (1,0) \\
\downarrow && \downarrow \\
(0,1).
\end{array}$$

Then the cocone on $A$ is given by the commutative square $A^\triangleright \cong [1] \times [1]$, which can of course be depicted as

$$\begin{array}{ccc}
(0,0) & \rightarrow & (1,0) \\
\downarrow = & \downarrow \\
(0,1) & \rightarrow & (1,1).
\end{array}$$
In particular, a diagram of this shape consists of four morphisms in the target category such that the two compositions agree. Similarly, if $B$ is the diagram occurring in the study of pullback diagrams,

$$
\begin{array}{ccc}
(1,0) & \rightarrow & (0,1) \\
\downarrow & & \downarrow \\
(0,1) & \rightarrow & (1,1),
\end{array}
$$

then also the cone $B^<$ is the square.

The join construction can be extended to simplicial sets. There is a very conceptual approach to this construction as described by Joyal in [Joy08] (basically as a Day convolution construction [Day70] applied to the ordinal addition). In [Joy08] one can also find many ‘elementary relations’ about this join construction. Since we only want to rush through the theory of this notion, we instead give the following more direct ‘definition’.

**Definition 2.11.** Let $K$ and $L$ be simplicial sets. The *join* $K \star L$ of $K$ and $L$ is the simplicial set defined by

$$(K \star L)_n = K_n \cup L_n \cup \bigcup_{i+1+j=n} K_i \times L_j, \quad n \geq 0.$$ 

We leave it to the reader to define the structure maps of $K \star L$ and to check that this defines a functor $\star : sSet \times sSet \rightarrow sSet$. It follows from those details that $K \star L$ comes with canonical inclusions $K \rightarrow K \star L$ and $L \rightarrow K \star L$. The join operation for simplicial sets is in fact characterized by the following two properties.

**Proposition 2.12.**

(i) The partial join functors $K \star (-) : sSet \rightarrow sSet_{K/}$ and $(-) \star L : sSet \rightarrow sSet_{L/}$ preserve colimits.

(ii) For the standard simplices we find $\Delta^i \star \Delta^j \cong \Delta^{i+1+j}, i, j \geq 0$, and these isomorphisms are compatible with the obvious inclusions of $\Delta^i$ and $\Delta^j$.

The following lemma is immediate and the proof is recommended as an exercise to those readers who just saw these notions for the first time. The solution to this exercise also suggests how to define the structure maps in Definition 2.11.

**Lemma 2.13.** The nerve is compatible with the join constructions in that there is a natural isomorphism $N(A) \star N(B) \rightarrow N(A \star B), A, B \in \text{Cat}$.

To give some examples, we consider the (co)cone constructions and again pushout and pullback diagrams.

**Examples 2.14.**

(i) If $K \in sSet$ is arbitrary and $L = \Delta^0$, then $K^\circ = K \star \Delta^0$ is the right cone or the cocone on $K$. Dually, if $L \in sSet$ is arbitrary then $L^\circ = \Delta^0 \star L$ is the left cone or cone on $L$.

(ii) Let $K = \Lambda^2_0$. Using the description of this horn as a pushout, it follows immediately from Proposition 2.12 that the cocone $(\Lambda^2_0)^>$ is isomorphic to the square $\square = \Delta^1 \times \Delta^1$, i.e., we have the picture

$$
\begin{array}{ccc}
(0,0) & \rightarrow & (1,0) \\
\downarrow & & \downarrow \\
(0,1) & \rightarrow & (1,1).
\end{array}
$$
Note that if $\mathcal{M}$ is a simplicial category then a diagram of this shape in $N_{\Delta}(\mathcal{M})$ consists of five morphisms and two homotopies as depicted by the diagram. In particular, in general, we do not have a commutative square but only a coherent version thereof. This example can be dualized and we obtain a similar isomorphism $(\Lambda^2_2)^{\triangleright} \cong \Delta^1 \times \Delta^1$.

A careful analysis of the join construction allows one to establish the following important properties.

**Proposition 2.15.**

(i) If $\mathcal{C}$ and $\mathcal{D}$ are $\infty$-categories, then the join $\mathcal{C} \star \mathcal{D}$ is again an $\infty$-category.

(ii) If $F: \mathcal{C} \to \mathcal{C'}$ and $G: \mathcal{D} \to \mathcal{D'}$ are equivalences of $\infty$-categories, then also the induced map $F \star G: \mathcal{C} \star \mathcal{D} \to \mathcal{C'} \star \mathcal{D'}$ is an equivalence.

2.3. **Slice construction.** We again begin by recalling the more classical situation of ordinary category theory. Given a category $B$ and an object $x \in B$, one can form the overcategory $B/x$ where objects are morphisms $x' \to x$ in $B$ with target $x$. Given two such objects $x' \to x$, $x'' \to x$, a morphism $(x' \to x) \to (x'' \to x)$ in $B/x$ is simply a morphism $x' \to x''$ in $B$ making the obvious triangle

\[
\begin{array}{ccc}
x' & \to & x'' \\
\downarrow & & \downarrow \\
x & = & x
\end{array}
\]

(2.16) commute.

One generalization of this notion is obtained by replacing the object $x: 1 \to B$ by a more general diagram in $B$. More precisely, if we are given a functor $p: A \to B$, then we can form the slice category $B/p$ of objects over $p$ or cones on $p$. Thus, an object in $B/p$ is simply a cone on $p$, i.e., an object $b \in B$ together with a natural transformation from the constant functor on $b$ to the given $p$. Morphisms in this category are simply morphisms in $B$ which are compatible with the natural transformations. Using the join construction one can see that the slice construction satisfies a universal property: for any category $C$, there is a natural bijection

$$\text{Fun}(C, B/p) \cong \text{Fun}_p(C \star A, B),$$

where the right-hand side denotes all functors $C \star A \to B$ making the following triangle commute

$$\begin{array}{ccc}
A & \to & B \\
\downarrow & & \downarrow \\
C \star A & \to & B
\end{array}$$

To emphasize a bit more that the right-hand side in the above universal property takes certain structure maps into account, we rewrite this as

$$\text{hom}_{\text{Cat}}(C, B/p) \cong \text{hom}_{\text{Cat}_{A/}}(A \to C \star A, A \xrightarrow{p} B), \quad C \in \text{Cat}.$$}

Of course this sounds like an unnecessarily complicated reformulation of something very simple. But the point of this reformulation is that it gives us an idea on how to extend these notions to $\infty$-categories — as it was done by Joyal in [Joy02].

**Proposition 2.17.** Let $p: L \to \mathcal{E}$ be a map of simplicial sets with $\mathcal{E}$ an $\infty$-category. There is an $\infty$-category $\mathcal{E}/p$ characterized by the following universal property: For
every simplicial set $K$, there is a natural bijection

$$\hom_{sSet}(K, \mathcal{C}/p) \cong \hom_{sSet(\Lambda)}(L \to K \ast L, L \to \mathcal{C}).$$

The $\infty$-category $\mathcal{C}/p$ is the $\infty$-category of cones on $p$.

To check that there is such a simplicial set $\mathcal{C}/p$, one can use the universal property as a definition. More precisely, the special cases of the standard simplices $K = \Delta^n$ give us by the Yoneda lemma a description of the $n$-simplices of $\mathcal{C}/p$ as

$$\mathcal{C}/p)_n \cong \hom_{sSet(p)}(L \to \Delta^n \ast L, L \to \mathcal{C}).$$

to show that one actually obtains an $\infty$-category requires more work and will not be done here.

Remark 2.19. (i) One can show that the slice construction is an invariant notion in a certain precise sense.

(ii) In both the classical and the $\infty$-categorical situation the constructions can be dualized. For example, there is the $\infty$-category $\mathcal{C}/p$ of cocones on $p$. Any of the $\infty$-categories $\mathcal{C}/p$ and $\mathcal{C}/p$ is also referred to as a slice $\infty$-category.

There is the following result about the compatibility of the nerve $N: \mathcal{C}at \to sSet$ with slice constructions.

Lemma 2.20. If $p: A \to B$ is a functor, then there is a natural isomorphism of simplicial sets

$$N(B/p) \cong N(B)/N(p).$$

Proof. In simplicial dimension $n$ we have the following chain of natural bijections

$$N(B/p)_n = \hom_{\mathcal{C}at}([n], B/p)$$

$$= \hom_{\mathcal{C}at_A}([n] \ast A, A \to B)$$

$$= \hom_{\mathcal{C}at_{N(A)}}(N(A) \to N([n] \ast A), N(A) \to N(B))$$

$$= \hom_{\mathcal{C}at_{N(A)}}(N(A) \to \Delta^n \ast N(A), N(A) \to N(B))$$

$$= \hom_{\mathcal{C}at}(\Delta^n, N(B)\backslash N(p)),$$

where in step three we used Lemma 2.13 and it is obvious which canonical isomorphisms were used in the remaining steps.

Example 2.21. Let $\mathcal{C}$ be an $\infty$-category and let $x \in \mathcal{C}$ be an object, classified by the map $\kappa_x: \Delta^0 \to \mathcal{C}$. Then the $\infty$-category $\mathcal{C}/\kappa_x$ is called the $\infty$-category of objects over $x$, and is simply denoted by $\mathcal{C}/x$. Dually, the $\infty$-category $\mathcal{C}_{\kappa_x}$ is called the $\infty$-category of objects under $x$, and is denoted by $\mathcal{C}_{x/}$.

Let us spell out some of the details about $\mathcal{C}/x$ in order to convince ourselves that this is the expected coherent version of the corresponding classical construction. By (2.18), an object in $\mathcal{C}/x$ is a map $f: \Delta^1 \cong \Delta^0 \ast \Delta^0 \to \mathcal{C}$ such that $d_0(f) = x$, i.e., we are given a map in $\mathcal{C}$ with target $x$. Similarly, (2.18) tells us that a map in $\mathcal{C}/x$ is given by a 2-simplex $\sigma: \Delta^2 \cong \Delta^1 \ast \Delta^0 \to \mathcal{C}$ such that $\sigma(2) = x$. In the case that $\mathcal{C}$ is the coherent nerve of a (locally fibrant) simplicial category, the picture of $\sigma$ is

$$\xymatrix{ x' & x'' \\
& x, \ar[ru]}
$$

indicating that we obtained the coherent version of (2.16) we were aiming for.
2.4. Final and initial objects. We now come to the $\infty$-categorical variant of final and initial objects. In classical category theory, final objects are characterized by the property that for all objects there is a unique morphism to the final object. In these notes, we take a slightly different approach to the $\infty$-categorical generalization (but see Proposition 2.23). The following definition is not the original one of Joyal [Joy02], but it is an equivalent one as shown in [Joy02].

**Definition 2.22.** An object $x \in \mathcal{C}$ of an $\infty$-category $\mathcal{C}$ is a final object, if the canonical map $\mathcal{C}/x \to \mathcal{C}$ is an acyclic fibration of simplicial sets.

Thus, an object is final if ‘forgetting that we lived above it does not result in a loss of information’. This notion can be reformulated in the following more usual way.

**Proposition 2.23.** The following are equivalent for an object $x$ of an $\infty$-category $\mathcal{C}$.

(i) The object $x$ is final.

(ii) The mapping spaces $\text{Map}_\mathcal{C}(x', x)$ are acyclic Kan complexes for all $x' \in \mathcal{C}$.

(iii) Every simplicial sphere $\alpha: \partial \Delta^n \to \mathcal{C}$ such that $\alpha(n) = x$ can be filled to an entire $n$-simplex $\Delta^n \to \mathcal{C}$.

Corollary 2.24 is an immediate consequence of this proposition, but let us first make precise the notion of a full subcategory of an $\infty$-category. There is a more general notion of subcategories of an $\infty$-category but since we will not need this additional generality we stick to full subcategories. Given objects $D_0 \subseteq C_0$ in an $\infty$-category $\mathcal{C}$, let $D \subseteq \mathcal{C}$ be the simplicial subset consisting precisely of those simplices $\Delta^n \to \mathcal{C}$ which have the property that all vertices belong to $D_0$. Then it is immediate that $D$ is again an $\infty$-category, the full subcategory of $\mathcal{C}$ spanned by $D_0$. Obviously, $D$ comes with an inclusion $D \to \mathcal{C}$.

**Corollary 2.24.** Let $\mathcal{C}$ be an $\infty$-category and let $D \subseteq \mathcal{C}$ be the full subcategory spanned by the final objects of $\mathcal{C}$. Then $D$ is empty or a contractible Kan complex.

*Proof.* This is immediate from Proposition 2.23. □

**Remark 2.25.** The conclusion of Corollary 2.24 is typical for uniqueness statements in $\infty$-category theory: It states that a space ‘parametrizing universal objects’ is empty or a contractible Kan complex. In classical category theory, if universal objects exist then they are unique up to unique isomorphism. This can be reformulated by saying that if universal objects exist then the category of such is a contractible groupoid: the existence of comparison maps shows that it is a connected category, while the uniqueness of these maps tells us that it is a groupoid with no nontrivial endomorphisms. Thus, the possibly non-trivial $\pi_0$ and $\pi_1$ both vanish. Now, with Corollary 1.22 in mind we see that the two uniqueness statements are morally very similar.

One example of such a uniqueness statement was already obtained in the discussion of Theorem 1.18, namely the space of compositions of two composable arrows is a contractible Kan complex. With Corollary 2.24 we have a further example of such a statement. In §2.5 we will define (co)limits as universal objects of certain slice categories and will hence again obtain such uniqueness statements. Let us mention that uniqueness results of this kind are also ubiquitous in the theory of model categories. Compare for example to [Hir03] where many categories of choices (for example, cofibrant replacements) are shown to have contractible nerves.
We conclude by a statement about the compatibility with the nerve construction, but leave the proof to the reader.

**Lemma 2.26.** Let $A$ be a category. An object $a \in A$ is final if and only if $a \in N(A)$ is final.

2.5. **Limits and colimits.** Having the basic categorical notions at our disposal, we are ready to talk about (co)limits in the framework of $\infty$-categories. Recall that the colimit of an ordinary functor $p: A \to B$ consists of an object $\text{colim}_A p$ in $B$ together with a universal cocone. Said differently, such a pair is equivalently specified by an initial object in the category $B_{p/}$ of cocones on $p$. This definition can now readily be extended to $\infty$-categories (see [Joy02]).

**Definition 2.27.** Let $K$ be a simplicial set and let $\mathcal{C}$ be an $\infty$-category. A colimit of a diagram $p: K \to \mathcal{C}$ is an initial object in $\mathcal{C}_{p/}$. An $\infty$-category is cocomplete if it admits colimits of all small diagrams. Dually, we define limits of diagrams and complete $\infty$-categories.

It is an immediate consequence of Corollary 2.24 that for every $p: K \to \mathcal{C}$ the full subcategory $\mathcal{D} \subseteq \mathcal{C}_{p/}$ spanned by the colimits of $p$ is empty or a contractible Kan complex, i.e., that if a colimit exists, then it is unique up to a contractible choice.

**Remark 2.28.**

(i) The nerve functor $N: \mathcal{C}at \to \mathcal{sSet}$ is compatible with the notion of (co)limits.

(ii) The notions of limits and colimits are invariant notions.

One justification for Definition 2.27 is that it extends the classical theory of (co)limits. Although this is certainly a convenient aspect of the notion, there is an additional justification which is more relevant for our purposes (as discussed by Lurie in [Lur09c, Theorem 4.2.4.1]). Namely, there is a precise meaning in that these notions of (co)limits coincides with the notion of homotopy (co)limits in simplicial categories. Joyal was fully aware of this in [Joy02]. References to various aspects of the theory of homotopy (co)limits in other contexts include [BK72], [Vog73], [Hir03], [DHKS04], [Shu06], and [Dug08]. We follow Joyal and Lurie and simply speak of (co)limits instead of homotopy (co)limits, leading to a less heavy terminology.

As a special case we have the following definition; see again Examples 2.14.

**Definition 2.29.** Let $\mathcal{C}$ be an $\infty$-category and let $q: \square \to \mathcal{C}$ be a square.

(i) The square $q$ is a **pushout** if $q: (\Lambda^2_0)^{op} \to \mathcal{C}$ is a colimiting cocone.

(ii) The square $q$ is a **pullback** if $q: (\Lambda^2_2)^{op} \to \mathcal{C}$ is a limiting cone.

Having a good definition of (co)limits available, one would now like to establish batteries of techniques to play with these notions. Many classical facts from the calculus of ordinary (co)limits can be extended to the context of $\infty$-categories, although the proofs of even fundamental statements are significantly harder in this framework. Nevertheless, such an extension was achieved to an impressive extent by Lurie in [Lur09c].

Instead of pursuing this any further, we conclude this section by two more perspectives, one dealing with the fact that the underlying $\infty$-category of a (simplicial) combinatorial model category is (co)complete, and the other one with derivators.
as a convenient framework encoding the calculus of Kan extensions available in (co)complete ∞-categories.

**Perspective 2.30.** A model category is by definition a category admitting (at least finite) limits and colimits. At least equally interesting, model categories allow for a calculus of homotopy (co)limits, and it is thus natural to wonder if the underlying ∞-category of a model category is (co)complete. Morally, this should be true for any model category (see **Perspective 2.31** for some justification of this statement), but until now proofs were only written up in the case of combinatorial model categories (see §3.2 for some basics on combinatorial model categories although no details are needed for the understanding of this perspective). The main steps in the case of simplicial combinatorial model categories are as follows.

(i) First, one introduces cofinal morphisms of simplicial sets [Lur09c, p.224]. In the case that the target of the morphism is an ∞-category, one can give a definition which is the ‘expected analogue’ of the classical variant. For this, let \( v: K \to \mathcal{C} \) be a diagram and let \( \mathcal{C} \) be an ∞-category. Then for every object \( x \in \mathcal{C} \), consider the following pullback diagram

\[
\begin{array}{ccc}
\mathcal{C}_{x/} & \times & K \\
\downarrow & & \downarrow \\
\mathcal{C}_{x/} & \rightarrow & \mathcal{C},
\end{array}
\]

in which \( \mathcal{C}_{x/} \to \mathcal{C} \) sends an object \( x \to x' \) to its target. The morphism \( v \) is cofinal if the above pullback is contractible for every \( x \in \mathcal{C} \). Recall from classical category theory that the cofinality of a functor can be characterized by the connectivity of similar undercategories. The case of morphisms of arbitrary simplicial sets is more subtle and was first treated by Joyal [Joy].

(ii) A justification for the terminology of a cofinal morphism \( v: K \to K' \) is given by the following result: if an ∞-category admits colimits of shape \( K \) then it also admits colimits of shape \( K' \) (see [Lur09c, §4.1] for further and more precise statements).

(iii) Lurie shows next that for every simplicial set \( K \) there is a category \( A \) and a cofinal functor \( N(A) \to K \) [Lur09c, p.255]. Thus, concerning existence questions for colimits, one can restrict attention to diagrams defined on nerves of categories.

(iv) A further ingredient is that homotopy coherent diagrams (**Perspective 2.6**) in the ∞-category underlying a simplicial model category can be rigidified, and that the two possibly different notions of (homotopy) colimits coincide.

All these results can be combined to establish the (co)completeness of the ∞-category underlying a simplicial combinatorial model category. Obviously, this lies outside the scope of these notes, but is treated in detail in [Lur09c, §4.1-4.2]. Lurie also establishes a similar result for combinatorial model categories in [Lur11, §1].

**Perspective 2.31.** Having a notion of (co)limits at our disposal, one might wonder if there is also a way to extend the theory of Kan extension to the context of ∞-categories and hence to obtain a ‘relative theory of (co)limits’. Joyal and Lurie showed this to be possible, and many of the key formal properties of Kan extension are still true in this ∞-categorical framework.
We begin by recalling the concept of Kan extensions from ordinary category theory. Let us focus on left Kan extensions but everything can be dualized to right Kan extensions. Given a category $\mathcal{C}$ and a functor $u: A \to B$ between small categories, then we can consider the precomposition functor $u^*: \mathcal{C}^B \to \mathcal{C}^A$. A left Kan extension $\text{Lan}_u: \mathcal{C}^A \to \mathcal{C}^B$ along $u$ is a left adjoint to $u^*$, 

$$(\text{Lan}_u, u^*): \mathcal{C}^A \rightleftarrows \mathcal{C}^B.$$

As a special case, associated to a small category $A$ there is the unique functor $\pi_A: A \to 1$ to the terminal category, and in this case left Kan extensions along $\pi_A$ reduce to ordinary colimits of shape $A$. One can show, more generally, that arbitrary left Kan extensions always exist if the target category $\mathcal{C}$ is cocomplete.

This sounds like a fairly abstract concept but many important constructions are special cases of (combinations of) homotopy Kan extensions, i.e., suitably derived versions of ordinary Kan extensions. This is for example the case for cones, fibers, suspensions, loops, Baratt–Puppe sequences, pushout products, homotopy tensor products of functors, homotopy orbits, homotopy fixed points, homotopy (co)limits, and spectrifications of prespectrum objects.

A key feature of the calculus of (homotopy) Kan extensions is that they can be calculated pointwise. In the case of ordinary left Kan extensions in cocomplete categories this means the following. Given a diagram $X: A \to \mathcal{C}$ and an object $b \in B$, then a certain canonical map

$$\text{colim}_{(A/b)} X \circ p \to \text{Lan}_u(X)_b$$

is an isomorphism. As mentioned above, the theory of Kan extensions can be extended to the framework of $\infty$-categories, and it turns out that Kan extensions for $\infty$-categories can also be calculated pointwise as well as homotopy Kan extensions in model categories.

There is an alternative approach to abstract homotopy theory which focuses on these Kan extensions and which can be motivated as follows. Recall that, despite their usefulness in many contexts, ordinary homotopy categories or derived categories are categorically rather badly behaved. In typical situations the only categorical (co)limits which exist are final or initial objects and (finite) products and coproducts. Moreover, the powerful calculus of homotopy Kan extensions is not visible to the homotopy category alone. As a punchline, the transition from a model category or complete and cocomplete $\infty$-category to the homotopy category results in a serious loss of information.

The theory of derivators going back to Heller [Hel88], Grothendieck [Gro], Keller [Kel91], Franke [Fra96], and probably others addresses this issue (see [Gro] for many references): a derivator can be considered as a minimal extension of an ordinary homotopy category to a framework in which this calculus is available. Roughly speaking, a derivator $\mathcal{D}$ consists of homotopy categories $\mathcal{D}(A)$ of $A$-shaped coherent diagrams together with restriction maps $u^*: \mathcal{D}(B) \to \mathcal{D}(A)$. The key defining property of a derivator is that each $u^*$ admits a left adjoint and a right adjoint, and that these Kan extensions can be calculated pointwise. In particular, in a derivator homotopy (co)limits can be characterized by ordinary categorical universal properties, and the theory is hence accessible by elementary categorical methods.
Cisinski showed that every model category has an underlying derivator (see [Cis03] for the general case and [Gro13] for an easy proof in the case of combinatorial model categories) — and this is one reason why we expect that every model category has an underlying (co)complete $\infty$-category. Similarly, in [GPS13] there is a sketch proof that every complete and cocomplete $\infty$-category has an underlying derivator. Thus, derivators can be considered as a convenient, purely categorical framework for a formal study of the calculus of homotopy Kan extensions which is available in complete and cocomplete $\infty$-categories and model categories and hence in various contexts arising in algebra, geometry, and topology. Derivators were recently studied by Ayoub [Ayo07a, Ayo07b], Cisinski [Cis08], Maltsiniotis [Mal07, Mal12], Tabuada [Tab08] and others. See the webpage [Gro] for more references.

3. Presentable $\infty$-categories and the relation to model categories

In this section we give a short introduction to presentable $\infty$-categories, a class of $\infty$-categories having very good formal properties. For example, the adjoint functor theorem of Freyd takes in this context the form that a functor is a left adjoint if and only if it preserves colimits, and there is also a result for right adjoint functors. Besides these good formal properties, it turns out that a good deal of mathematics is encoded by presentable $\infty$-categories. Many typical $\infty$-categories showing up in nature, e.g., in algebra, topology, or (derived) algebraic geometry are presentable.

The main reason for us to include a short discussion of presentable $\infty$-categories is that they play an essential role in Lurie’s treatment of the smash product on the $\infty$-category of spectra (see §5). Moreover, they allow us to indicate a more precise relation between $\infty$-categories and model categories (see §3.3 and, in particular, Theorem 3.21). Nevertheless, the reader can skip this section on a first reading since this will only affect the understanding of some of the statements in §5.

The theory of presentable $\infty$-categories has (at least) two precursors; locally presentable categories in the classical context as well as combinatorial model categories in the homotopical framework. We emphasize that, in all these three cases, there are two main ideas in the background, which help organize the material.

(i) The idea of passing from a small category to a cocomplete category in a universal way is realized by categories of presheaves in the classical case, and by model categories and $\infty$-categories of simplicial presheaves in the remaining two. One can think of this passage as some kind of free generation.

(ii) All locally presentable categories can be obtained as certain localizations of presheaf categories, and similarly in the homotopical contexts using suitable notions of (Bousfield) localizations. The passage to (Bousfield) localizations can be thought of as a way of imposing relations.

3.1. Locally presentable categories. In this subsection we give a short review of the theory of locally presentable categories. For more details we refer to [GU71, MP89, AR94] or [Bor94a, Bor94b].

To begin with, let us again take up the idea that categories of presheaves (with values in sets) can be considered as cocompletions. If $A$ is a small category, then we denote by $y: A \to \text{Fun}(A^{\text{op}}, \text{Set})$ the Yoneda embedding which sends $a \in A$ to the represented presheaf $\text{hom}_A(-, a)$. Associated to each presheaf $X: A^{\text{op}} \to \text{Set}$ there is the comma category $(y/X)$. Objects of $(y/X)$ are pairs $(a, \alpha)$ consisting
of an object \(a \in A\) and a natural transformation \(\alpha: y(a) \to X\), and a morphism \(f: (a, \alpha) \to (a', \alpha')\) is a morphism \(f: a \to a'\) in \(A\) such that the diagram

\[
\begin{array}{ccc}
y(a) & \xrightarrow{y(f)} & y(a') \\
\downarrow{\alpha} & & \downarrow{\alpha'} \\
X & \xleftarrow{f} & X
\end{array}
\]

commutes. (Note that the Yoneda lemma implies that this category is isomorphic to the category of elements of \(X\).) The category \((y/X)\) comes with a projection functor \(p: (y/X) \to A\) sending a pair \((a, \alpha)\) to \(a\), and we can hence consider the composition

\[(y/X) \xrightarrow{p} A \xrightarrow{y} \text{Fun}(A^{op}, \text{Set}).\]

Using these diagrams one can make precise that presheaves on small categories are canonically colimits of representable ones (see for example [ML98, p.76]).

**Proposition 3.1.** Let \(A\) be a small category and let \(X: A^{op} \to \text{Set}\) be a set-valued presheaf. There is a canonical isomorphism

\[
\text{colim}_{(y/X)} y \circ p \cong X.
\]

Recall that if \(\mathcal{C}\) is a cocomplete category then also the associated functor categories \(\text{Fun}(A, \mathcal{C})\) are cocomplete (and colimits are defined pointwise). In particular, given a small category \(A\), then the presheaf category \(\text{Fun}(A^{op}, \text{Set})\) is cocomplete (actually complete and cocomplete). The proposition tells us in a certain vague sense that \(\text{Fun}(A^{op}, \text{Set})\) should be the universal approximation of \(A\) by a cocomplete category: since every presheaf is canonically a colimit of representable presheaves we did not add too much by passing to this cocomplete category. Thus, we think of the passage to presheaves as an **cocompletion** or, more informally, as a **free generation**. In order to make a more precise statement, let \(\text{Fun}^L(\_ , \_ )\) denote the category of colimit-preserving functors. The following result seems to go back to Ulmer [Ulm68, Rmk. 2.29].

**Theorem 3.2.** Let \(A\) be a small category and let \(\mathcal{C}\) be a cocomplete category. The restriction along the Yoneda embedding \(y: A \to \text{Fun}(A^{op}, \text{Set})\) induces an equivalence of categories

\[
y^*: \text{Fun}^L(\text{Fun}(A^{op}, \text{Set}), \mathcal{C}) \xrightarrow{\sim} \text{Fun}(A, \mathcal{C}).
\]

To motivate the notion of a locally presentable category we recall Freyd’s Adjoint Functor Theorem. Let \(F: \mathcal{C} \to \mathcal{D}\) be a functor between cocomplete categories. It is obvious that if \(F\) is a left adjoint, then \(F\) preserves all colimits, but, in general, the converse is not true. There is the celebrated **Adjoint Functor Theorem** of Freyd (see [Fre03, pp. 84-86] or [ML98, p. 121]) which gives necessary and sufficient conditions for the existence of a right adjoint. Slightly more precisely, the following are equivalent for a functor \(F: \mathcal{C} \to \mathcal{D}\) between cocomplete categories.

(i) The functor \(F\) is a left adjoint.

(ii) The functor \(F\) preserves colimits and the **solution-set-condition** is satisfied.

Without going into detail, let us only mention that the solution-set-condition states that a certain class of arrows turns out to be small enough to actually form a set. Hence, one can imagine that this condition is automatically satisfied if we impose some ‘smallness conditions’ on the categories. Recall that a **small, cocomplete**
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category is necessarily a poset ([ML98, p.114]). Thus, in order to not rule out interesting examples, it is essential that these ‘smallness conditions’ are chosen in a smart way.

**Definition 3.3.** A category is **locally presentable** if it is cocomplete and accessible.

The accessibility assumption in this definition is the smallness assumption alluded to above. The idea is that a category $\mathcal{C}$ is accessible if it admits certain filtered colimits and if it is formally determined by some small subcategory $\mathcal{D}$ consisting of small objects. To make this more precise, let us consider a regular cardinal number $\kappa$. A category $\mathcal{C}$ is $\kappa$-**accessible** if $\mathcal{C}$ admits $\kappa$-filtered colimits and if there is a small subcategory $\mathcal{D} \subseteq \mathcal{C}$ such that the following two conditions are satisfied.

(i) Every object of $\mathcal{C}$ can be canonically written as a $\kappa$-filtered colimit of objects in $\mathcal{D}$ (more technically, the inclusion $\mathcal{D} \to \mathcal{C}$ is dense).

(ii) The set-valued functors $\text{hom}_{\mathcal{C}}(\cdot, -) : \mathcal{C} \to \text{Set}$, $d \in \mathcal{D}$, preserve $\kappa$-filtered colimits — expressing the idea that objects in $\mathcal{D}$ are small.

We say that a category is **accessible** if it is $\kappa$-accessible for some $\kappa$. Similarly, a functor $F : \mathcal{C} \to \mathcal{D}$ is $\kappa$-**accessible** if $\mathcal{C}$ and $\mathcal{D}$ admit $\kappa$-filtered colimits and if they are preserved by $F$. Finally, a functor is **accessible** if it is $\kappa$-accessible for some $\kappa$.

For more details on the rich theory of accessible and locally presentable categories we again refer to [GU71, MP89, AR94] or [Bor94a, Bor94b]. But let us emphasize that every locally presentable category is also a **complete** category. To indicate the ubiquity of locally presentable categories, we include the following list of examples.

**Examples 3.4.**

(i) The category $\text{Set}$ of sets is locally presentable.

(ii) If $A$ is a small category, then the category $\text{Fun}(A^{\text{op}}, \text{Set})$ of presheaves on $A$ is locally presentable. In particular, the category $\text{sSet}$ of simplicial sets is locally presentable.

(iii) For a ring $R$ the categories $\text{Mod}(R)$ of $R$-modules and $\text{Ch}(R)$ of chain complexes over $R$ are locally presentable.

(iv) Recall that an abelian category with exact filtered colimits is Grothendieck abelian (see [Gro57] and [Fai73, §14]) if it admits a generator. It can be shown that an abelian category with exact filtered colimits is Grothendieck if and only if it is locally presentable. Important examples are given by categories of quasi-coherent $\mathcal{O}_X$-modules on any scheme $X$.

(v) Categories of modules of (multi-sorted) algebraic theories are locally presentable [ARV11, §6].

(vi) If $T : \mathcal{C} \to \mathcal{C}$ is an accessible monad on a locally presentable category, then the category of $T$-algebras is locally presentable [AR94].

(vii) Every Grothendieck topos [SGA72a, Bor94c, MLM94] is locally presentable.

(viii) The category $\text{Cat}$ of small categories is locally presentable. More generally, if $\mathcal{M}$ is a locally presentable, symmetric monoidal category, then the category $\mathcal{M}_{\text{Cat}}$ of $\mathcal{M}$-enriched categories is locally presentable (see [KL01]).

(ix) The category $\text{Top}$ of topological spaces is not locally presentable, but this can be fixed by passing to the Quillen equivalent category of $\Delta$-generated spaces. It is shown in [FR08] that this category is locally presentable.

Here is the simplified form of the adjoint functor theorem for locally presentable categories.
Theorem 3.5.  
(i) A functor between locally presentable categories is a left adjoint if and only if it preserves colimits.
(ii) A functor between locally presentable categories is a right adjoint if and only if it preserves limits and is accessible.

There are variants of the first part of the theorem in slightly different settings as the classical Brown representability theorem in stable homotopy theory [Bro62], the Brown representability results for triangulated categories [Nee01, §8], Watt’s theorems in homological algebra [Rot79, §5.3], representability theorems for Grothendieck categories [KS06, p.186], as well as versions of Watt’s theorem in homotopical algebra [Hov10].

It turns out that up to equivalence all locally presentable categories can be obtained as certain localizations of presheaf categories. To state this more precisely, let us begin by recalling that a reflective localization is an adjunction \((L,R): \mathcal{C} \rightleftarrows \mathcal{D}\) such that the right adjoint \(R\) is fully faithful (see for example [Bor94a, §3.5 and §5.3]). In this situation it follows that \(\mathcal{D}\) is equivalent to the localization \(\mathcal{C}[S^{-1}]\) where \(S\) is the class of morphisms in \(\mathcal{C}\) which are sent to isomorphisms by \(L\). This is nicely illustrated by the following example.

Example 3.6. Let \(\delta: \text{Set} \to s\text{Set}\) be the discrete simplicial set functor. The adjunction \((\pi_0, \delta): s\text{Set} \rightleftarrows \text{Set}\) is a reflective localization. Thus, if in \(s\text{Set}\) we invert all maps inducing isomorphisms on \(\pi_0\) then we simply get (discrete simplicial) sets.

We want to emphasize that the typical terminology from Bousfield localization theory [Bou75] makes already perfectly well sense in this classical context, and that reflective localizations can be nicely described using that terminology (see Proposition 3.8). Since this does not seem to be over-emphasized in the literature, we even include a proof of Proposition 3.8.

Definition 3.7. Let \(\mathcal{C}\) be a category and let \(S\) be a class of morphisms in \(\mathcal{C}\).

(i) An object \(c\) in \(\mathcal{C}\) is \(S\)-local if \(f^*: \text{hom}_C(c_2, c) \to \text{hom}_C(c_1, c)\) is a bijection for all \(f: c_1 \to c_2\) in \(S\).

(ii) A morphism \(f: c_1 \to c_2\) in \(\mathcal{C}\) is an \(S\)-local equivalence if for all \(S\)-local objects \(c \in \mathcal{C}\) the map \(f^*: \text{hom}_C(c_2, c) \to \text{hom}_C(c_1, c)\) is a bijection.

Proposition 3.8. Let \((L,R): \mathcal{C} \rightleftarrows \mathcal{D}\) be a reflective localization and let \(S\) be the morphisms in \(\mathcal{C}\) which are inverted by \(L\).

(i) The essential image of \(R\) consists precisely of the \(S\)-local objects.
(ii) The \(S\)-local equivalences are precisely the maps in \(S\).

Proof. We begin with a proof of the first statement and consider \(c = Rd\) in the image of \(R\) together with a morphism \(f: c_1 \to c_2\) in \(S\). The naturality of the adjunction isomorphism

\[
\begin{array}{ccc}
\text{hom}_C(c_2, Rd) & \xrightarrow{\cong} & \text{hom}_D(Lc_2, d) \\
\downarrow f^* & & \downarrow (Lf)^* \\
\text{hom}_C(c_1, Rd) & \xrightarrow{\cong} & \text{hom}_D(Lc_1, d)
\end{array}
\]

implies that \(Rd\) is \(S\)-local since \(Lf\) is an isomorphism by definition of \(S\).

The converse implication is more involved. Let \(c \in \mathcal{C}\) be an \(S\)-local object. We want to show that \(c\) lies in the essential image of \(R\). By abstract nonsense this is
the case if and only if the adjunction unit $\eta_c: c \to RLc$ is an isomorphism. Since the right adjoint functor $R$ is fully faithful, the adjunction counit $\epsilon: LR \to \text{id}$ is an isomorphism. It follows from the triangular identity $\text{id} = \epsilon_L \circ L\eta: L \to LRL \to L$ that $L\eta$ is an isomorphism, i.e., that the components of $\eta$ lie in $S$. Since $c$ is $S$-local we obtain a bijection

$$\eta^*_c: \text{hom}_C(RLc, c) \to \text{hom}_C(c, c),$$

and hence a unique $g: RLc \to c$ such that $g \circ \eta_c = \text{id}$. To conclude this converse direction it suffices to show that also $\eta_c \circ g$ is the identity. First, the relation $g \circ \eta_c = \text{id}$ implies by an additional application of the above triangular identity that $Lg \circ L\eta_c = \text{id}_{Lc} = \epsilon_{Lc} \circ L\eta_c$, and hence that $Lg = \epsilon_{Lc}$ since $L\eta_c$ is an isomorphism. This equality together with the commutativity of

$$\begin{array}{ccc}
RLc & \xrightarrow{g} & c \\
\downarrow_{\eta_{RLc}} & & \downarrow_{\eta_c} \\
RLRLc & \xrightarrow{RLg} & RLc
\end{array}$$

yields the following chain of equalities

$$\eta_c \circ g = RLg \circ \eta_{RLc}$$

$$= R\epsilon_{Lc} \circ \eta_{RLc}$$

$$= (R\epsilon \circ \eta_R)_{Lc}$$

$$= \text{id}_{RLc},$$

where the last step is again given by a triangular identity. This concludes the proof of the first statement. The second statement follows now easily from (3.9) and the Yoneda lemma. \hfill \Box

With this preparation, we now state the ‘classification result of locally presentable categories’ (see for example [AR94]). Let us recall that an accessible, reflective localization is a reflective localization $(L, R)$ such that the right adjoint $R$ is accessible, i.e., preserves $\kappa$-filtered colimits for a sufficiently large regular cardinal $\kappa$.

**Theorem 3.10.** A category is locally presentable if and only if it is equivalent to an accessible, reflective localization of $\text{Fun}(A^{op}, \text{Set})$ for some small category $A$.

Thus, a category is locally presentable if and only if it can be obtained from a small category by a free generation (cocompletion) followed by imposing relations in a suitable way (accessible reflective localization). In §3.2 and §3.3 we will see that there are variants of Theorem 3.2 and Theorem 3.10 valid in the context of model categories or $\infty$-categories.

### 3.2. Combinatorial model categories.

One reason why set-valued presheaves play such a central role in classical category theory is that questions about the existence of universal constructions can be reformulated as representability questions for certain set-valued presheaves. In higher category theory, the representable functors take values in the category of simplicial sets. So one might expect that the central role is now taken by simplicial presheaf categories. In the world of model categories, these were intensively studied by Jardine (see for example [Jar87]).
Recall that the category $sSet$ of simplicial sets can be endowed with the Kan–Quillen model structure. Since this model structure is cofibrantly-generated it follows that, for every small category $A$, the category $\text{Fun}(A^{\text{op}}, sSet)$ inherits the projective model structure [BK72]. Let us recall that a morphism $f: X \to Y$ in $\text{Fun}(A^{\text{op}}, sSet)$ is a

(i) **projective fibration** if each $f_a: X_a \to Y_a$ is a Kan fibration,
(ii) **projective weak equivalence** if each $f_a: X_a \to Y_a$ is a weak equivalence,
(iii) and a **projective cofibration** if it has the left lifting property with respect to all maps which are simultaneously projective fibrations and projective weak equivalences.

Dugger shows in [Dug01b] that these projective model structures on simplicial presheaves are ‘universal homotopy theories’, i.e., can be thought of as ‘homotopical cocompletions’. In order to make this more precise let us recall that the Yoneda embedding $y_A: A \to \text{Fun}(A^{\text{op}}, sSet)$ is **dense**, which simply means that every presheaf is canonically a colimit of representable ones (as made precise by Proposition 3.1).

Of course, since $\text{Fun}(A^{\text{op}}, sSet)$ is itself isomorphic to the presheaf category $\text{Fun}((A \times \Delta)^{op}, sSet)$ it follows that $A \times \Delta$ is densely embedded in $\text{Fun}(A^{\text{op}}, sSet)$, essentially by the Yoneda embedding $y_{A \times \Delta}$. But this is not what we want to do here. Instead, we want to combine the discrete simplicial set functor $\delta: \Delta \to sSet$ with the Yoneda embedding $y_A: A \to \text{Fun}(A^{\text{op}}, sSet)$ in order to obtain

$$\delta_* \circ y_A: A \to \text{Fun}(A^{\text{op}}, sSet) \to \text{Fun}(A^{\text{op}}, sSet).$$

This can be used to make precise that every simplicial presheaf is canonically a homotopy colimit of simplicial presheaves in the image of $\delta_* \circ y_A$. The universality of the homotopy theory

$$U(A) = \text{Fun}(A^{\text{op}}, sSet)_{\text{proj}}$$

is expressed by the following theorem, but we refer the reader to [Dug01b] for more precise formulations of both the theorem and the ‘homotopical density’ of (3.11). The theorem is a model category theoretic variant of Theorem 3.2.

**Theorem 3.12** ([Dug01b]). Let $A$ be a small category and let $\mathcal{M}$ be a model category. Every functor $Q: A \to \mathcal{M}$ factors over the model category $U(A)$, i.e., there is a left Quillen functor $L: U(A) \to \mathcal{M}$ together with a natural weak equivalence

$$\begin{array}{ccc}
A & \xrightarrow{\delta_* \circ y_A} & U(A) \\
Q \downarrow & \searrow & \downarrow L \\
\mathcal{M} & & \mathcal{M}.
\end{array}$$

Moreover, the category of such factorizations is contractible.

The idea of the proof is as follows. Since the functor $\delta_* \circ y_A$ is homotopically dense, every simplicial presheaf $X$ is canonically a homotopy colimit of things coming from $A$. A left Quillen functor necessarily has to preserve these homotopy colimits, and for the building blocks of the corresponding diagrams the functor $Q$ already dictates the values in $\mathcal{M}$. Thus, one formally realizes the canonical homotopy colimits of simplicial presheaves in the target model category $\mathcal{M}$ by means of the ‘test diagram’ $Q$. The fact that we only expect factorizations up to natural
weak equivalences is related to cofibrancy issues; see [Dug01b]. For an alternative proof of this universality see also [RT03].

Having a basic understanding of ‘homotopical cocompletions’, we now turn to an analogue of locally presentable categories in the framework of model categories. The following definition is due to J. Smith (unpublished). Reference for this notion include [Bek00, Dug01a, Lur09c, Ros09].

**Definition 3.13.** A model category is **combinatorial** if the model structure is cofibrantly generated and if the underlying category is locally presentable.

This class of model categories has good technical properties. For example diagram categories \( \text{Fun}(A,M) \) with values in a combinatorial model category can always be endowed with both the projective and the injective model structure. This makes the discussion of homotopy colimits and homotopy limits particularly tractable. A further convenient property is that (left proper) combinatorial model categories admit a good theory of (Bousfield) localizations. Bousfield localizations are a homotopical analogue of the reflective localizations in ordinary category theory. They are based on homotopical versions of the notions of \( S \)-local objects and \( S \)-local equivalences (Definition 3.7) which in turn are obtained by replacing the morphism sets by homotopy function complexes. For more details on these homotopy function complexes see [DK80c, DK80a, DK80b] and [Hov99, Hir03], and for details on Bousfield localization theory see [Bou75] and [Hir03, Part 1].

In [Dug01a] Dugger shows that ‘combinatorial model categories have presentations’. By this he means that up to Quillen equivalence, every combinatorial \( M \) can be obtained as a left Bousfield localization of a universal homotopy theory in the sense of [Dug01b].

**Theorem 3.14 ([Dug01a]).** Every combinatorial model category \( M \) has a presentation. More precisely, there is a small category \( A \), a set \( S \) of morphisms in \( U(A) \), and a left Quillen equivalence \( U(A)[S^{-1}] \rightarrow M \), where \( U(A)[S^{-1}] \) denotes the left Bousfield localization.

This theorem is a model category theoretic analogue of Theorem 3.10.

### 3.3. Presentable \( \infty \)-categories

Similarly to the case of model categories also in the context of \( \infty \)-categories a key role is played by \( \infty \)-categories of simplicial presheaves. Recall that we denote the \( \infty \)-category of spaces by \( \mathbb{S} = N_{\Delta}(\text{Kan}) \) (see Examples 1.40). Given a small simplicial set \( K \), the \( \infty \)-category \( \mathcal{P}(K) \) of (simplicial) presheaves on \( K \) is defined by

\[
\mathcal{P}(K) = \text{Fun}(K^{op}, \mathbb{S}).
\]

It follows from Proposition 2.5 that \( \mathcal{P}(K) \) is an \( \infty \)-category.

In order to define the Yoneda embedding let us recall from §1.2 that we have the adjunction \((C[-], N_{\Delta}) : s\text{Set} \rightleftharpoons s\text{Cat} ; \text{see (1.28)}\). Given an arbitrary simplicial set \( K \), then, in general, the simplicial category \( C[K] \) is not locally fibrant (Perspective 1.41). This can be fixed by choosing a product-preserving fibrant replacement functor for \( s\text{Set} \), like the one induced by the Quillen equivalence \( s\text{Set} \rightleftharpoons \text{Top} \) or Kan’s \( \text{Ex}^{\infty} \)-functor; see [Kan57]. Composing the mapping space functor of \( C[K] \) with such a replacement functor, we obtain a simplicial functor \( C[K]^{op} \times C[K] \rightarrow \text{Kan} \). Combining this with the canonical map \( C[K]^{op} \times K \rightarrow C[K]^{op} \times C[K] \) and...
passing to adjoints, this yields a map \( K^{\text{op}} \times K \to N_{\Delta}(\text{Kan}) = S \). The exponential law finally gives us the Yoneda embedding

\[
y: K \to \text{Fun}(K^{\text{op}}, S) = \mathcal{P}(K),
\]

which can be shown to be fully faithful ([Lur09c, Prop. 5.1.3.1]).

The Yoneda embedding provides a model for the cocompletion. In order to make this precise let us introduce the following notation. Given \( \infty \)-categories \( \mathcal{C} \) and \( \mathcal{D} \), we denote by

\[
\text{Fun}^L(\mathcal{C}, \mathcal{D}) \subseteq \text{Fun}(\mathcal{C}, \mathcal{D})
\]

the full subcategory spanned by the colimit-preserving functors. Lurie establishes the following result ([Lur09c, Thm. 5.1.5.6]) which is an \( \infty \)-categorical version of Theorem 3.2.

**Theorem 3.16.** Let \( K \) be a small simplicial set and let \( \mathcal{C} \) be a cocomplete \( \infty \)-category. Restriction along the Yoneda embedding (3.15) induces an equivalence of \( \infty \)-categories

\[
\text{Fun}^L(\mathcal{P}(K), \mathcal{C}) \simeq \text{Fun}(K, \mathcal{C}).
\]

In particular, the \( \infty \)-category \( S \) of spaces is freely generated by \( \Delta^0 \in S \) in the sense of the following corollary.

**Corollary 3.17.** For any cocomplete \( \infty \)-category \( \mathcal{C} \) the evaluation on the 0-simplex \( \Delta^0 \in S \) induces an equivalence of \( \infty \)-categories

\[
\text{Fun}^L(S, \mathcal{C}) \simeq \mathcal{C}.
\]

In [Lur09c, §4] Lurie establishes batteries of techniques which allow us to manipulate (co)limits in the context of \( \infty \)-categories. In [Lur09c, §5] more advanced notions are introduced, including filtered colimits and small objects. Once the basic notions are in place, more advanced concepts from classical category theory can be formally extended to the \( \infty \)-categorical framework. We want to emphasize once more that although impressively many statements are still true in this more general framework, at least at present the proofs, in general, are more involved.

**Definition 3.18.** An \( \infty \)-category is **presentable** if it is cocomplete and accessible.

Similarly to ordinary category theory, it can be shown that a presentable \( \infty \)-category is automatically also complete ([Lur09c, Cor. 5.5.2.4]). There are also \( \infty \)-categorical variants of Freyd’s special adjoint functor theorem (see Theorem 3.5). A first step towards this of course consists of making precise the notion of an adjunction between two \( \infty \)-categories. We will not get into this here and instead refer the reader to [Lur09c, p.337] and [Lur09a, §3]. With this concept at hand, there is the following result due to Lurie ([Lur09c, Cor. 5.5.2.9]).

**Theorem 3.19.** (i) A functor between presentable \( \infty \)-categories is a left adjoint if and only if it preserves colimits.

(ii) A functor between presentable \( \infty \)-categories is a right adjoint if and only if it preserves limits and is accessible.

Lurie also establishes a classification result for presentable \( \infty \)-categories similar to the one given by Theorem 3.10. Using the concept of an adjunction of \( \infty \)-categories, one can extend additional concepts from ordinary category theory to the context of \( \infty \)-categories. A functor between two \( \infty \)-categories is a **reflective**
localization if it admits a fully faithful right adjoint, and there is also the notion of an accessible, reflective localization. With these definitions at hand, the classification result for presentable ∞-categories takes the following form as proved by Lurie as \([Lur09c, \text{Thm. 5.5.1.1}]\). In that section, Lurie attributes the result to Simpson \([Sim07]\).

**Theorem 3.20.** For an ∞-category \(\mathcal{C}\) the following are equivalent.

(i) The ∞-category \(\mathcal{C}\) is presentable.

(ii) There is a small ∞-category \(\mathcal{D}\) such that \(\mathcal{C}\) is an accessible, reflective localization of \(\mathcal{P}(\mathcal{D})\).

In light of Theorem 3.20, if one wants to understand presentable ∞-categories then it seems to be important to have good control over accessible localizations of ∞-categories of presheaves or, more generally, of presentable ∞-categories. Given a reflective localization \((L, R): \mathcal{C} \rightleftarrows \mathcal{D}\) let us also write \(L: \mathcal{C} \to \mathcal{C}\) for the localization functor \(\mathcal{C} \to \mathcal{D} \to \mathcal{C}\), and let \(S_L\) be those maps in \(\mathcal{C}\) which are sent to equivalences by \(L\). An object \(x \in \mathcal{C}\) is \(S_L\)-local if all maps \(f^*: \text{Map}_\mathcal{C}(z, x) \to \text{Map}_\mathcal{C}(y, x)\) induced by \(f \in S_L\) are weak equivalences. One can then show that the essential image of \(L\) consists precisely of the \(S_L\)-local objects (see \([Lur09c, \text{Prop. 5.5.4.2}]\)).

In particular, an accessible localization \(L\) of a presentable ∞-category \(\mathcal{C}\) is thus completely determined by the class \(S_L\). In that case, the class \(S_L\) is closed under the formation of colimits in \(S_L\) as a subcategory of \(\mathcal{C}\)\(^{[1]}\), is stable under the formation of retracts, contains the equivalences, satisfies the 2-out-of-3 property (with respect to 2-simplices), and is stable under cobase change. Lurie calls a class of morphisms with these closure properties strongly saturated. Intersections of strongly saturated classes are again strongly saturated as is the class of all morphisms. Thus, for each class \(T\) of morphisms in \(\mathcal{C}\) there is a smallest strongly saturated class \(\bar{T}\) which contains \(T\). We call a strongly saturated class \(S\) of small generation if there is a subset \(T \subseteq S\) such that \(S = \bar{T}\). Lurie establishes the wonderful fact that a strongly saturated class \(S\) in a presentable ∞-category \(\mathcal{C}\) is of small generation if and only if there is an accessible localization \(L: \mathcal{C} \to \mathcal{C}\) such that \(S = S_L\) (see \([Lur09c, \text{§5.5.4}]\)).

Lurie then shows that in the case of simplicial presheaves the localization theory of ∞-categories interacts nicely with the localization theory of certain associated model categories (see \([Lur09c, \text{Appendix 3.7}]\)). Having established all this theory, he is then able to build on Dugger’s work \([Dug01a]\) in order to deduce the following result (see \([Lur09c, \text{Appendix 3}]\)).

**Theorem 3.21.** An ∞-category \(\mathcal{C}\) is presentable if and only if there is a combinatorial, simplicial model category \(\mathcal{M}\) such that \(\mathcal{C}\) is equivalent to the underlying ∞-category \(\mathcal{N}_\Delta(\mathcal{M}_{\text{uf}})\).

In this section we considered the ‘theme of locally presentable categories’ in three different frameworks, namely in ordinary category theory, in model category theory, and in ∞-category theory. We conclude this section with a short perspective in which we give an outlook on similar pictures for Grothendieck topoi and algebraic categories.

**Perspective 3.22.** (i) Let us recall that a Grothendieck topos can be defined as a category equivalent to a category of set-valued sheaves on a Grothendieck site; references for this vast subject include the original \([SGA72a, SGA72b, SGA73]\) and the monographs \([Bor94c, MLM94, Moe95]\). It turns out that
Grothendieck topoi admit a different characterization as suitable localizations of presheaf categories. In fact, they are precisely the left exact, reflective, accessible localizations of presheaf categories. In more detail, a category $\mathcal{C}$ is a Grothendieck topos if and only if there is small category $A$ and an adjunction

$$(L, R): \text{Fun}(A^{\text{op}}, \text{Set}) \xrightarrow{\sim} \mathcal{C},$$

such that the following three properties hold.

(a) The right adjoint $R$ is fully faithful, i.e., we have a reflective localization.
(b) The right adjoint $R$ is accessible.
(c) The left adjoint $L$ is left exact, i.e., it preserves finite limits.

Thus, Grothendieck topoi are, in particular, locally presentable categories.

The ‘theme of sheaves and topoi’ was taken up again in homotopical frameworks, both using the language of model categories (see for example [Jar87, Jar96, DHI04, TV05, Rez05]) as well as in the $\infty$-categorical picture [Lur09c, §§6-7].

(ii) A different theme that was taken up in all these frameworks is the ‘theme of algebraic theories and algebraic categories’. Let us recall from the more categorical approach [Law04] to universal algebra [Man76, Gräö8, Bor94b, ARV11] that an algebraic theory (or a multi-sorted one) is simply a small category $\mathcal{T}$ with finite products. An algebra for a theory $\mathcal{T}$ is given by a product preserving functor $\mathcal{T} \to \text{Set}$, yielding the category $\mathcal{T}$-$\text{Alg}$ of $\mathcal{T}$-algebras. An algebraic category is a category which is equivalent to $\mathcal{T}$-$\text{Alg}$ for some algebraic theory $\mathcal{T}$. Similarly to the case of locally presentable categories and Grothendieck topos, it turns out that algebraic categories can be characterized as suitable localizations of presheaf categories. In fact, they are precisely the reflective, sifted localizations of presheaf categories. In more detail, a category $\mathcal{C}$ is algebraic if and only if there is small category $A$ and an adjunction

$$(L, R): \text{Fun}(A^{\text{op}}, \text{Set}) \xrightarrow{\sim} \mathcal{C},$$

such that the following two properties hold (see [ARV11, Theorem 6.18]).

(a) The right adjoint $R$ is fully faithful, i.e., we have a reflective localization.
(b) The right adjoint $R$ preserves sifted colimits.

We do not want to get into the notion of sifted colimits here and only mention that sifted colimits include filtered colimits and reflective coequalizers; for more details see for example [AR01, ARV10]. However, this already implies that a functor which preserves sifted colimits is, in particular, accessible and it hence follows that algebraic categories are locally presentable.

In the spirit of [BV73, Seg74], the ‘theme of algebraic categories and algebraic theories’ was reconsidered in homotopical frameworks, aiming for a study of homotopy coherent versions of such algebraic structures. References in the case of model categories include [Bad02, Ber06, Ros07, Sch01], while in the framework of $\infty$-categories there are [Lur09c, §5.5.8] and [Cra10, GGN13].

4. Monoidal and symmetric monoidal $\infty$-categories

In this section we give an introduction to the theory of monoidal $\infty$-categories. Let us recall that a monoidal structure on a category $\mathcal{M}$ consists of a monoidal pairing $\otimes: \mathcal{M} \times \mathcal{M} \to \mathcal{M}$ and a monoidal unit $\mathbb{S} \in \mathcal{M}$ together with three natural isomorphisms, namely the associativity and left and right unitality constraints.
Moreover, to obtain the notion we have in mind we have to impose certain compatibility assumptions. In particular, we have to ask axiomatically that the two ways of comparing four-fold products \( ((X \otimes Y) \otimes Z) \otimes W \) and \( X \otimes (Y \otimes (Z \otimes W)) \) as described by the boundary in

\[
\begin{array}{ccc}
((X \otimes Y) \otimes Z) \otimes W & \xrightarrow{\delta} & (X \otimes Y) \otimes (Z \otimes W) \\
\downarrow & & \downarrow \delta \\
X \otimes (Y \otimes (Z \otimes W)) & \xrightarrow{\epsilon} & (X \otimes (Y \otimes Z)) \otimes W
\end{array}
\]

coincide. This leads to the classical presentation of monoidal categories ([ML63, Kel64]).

In the \( \infty \)-categorical setting this presentation will not model the good notion anymore. Instead one expects a monoidal structure on an \( \infty \)-category to be some kind of a monoidal pairing which is coherently associative and unital in the sense of \( A_\infty \)-multiplications. In particular, it is hence insufficient to consider Mac Lane’s pentagon (4.1) and instead one expects that all Stasheff associahedra with their complicated combinatorics play a key role (see [Sta63] or [MSS02, §I.1.6 and §II.1.6]).

Luckily, all this structure does not have to be made explicit if one chooses a different presentation of ordinary monoidal categories, namely, as suitable Grothendieck opfibrations over \( \Delta^\text{op} \) (the same observation but in the context of \( A_\infty \)-spaces motivated Adams to refer to the category \( \Delta \) as a ‘storehouse of formulas’ [Ada78]). This different presentation extends more readily to \( \infty \)-categories and is obtained by combining two main ideas, namely

(i) the Segal perspective on \( A_\infty \)-monoids as ‘special simplicial objects’ and
(ii) the Grothendieck construction applied to category-valued functors.

The passage to symmetric monoidal \( \infty \)-categories then essentially amounts to a change of combinatorics, i.e., one replaces the category \( \Delta^\text{op} \) by a skeleton \( \text{Fin} \) of the category of finite pointed sets.

### 4.1. Monoidal categories via Grothendieck opfibrations

Let us consider the following classical situation. Let \( p: \mathcal{C} \to \mathcal{D} \) be a functor between ordinary categories and let \( d \in \mathcal{D} \) be an object. We denote by \( \mathcal{C}_d \), the fiber of \( p \) over \( d \), defined by the following pullback diagram

\[
\begin{array}{ccc}
\mathcal{C}_d & \xrightarrow{\iota} & \mathcal{C} \\
\downarrow & & \downarrow \pi \\
[0] & \xrightarrow{d} & \mathcal{D}
\end{array}
\]

Thus, \( \mathcal{C}_d \subseteq \mathcal{C} \) is the (in general not full) subcategory given by the objects \( c \in \mathcal{C} \) such that \( p(c) = d \) and those morphisms in \( \mathcal{C} \) which are sent to \( \text{id}_d \). A functor \( p: \mathcal{C} \to \mathcal{D} \) can always be thought of as a collection of categories \( \mathcal{C}_d \) parametrized by the objects in \( \mathcal{D} \).

Our first aim is to find conditions which ensure that the fiber \( \mathcal{C}_d \) depends covariantly on the object \( d \in \mathcal{D} \).

**Definition 4.2.** Let \( p: \mathcal{C} \to \mathcal{D} \) be a functor and let \( f: c_1 \to c_2 \) be a morphism in \( \mathcal{C} \) with image \( p(f) = \alpha: d_1 \to d_2 \). The morphism \( f \) is \( p \)-coCartesian or a \( p \)-coCartesian lift of \( \alpha \) if it has the following property: For every \( h: c_1 \to c_3 \) in \( \mathcal{C} \)
with image $\gamma = p(h) : d_1 \to d_3$ and every $\beta : d_2 \to d_3$ such that $\gamma = \beta \circ \alpha$ there is a unique $g : c_2 \to c_3$ in $\mathcal{C}$ such that
\[ \beta = p(g) \quad \text{and} \quad h = g \circ f. \]

Thus, the defining property of a $p$-coCartesian arrow can be described by the following diagram

\[
\begin{array}{c}
c_1 \to c_2 \\
\scriptstyle \exists! \downarrow \quad \downarrow \scriptstyle \exists! \\
\scriptstyle \forall \quad \forall \\
d_1 \to d_3 \\
\end{array}
\]

in which the vertical lines indicate the effect of an application of $p : \mathcal{C} \to \mathcal{D}$. Note that a morphism $f : c_1 \to c_2$ is $p$-coCartesian if and only if the diagram

\[
\begin{array}{ccc}
hom_c(c_2,c_3) & \xrightarrow{f^*} & hom_c(c_1,c_3) \\
\downarrow p & & \downarrow p \\
hom_D(p(c_2),p(c_3)) & \xrightarrow{(p(f))^*} & hom_D(p(c_1),p(c_3)) \\
\end{array}
\]

is a pullback diagram for all objects $c_3 \in \mathcal{C}$. This slightly cryptic reformulation of Definition 4.2 will have its uses when it comes to extending these notions to the setting of $\infty$-categories (see Lemma 4.11 and Definition 4.12). To develop some feeling for the notion we recommend the reader to give the easy proof of the following lemma.

**Lemma 4.4.** Let $f' : c \to c'$ and $f'' : c \to c''$ be $p$-coCartesian arrows with the same image $\alpha = p(f') = p(f'')$. Then there is a unique isomorphism $\phi : c' \to c''$ in the fiber $\mathcal{C}_{p(c')} = \mathcal{C}_{p(c'')}$ such that $\phi \circ f' = f''$.

This lemma tells us that $p$-coCartesian lifts with a fixed domain are essentially unique if they exist. In particular, for $\alpha : d_1 \to d_2$ the targets of $p$-coCartesian lifts are (uniquely compatibly) isomorphic as objects in the fiber $\mathcal{C}_{d_2}$. Thus, in order to obtain a covariant dependence of the fiber it seems to be a good strategy to ask for a sufficient supply of $p$-coCartesian arrows.

**Definition 4.5.** A functor $p : \mathcal{C} \to \mathcal{D}$ is a Grothendieck opfibration if for all $c_1 \in \mathcal{C}$ and for all morphisms $\alpha$ in $\mathcal{D}$ with domain $p(c_1)$ there is a $p$-coCartesian lift $f : c_1 \to c_2$ of $\alpha$.

Let $p : \mathcal{C} \to \mathcal{D}$ be a Grothendieck opfibration. Then we can choose for each $c \in \mathcal{C}$ and for each morphism $\alpha : p(c) \to d$ a $p$-coCartesian lift. We now fix a morphism $\alpha : d_1 \to d_2$ in $\mathcal{D}$ and define
\[ \alpha_1 : \mathcal{C}_{d_1} \to \mathcal{C}_{d_2} : c_1 \mapsto c_2, \]
where $c_2$ is the codomain of the chosen $p$-coCartesian lift $f : c_1 \to c_2$ of $\alpha$. This defines $\alpha_1$ on objects, and we recommend the reader to check that this can be extended to define a functor $\alpha_1 : \mathcal{C}_{d_1} \to \mathcal{C}_{d_2}$. 


If we now consider an additional morphism $\beta: d_2 \to d_3$ in $\mathcal{D}$, then we obtain associated functors

$$C_{d_1} \xrightarrow{\alpha} C_{d_2} \xrightarrow{\beta} C_{d_3}, \quad C_{d_1} \xrightarrow{(\beta \circ \alpha)} C_{d_3}.$$ 

In general, these two functors are not equal since their definitions depend on certain choices of $p$-coCartesian lifts: they send an object $c_1 \in C_{d_1}$ to the respective targets of two possibly different lifts of $\beta \circ \alpha$ to $p$-coCartesian morphisms with domain $c_1$ (Exercise: The composition of two $p$-coCartesian morphisms is again $p$-coCartesian.). But one can deduce from Lemma 4.4 that there is a unique natural isomorphism

$$(4.6) \quad \beta \circ \alpha \cong (\beta \circ \alpha)_!$$

of functors $C_{d_1} \to C_{d_3}$, i.e., all components of the natural isomorphism are sent to the identity of $d_3$ via $p$.

As an upshot, we essentially succeeded in obtaining a covariant dependence of the fiber by considering Grothendieck opfibrations. To put this in a slightly technical language, we have observed that for such functors the fibers depend pseudo-functorially on $d \in \mathcal{D}$, i.e., that the assignment $d \mapsto \mathcal{C}_d$ defines a pseudo-functor $\mathcal{D} \to \mathcal{CAT}$. One might be disappointed about this lack of strict functoriality, but for our purposes this is very convenient: it allows us to encode or, better, hide a lot of structure in the natural isomorphisms $(4.6)$ associated to a Grothendieck opfibration. We illustrate this by the following example.

**Example 4.7.** Let $\mathbf{M}$ be a monoidal category with monoidal pairing $\otimes: \mathbf{M} \times \mathbf{M} \to \mathbf{M}$ and monoidal unit $S \in \mathbf{M}$. We form a new category $\mathbf{M}^\otimes$ in the following way. The objects of $\mathbf{M}^\otimes$ are (possibly empty) finite sequences of objects in $\mathbf{M}$,

$$(M_1, \ldots, M_n), \quad n \geq 0, \ M_i \in \mathbf{M}.$$ 

Given two such sequences $(M_1, \ldots, M_n)$ and $(L_1, \ldots, L_k)$, a morphism

$$(\alpha, \{f_i\}_i): (M_1, \ldots, M_n) \to (L_1, \ldots, L_k)$$

consists of a morphism $\alpha: [k] \to [n]$ in $\Delta$ together with morphisms

$$(4.8) \quad f_i: M_{\alpha(i-1)+1} \otimes \cdots \otimes M_{\alpha(i)} \to L_i, \quad i = 1, \ldots, k.$$ 

Thus given such a morphism, $\alpha$ encodes the domains of the $f_i$. In particular, if there is an $i \in [k]$ such that $\alpha(i-1) = \alpha(i)$, then by convention the corresponding map $(4.8)$ is to be read as a map $f_i: S \to L_i$. The composition of morphisms in $\mathbf{M}^\otimes$ is defined using the compositions in $\Delta$ and $\mathbf{M}$ together with the associativity constraints of the monoidal structure on $\mathbf{M}$. The identity of an object $(M_1, \ldots, M_n)$ is easily seen to be given by $(\text{id}_{[n]}, \{\text{id}_{M_i}\}_i)$.

There is an obvious projection functor $p: \mathbf{M}^\otimes \to \Delta^{\text{op}}$ which sends a string $(M_1, \ldots, M_n)$ to $[n]$ and a morphism $(\alpha, \{f_i\}_i)$ to its first component $\alpha$. One easily checks that $p: \mathbf{M}^\otimes \to \Delta^{\text{op}}$ is a Grothendieck opfibration. Indeed, let us consider a lifting problem given by an object $(M_1, \ldots, M_n)$ in $\mathbf{M}^\otimes_{[n]}$ together with a morphism
\[ \alpha^{\text{op}}: [n] \to [k] \text{ in } \Delta^{\text{op}}, \]

\[
\begin{array}{c}
(M_1, \ldots, M_n) \\
\downarrow \\
[n] \xrightarrow{\alpha^{\text{op}}} [k],
\end{array}
\]

Then a \( p \)-coCartesian lift of \( \alpha \) with domain the given string is obtained from any family of isomorphisms

\[ f_i : M_{\alpha(i-1)+1} \otimes \cdots \otimes M_{\alpha(i)} \cong L_i, \quad i = 1, \ldots, k. \]

More precisely, these \( L_i \) specify an object \((L_1, \ldots, L_k) \in M^{\otimes}_{[k]} \), and the morphism

\[ (\alpha, \{f_i\}_i): (M_1, \ldots, M_n) \to (L_1, \ldots, L_k) \]

is the desired \( p \)-coCartesian lift.

Now, this Grothendieck opfibration \( p: M^\otimes \to \Delta^{\text{op}} \) has the property that the fiber \( M_{[n]} \) is canonically equivalent to the \( n \)-fold product of \( M^\otimes_{[1]} \cong M \) in the following sense. Let \( \iota_{(i-1,i)}: [1] \to [n] \) be the inclusion of the \( i \)-th length one interval, i.e., the unique monomorphism in \( \Delta \) with image \( \{i-1, i\} \), and let us write \( \iota_i = \iota_{(i-1,i)}^{\text{op}}: [n] \to [1] \) for the opposite morphism in \( \Delta^{\text{op}} \). Since \( p: M^\otimes \to \Delta^{\text{op}} \) is a Grothendieck opfibration, we obtain induced functors

\[ (\iota_i)_!: M^\otimes_{[n]} \to M^\otimes_{[1]} = M, \quad i = 1, \ldots, n, \]

which, taken together, induce the **Segal maps**

\[ \sigma = ((\iota_1)_!, \ldots, (\iota_n)_!): M^\otimes_{[n]} \xrightarrow{\cong} M \times \cdots \times M, \]

\( n \) times.

Note that the explicit construction of \( p \)-coCartesian lifts in (4.9) implies that these Segal maps are equivalences. We refer to this observation by saying that the Grothendieck opfibration \( p: M^\otimes \to \Delta^{\text{op}} \) satisfies the **Segal condition**. Let us emphasize that the Segal condition in simplicial degree zero amounts to saying that \( M^\otimes_{[0]} \) is equivalent to the terminal category \( \mathbb{1} \).

It turns out that the monoidal product \( \otimes: M \times M \to M \) can be recovered up to equivalence from \( p: M^\otimes \to \Delta^{\text{op}} \). But something seemingly more general works: Any Grothendieck opfibration \( p: C \to \Delta^{\text{op}} \) satisfying the Segal condition defines a monoidal structure on the fiber \( M = C_{[1]} \). We content ourselves by sketching a proof of this result. As usual, let \( d_1: [2] \to [1] \) denote the face map in \( \Delta^{\text{op}} \) which is opposite to the coface map \( d_1^3 : [1] \to [2] \). Choosing an inverse of the equivalence \( \sigma: C_{[2]} \to M \times M \) given by one of the Segal maps we can define a functor

\[ \otimes: M \times M \xrightarrow{\cong} C_{[2]} \xrightarrow{(d_1)_!} C_{[2]} = M. \]

In order to construct an associativity constraint for \( \otimes \) we will invoke the cosimplicial identity \( d_2^3 \circ d_1^3 = d_1^3 \circ d_3^3 : [1] \to [3] \). As a special instance of (4.6) we thus obtain a natural isomorphism

\[ (d_1)_! \circ (d_2)_! \cong (d_1)_! \circ (d_1)_! : C_{[3]} \to C_{[1]} = M. \]
It is an instructive exercise to use the Segal condition to translate this into a natural isomorphism
\[
\alpha: M_1 \otimes (M_2 \otimes M_3) \cong (M_1 \otimes M_2) \otimes M_3, \quad M_1, M_2, M_3 \in \mathcal{M}.
\]

With slightly more effort, one can use the different factorizations of the map \(\{0, 4\}: [1] \to [4]\) to deduce that this associativity constraint satisfies MacLane’s pentagon axiom; see (4.1). And finally, in a similar way one checks that a monoidal unit \(S \in \mathcal{M}\) and the remaining coherence isomorphisms are also encoded by the Grothendieck opfibration \(p: \mathcal{C} \to \Delta^{op}\) satisfying the Segal condition.

The point of this lengthy example was to show that there is an equivalent way of encoding monoidal structures. Instead of making a specific choice of a monoidal pairing, a monoidal unit, and coherence isomorphisms one can consider one ‘global object’ which nicely hides all this structure, namely a Grothendieck opfibration \(p: \mathcal{C} \to \Delta^{op}\) satisfying the Segal condition. In particular, one does not have to make precise the coherence axioms of a monoidal category since they will follow from the (co)simplicial identities. (In §4.3 we will briefly mention how monoidal functors and monoid objects fit into this opfibration picture.)

If one only cares about ordinary monoidal categories it might be arguable how large the benefit is by changing the classical perspective on monoidal categories to the Grothendieck opfibration picture. However, as mentioned in the introduction, in the \(\infty\)-categorical setting it allows us to avoid the complicated combinatorics of the Stasheff associahedra.

4.2. **Monoidal \(\infty\)-categories via coCartesian fibrations.** We now turn to \(\infty\)-categorical variants of the above concepts. The main reference for the remainder of §4 is Lurie’s second book [Lur11]. For the convenience of the reader we also include references to the former volumes [Lur09a, Lur09b] which are now subsumed in [Lur11] but which might be a bit more accessible as a first reference.

To begin with, we extend the notion of \(p\)-coCartesian morphisms to the \(\infty\)-categorical setting [Lur09c, Definition 2.4.1.1].

**Definition 4.12.** Let \(p: \mathcal{C} \to \mathcal{D}\) be a functor between \(\infty\)-categories. A morphism \(f: c_1 \to c_2\) in \(\mathcal{C}\) is \(p\)-coCartesian if and only if the following map is an acyclic Kan fibration
\[
\mathcal{C}_{f/} \to \mathcal{C}_{c_1/} \times_{\mathcal{D}_{p(c_1)/}} \mathcal{D}_{p(f)/}.
\]

The \(\infty\)-categorical concept corresponding to Grothendieck opfibrations is that of a coCartesian fibration (Joyal [Joy] uses the terminology Grothendieck opfibrations instead). The main idea is again to axiomatically ask for a sufficient supply of coCartesian morphisms (see [Lur09c, Definition 2.4.2.1]).
Definition 4.13. A functor \( p: \mathcal{C} \to \mathcal{D} \) between \( \infty \)-categories is a coCartesian fibration if the following two properties are satisfied.

(i) The functor \( p \) is an inner fibration (Definition 1.37).
(ii) For every object \( c_1 \in \mathcal{C} \) and every morphism \( \alpha: p(c_1) = d_1 \to d_2 \) in \( \mathcal{D} \), there is a \( p \)-coCartesian lift \( f: c_1 \to c_2 \) of \( \alpha \).

Similar to the case of categories, in this \( \infty \)-categorical context the fiber \( \mathcal{C}_d \) of a functor \( \mathcal{C} \to \mathcal{D} \) is defined via a pullback square,

\[
\begin{array}{ccc}
\mathcal{C}_d & \to & \mathcal{C} \\
\downarrow & & \downarrow p \\
\Delta^0 & \to & \mathcal{D}
\end{array}
\]

Lurie proves that a coCartesian fibration gives rise to a covariantly depending family of \( \infty \)-categories. The fact that the fibers are \( \infty \)-categories is immediate since a coCartesian fibration is an inner fibration and inner fibrations are stable under pullbacks. The hard part is to show that they assemble to a functor; see Perspective 4.16. In particular, any map \( \alpha: d_1 \to d_2 \) in \( \mathcal{D} \) induces an essentially unique functor \( \alpha!: \mathcal{C}_{d_1} \to \mathcal{C}_{d_2} \) defined by means of coCartesian lifts.

We saw in §4.1 that monoidal categories can be alternatively encoded by Grothendieck opfibrations satisfying the Segal condition. Having introduced the corresponding notion of coCartesian fibrations, we now turn this into a definition of monoidal \( \infty \)-categories [Lur09a, Definition 1.1.2].

Definition 4.14. A monoidal \( \infty \)-category is a coCartesian fibration \( p: \mathcal{M}^\otimes \to N(\Delta^{op}) \) such that the Segal maps are equivalences,

\[
\mathcal{M}^\otimes_{[n]} \xrightarrow{\sim} (\mathcal{M}^\otimes_{[1]})^{\times n}, \quad n \geq 0.
\]

For simplicity, we refer to the \( \infty \)-category \( \mathcal{M} = \mathcal{M}^\otimes_{[1]} \) as a monoidal \( \infty \)-category. If one wants to be very precise, then one should call the coCartesian fibration \( p: \mathcal{M}^\otimes \to N(\Delta^{op}) \) a monoidal structure on \( \mathcal{M} \).

The interpretation of such a coCartesian fibration \( p: \mathcal{M}^\otimes \to N(\Delta^{op}) \) is now similar to the situation in classical category theory. To give an example we just make the following remark. One immediate consequence of the axioms is that the fiber \( \mathcal{M}^\otimes_{[0]} \) is a contractible space. The unique map \( s^0: [1] \to [0] \) in \( \Delta \) induces a functor

\[
\eta = (s_0)! : \mathcal{M}^\otimes_{[0]} \to \mathcal{M}^\otimes_{[1]},
\]

and we call any object in its image a monoidal unit of \( \mathcal{M} \). We leave it to the reader to justify this terminology in the classical case.

Given a monoidal \( \infty \)-category \( \mathcal{C} \) it can be shown that the homotopy category \( \text{Ho}(\mathcal{C}) \) inherits a monoidal structure. This underlines the idea that the monoidal structure on \( \mathcal{C} \) is associative and unital up to homotopy. Let us however emphasize that Definition 4.14 really encodes much more structure, namely that of a monoidal product which is associative and unital up to coherent homotopy (see Perspective 4.34 for a short discussion in the symmetric monoidal context).

We now turn to important examples of monoidal \( \infty \)-categories (but see also §5).

Examples 4.15. (i) Let \( \mathcal{M} \) be a monoidal category and \( p: \mathcal{M}^\otimes \to \Delta^{op} \) be the associated Grothendieck opfibration. An application of the nerve functor
yields a monoidal $\infty$-category

$$N(p): N(M^\otimes) \to N(\Delta^{op}).$$

(ii) A special case of a monoidal category is given by the terminal category $\mathbb{1}$. The associated Grothendieck construction can be identified with the identity functor $\Delta^{op} \to \Delta^{op}$, and we obtain a monoidal $\infty$-category $N(\Delta^{op}) \to N(\Delta^{op})$. This examples is of some interest in the study of algebra objects (see §4.3).

(iii) Again, first ‘honest examples’ are obtained from suitable model categorical input, more precisely from suitably compatibly closed monoidal and simplicial model categories, by passing to coherent nerves. Such a category comes with three additional structures, namely a simplicial enrichment, a monoidal structure, and a model structure, which have to be suitably compatible. The assumptions made by Lurie in [Lur09a, Prop. 1.6.5] are the following ones.

(a) The closed monoidal structure is compatible with the enrichment in that $\otimes$ and the adjunction expressing the closedness are simplicial.

(b) The monoidal pairing $\otimes: M \times M \to M$ is a left Quillen bifunctor.

(c) The monoidal unit $S \in M$ is cofibrant.

Under these assumptions, one can form a simplicial version of the category $M^\otimes$ from §4.1. More precisely, given two finite strings $(M_1, \ldots, M_n)$ and $(L_1, \ldots, L_k)$ of objects in $M$, the corresponding simplicial mapping space in $M^\otimes$ is given by

$$\coprod_{\alpha: [k] \to [n]} \prod_{i=1}^k \text{Map}_M(M_{\alpha(i-1)+1} \otimes \ldots \otimes M_{\alpha(i)}, L_i).$$

This simplicial category comes with an obvious simplicial functor $M^\otimes \to \Delta^{op}$ (regarding $\Delta^{op}$ as a discrete simplicial category). In order to obtain an $\infty$-category we consider the full simplicial subcategory

$$M^\otimes_{cf} \subseteq M^\otimes$$

spanned by the finite strings of fibrant and cofibrant objects. It is then a consequence of the above compatibility assumptions that $M^\otimes_{cf}$ is a locally fibrant simplicial category so that $N_{\Delta}(M^\otimes_{cf})$ is an $\infty$-category (Corollary 1.39). In this situation, Lurie establishes as [Lur09a, Prop. 1.6.5] that

$$N_{\Delta}(M^\otimes_{cf}) \to N_{\Delta}(\Delta^{op}) = N(\Delta^{op})$$

domains the $\infty$-category $N_{\Delta}(M_{cf})$ with a monoidal structure.

(iv) In ordinary category theory, important monoidal structures are given by categorical products and coproducts. These monoidal structures are referred to as the Cartesian and coCartesian monoidal structures, respectively. Given an $\infty$-category $\mathcal{C}$ with finite (co)products, then one can construct (co)Cartesian monoidal structures on $\mathcal{C}$, given by coCartesian fibrations

$$\mathcal{C}^\times \to N(\Delta^{op}) \quad \text{and} \quad \mathcal{C}^{\otimes} \to N(\Delta^{op}),$$

respectively. See [Lur11, §2.4] for more details.

**Perspective 4.16.** CoCartesian fibrations are an $\infty$-categorical analogue of Grothendieck opfibrations. We saw in §4.1 that such an opfibration $p: \mathcal{C} \to \mathcal{D}$ encodes the idea of having a family of categories $\mathcal{C}_d, d \in \mathcal{D}$, which depends covariantly on the
object \(d \in \mathcal{D}\). More precisely, by choosing certain \(p\)-coCartesian lifts we obtain a pseudo-functor

\[
F_p : \mathcal{D} \to \mathcal{C}AT : d \mapsto \mathcal{C}_d.
\]

There is also a construction in the converse direction called the **Grothendieck construction**. Given a pseudo-functor \(F : \mathcal{D} \to \mathcal{C}AT\), one can form a new category \(\mathcal{E}(F)\) which is defined as follows.

(i) An object in \(\mathcal{E}(F)\) is a pair \((d, x)\) consisting of an object \(d \in \mathcal{D}\) and an object \(x \in F(d)\).

(ii) A morphism \((d, x) \to (d', x')\) in \(\mathcal{E}(F)\) is a pair \((\alpha, f)\) consisting of a morphism \(\alpha : d \to d'\) in \(\mathcal{D}\) and a morphism \(f : F(\alpha)(x) \to x'\) in \(F(d')\).

(iii) Compositions and identities are defined in the obvious way.

The category \(\mathcal{E}(F)\) comes with a forgetful functor

\[
p_F : \mathcal{E}(F) \to \mathcal{D}
\]

which projects objects and morphisms onto their respective first components, and one checks that \(p_F\) is a Grothendieck opfibration. In fact, given an object \((d, x)\) in \(\mathcal{E}(F)\) and a morphism \(\alpha : p_F(d, x) = d \to d'\) in \(\mathcal{D}\), then a \(p_F\)-coCartesian lift is given by

\[
(\alpha, \text{id}_{F(\alpha)(x)}) : (d, x) \to (d', F(\alpha)(x)).
\]

It turns out that if we fix a category \(\mathcal{D}\), then these two constructions tell us that category-valued pseudo-functors defined on \(\mathcal{D}\) and Grothendieck opfibrations with target \(\mathcal{D}\) are essentially the same. References for this theory include [Bor94b, §8] and [Vis05].

In [Lur09c, §3], Lurie has generalized these constructions to the \(\infty\)-categorical setting. Roughly speaking, he has established a result saying that a coCartesian fibration \(p : \mathcal{C} \to \mathcal{D}\) is equivalent to giving a functor \(\mathcal{D} \to \mathcal{C}at_{\infty}\), where \(\mathcal{C}at_{\infty}\) is the \(\infty\)-category of \(\infty\)-categories introduced in Perspective 2.9. In fact, there is a Quillen equivalence between certain model structures making this idea precise. Let us only mention that the homotopy theory of coCartesian fibrations above \(\mathcal{D}\) is encoded by the **coCartesian model structure** on \(sSet^+_\mathcal{D}\), the category of marked simplicial sets above \(\mathcal{D} = (\mathcal{D}, \mathcal{D}_1)\). An object \(p : \mathcal{C} \to \mathcal{D}\) in this model structure is fibrant if and only if \(p\) is a coCartesian fibration and if the marked edges in \(\mathcal{C}\) are precisely the \(p\)-coCartesian arrows.

In ordinary category theory, there are variants to these notions for contravariant category-valued pseudo-functors. The \(\infty\)-categorical analogue is that of a **Cartesian fibration**. Moreover, in the classical context — in particular, in the theory of stacks in algebraic geometry or algebraic topology — one frequently considers **groupoid-valued** pseudo-functors (of either variance). These notions are sometimes also referred to as categories (co)fibered in groupoids. The \(\infty\)-categorical analogues of these are **left and right fibrations** and again there are suitable associated model categories in the background. For more details we refer to [Lur09c, §3].

### 4.3. Algebra objects and monoidal functors.

Let \(\mathcal{M}\) be an ordinary monoidal category with monoidal pairing \(\otimes\) and unit object \(\mathcal{S} \in \mathcal{M}\). An **algebra** or **monoid** in \(\mathcal{M}\) is an object \(A \in \mathcal{M}\) together with a multiplication map \(\mu : A \otimes A \to A\) and a unit map \(\eta : \mathcal{S} \to A\) which satisfy obvious associativity and unitality conditions. We also say that \((\mu, \eta)\) specifies an **algebra structure** on \(A\).
In §4.1 we saw how to encode monoidal structures by means of Grothendieck opfibrations \( p: M^\otimes \to \Delta^{op} \) satisfying the Segal condition. We now want to describe algebra structures in that picture. As a first guess for a definition of algebra objects we might consider sections of \( p: M^\otimes \to \Delta^{op} \). Given an arbitrary such section \( A: \Delta^{op} \to M^\otimes \), the equivalences given by the Segal maps (4.10) imply that the values \( A_{[n]} \in M_{[n]}^\otimes \) are determined by \( n \) objects of \( M = M_{[1]}^\otimes \),

\[
M_{[n]} \ni A_{[n]} \leftrightarrow A_{[n]}^1, \ldots, A_{[n]}^n \in M.
\]

Let us again consider the face map \( d_1: [2] \to [1] \) which we saw in §4.1 to encode the monoidal pairing \( \otimes: M \times M \to M \). The section \( A \) evaluated on \( d_1 \) gives us by means of the identification (4.17) a map

\[
(A_{[2]}^1, A_{[2]}^2) \to A_{[1]}^1.
\]

Moreover, by the discussion in §4.1, we have a description of the \( p \)-coCartesian arrows for the Grothendieck opfibration \( p: M^\otimes \to \Delta^{op} \). Applied to our situation, a \( p \)-coCartesian lift of \( d_1 \) with domain \( A_{[2]} \) corresponds under (4.17) to a morphism

\[
(A_{[2]}^1, A_{[2]}^2) \to A_{[2]}^1 \otimes A_{[2]}^2.
\]

The universal property of this \( p \)-coCartesian lift (as expressed by (4.3) being a pullback square) implies that (4.18) factors uniquely over this lift and we hence obtain an induced map

\[
A_{[2]}^1 \otimes A_{[2]}^2 \to A_{[1]}^1.
\]

If we now want to obtain a classical algebra object, we would like (4.19) to be a map of the form \( M \otimes M \to M \) for some fixed \( M \in M \). Thus we should ensure that, among other things, the objects \( A_{[2]}^1, A_{[2]}^2, \) and \( A_{[1]}^1 \) are isomorphic.

**Definition 4.20.** A morphism \( \alpha: [n] \to [k] \) in \( \Delta \) is convex if it is injective and if the image \( \text{im}(\alpha) \subseteq [k] \) is convex, i.e., the image is given by the interval \([\alpha(0), \alpha(n)]\).

It follows from the construction of the \( p \)-coCartesian arrows of \( p: M^\otimes \to \Delta^{op} \) (compare to the discussion around (4.9)) that the \( p \)-coCartesian lifts of convex maps \( \alpha: [n] \to [k] \) in \( \Delta \) induce projection functors \( M^{x^k} \to M^{x^n} \). In particular, \( p \)-coCartesian lifts defining the functors \( (\iota_i), i = 1, 2, \) as in (4.10) can be identified with the maps

\[
(A_{[2]}^1, A_{[2]}^2) \to A_{[2]}^1 \quad \text{and} \quad (A_{[2]}^1, A_{[2]}^2) \to A_{[2]}^2,
\]

respectively. If the images of \( \iota_i: [2] \to [1], i = 1, 2, \) under \( A \) are \( p \)-coCartesian arrows, then by Lemma 4.4 we obtain the desired isomorphisms

\[
A_{[2]}^1 \cong A_{[1]}^1 \quad \text{and} \quad A_{[2]}^2 \cong A_{[1]}^1.
\]

With this preparation one establishes the following result.

**Proposition 4.21.** Let \( p: M^\otimes \to \Delta^{op} \) be a monoidal structure on \( M = M_{[1]}^\otimes \). Then a section \( A: \Delta^{op} \to M^\otimes \) of \( p \) which sends convex arrows to \( p \)-coCartesian arrows encodes an algebra structure on \( A_{[1]} \in M \). Conversely, any algebra object in \( M \) determines such a section of \( p: M^\otimes \to \Delta^{op} \).
In the world of \(\infty\)-categories, we turn this observation into a definition ([Lur09a, Definition 1.1.14]).

**Definition 4.22.** Let \(p: M^\otimes \to N(\Delta^{op})\) be a monoidal \(\infty\)-category. A section \(A: N(\Delta^{op}) \to M^\otimes\) of \(p\) is an **associative algebra object** in \(M^\otimes\) if \(A\) sends convex morphisms to \(p\)-coCartesian arrows in \(M^\otimes\).

Note that it is already a certain abuse of language to speak of algebra objects of \(M^\otimes\) since the notion of algebra object obviously also depends on the coCartesian fibration. A further comfortable abuse of language is to simply speak of algebra objects in \(M\).

Similar to the case of monoidal structures on \(\infty\)-categories themselves, an algebra object encodes quite a lot of structure: namely, given an algebra object \(A\) in \(M^\otimes\), the underlying object \(A_{[1]}\) is endowed with a multiplication map which is associative and unital up to coherent homotopy (see Perspective 4.34 for an explanation of this similarity in the commutative case). In particular, an algebra object in a monoidal \(\infty\)-category defines an ordinary algebra object in the underlying homotopy category, but not conversely.

Algebra objects in monoidal \(\infty\)-categories are special cases of lax monoidal functors between monoidal \(\infty\)-categories. We include the following definition and leave it to the reader to check that in the case of ordinary categories this reduces to the usual concepts.

**Definition 4.23.** Let \(p: M^\otimes \to N(\Delta^{op})\) and \(q: N^\otimes \to N(\Delta^{op})\) be monoidal \(\infty\)-categories. A **lax monoidal functor** \(F: M^\otimes \to N^\otimes\) is a functor over \(N(\Delta^{op})\),

\[
\begin{array}{ccc}
M^\otimes & \xrightarrow{F} & N^\otimes \\
p \downarrow & & \downarrow q \\
N(\Delta^{op}) & = & N(\Delta^{op})
\end{array}
\]

which sends \(p\)-coCartesian lifts of convex morphisms in \(N(\Delta^{op})\) to \(q\)-coCartesian arrows. A **monoidal functor** \(F: M^\otimes \to N^\otimes\) is a functor over \(N(\Delta^{op})\) which sends arbitrary \(p\)-coCartesian arrows to \(q\)-coCartesian ones.

Of course we also want to consider monoidal transformations between monoidal functors. More generally, (lax) monoidal functors between monoidal \(\infty\)-categories \(M^\otimes\) and \(N^\otimes\) are organized into \(\infty\)-categories

\[
\text{Fun}^\otimes,\text{lax}(M^\otimes, N^\otimes) \quad \text{and} \quad \text{Fun}^\otimes(M^\otimes, N^\otimes),
\]

respectively. The \(\infty\)-category \(\text{Fun}^\otimes,\text{lax}(M^\otimes, N^\otimes)\) is the full subcategory of the \(\infty\)-category \(\text{Map}_{N(\Delta^{op})}(M^\otimes, N^\otimes)\) of functors over \(N(\Delta^{op})\) spanned by the lax monoidal functors. Here, \(\text{Map}_{N(\Delta^{op})}(M^\otimes, N^\otimes)\) is of course defined as the pullback

\[
\begin{array}{ccc}
\text{Map}_{N(\Delta^{op})}(M^\otimes, N^\otimes) & \to & \text{Map}(M^\otimes, N^\otimes) \\
\downarrow & & \downarrow q_* \\
\Delta^0 & \to & \text{Map}(M^\otimes, N(\Delta^{op})),
\end{array}
\]

which is an \(\infty\)-category because with \(q\) also \(q_*\) is an inner fibration [Lur09c, Corollary 2.3.2.5]. Similarly, \(\text{Fun}^\otimes(M^\otimes, N^\otimes) \subseteq \text{Fun}^\otimes,\text{lax}(M^\otimes, N^\otimes)\) is the full subcategory spanned by the monoidal functors.
As a special case, we see that algebra objects in a monoidal ∞-category $\mathcal{M}^\otimes$ are themselves organized in an ∞-category. In fact, the ∞-category $\text{Alg}_{\mathcal{A}_\infty}(\mathcal{M}^\otimes)$ of algebra objects in $\mathcal{M}^\otimes$ can be defined as

$$\text{Alg}_{\mathcal{A}_\infty}(\mathcal{M}^\otimes) = \text{Fun}^\otimes_{\text{lax}}(N(\Delta^{\text{op}}), \mathcal{M}^\otimes),$$

where $N(\Delta^{\text{op}}) \to N(\Delta^{\text{op}})$ is the trivial monoidal structure as in Examples 4.15. We will say a bit more about similar ∞-categories in the context of symmetric monoidal structures in §4.4.

### 4.4. Symmetric monoidal ∞-categories.

In order to obtain a theory of symmetric monoidal ∞-categories one combines the Segal perspective on $E_\infty$-monoids and the ∞-categorical Grothendieck construction, and this section is hence inspired by the theory of ‘special Γ-spaces’ (see [Seg74, Sch99]). A good part of this section simply amounts to translating parts of §§4.1-4.3 to the context of symmetric monoidal ∞-categories, and we are hence rather sketchy.

We again begin with the classical situation in ordinary category theory. In §4.1, we described monoidal categories in terms of Grothendieck opfibrations $\mathcal{M}^\otimes \to \Delta^{\text{op}}$. In that picture, the monoidal product was encoded by the induced functor $$(d_1)_*: \mathcal{M}^\otimes_{[2]} \to \mathcal{M}^\otimes_{[1]} = \mathcal{M}.$$ If we want to have a similar description of symmetric monoidal categories, we must be able to encode symmetry isomorphisms, thus we have to encode the flip map $t: \mathcal{M} \times \mathcal{M} \to \mathcal{M} \times \mathcal{M}: (X,Y) \mapsto (Y,X)$ and, more generally, any permutation of $n$ objects in $\mathcal{M}$. It is hence plausible that the role of $\Delta$ is taken by ‘a category of finite sets with all maps between them’. The details are as follows.

For a natural number $n \geq 0$, let $\langle n \rangle$ be the finite pointed set $\langle n \rangle = \{0 < 1 < \ldots < n\}$ with $0 \in \langle n \rangle$ as base point. The category $\mathcal{F}\text{in}$ is the full subcategory of the category of pointed sets spanned by the objects $\langle n \rangle, n \geq 0$. Note that the natural ordering on $\langle n \rangle$ does not play a role in the definition of $\mathcal{F}\text{in}$ but it will have its uses in the formation of higher monoidal products. We denote by

$$\rho^j: \langle n \rangle \to \langle 1 \rangle, \quad n \geq 1, \quad j = 1, \ldots, n,$$

the unique pointed map $\langle n \rangle \to \langle 1 \rangle$ with $(\rho^j)^{-1}(1) = \{j\}$.

Let now $\mathcal{M}$ be a symmetric monoidal category with monoidal product $\otimes$ and monoidal unit $\mathcal{S} \in \mathcal{M}$. Following a pattern similar to §4.1, we construct a new category $\mathcal{M}^\otimes$ as follows. An object in $\mathcal{M}^\otimes$ is a finite (possibly empty) sequence of objects in $\mathcal{M}$,

$$(M_1, \ldots, M_n), \quad M_i \in \mathcal{M}, \quad n \geq 0.$$ A morphism $(M_1, \ldots, M_n) \to (L_1, \ldots, L_k)$ between two such sequences is a pair $(\alpha, \{f_i\}_i)$ consisting of a morphism $\alpha: \langle n \rangle \to \langle k \rangle$ in $\mathcal{F}\text{in}$ together with morphisms $f_i: \bigotimes_{j \in \alpha^{-1}(i)} M_j \to L_i, \quad i = 1, \ldots, k,$

where the tensor product is formed according to the ordering on $\alpha^{-1}(i)$. Again, if the set $\alpha^{-1}(i)$ is empty, then this is to be read as a map $f_i: \mathcal{S} \to L_i$. The
composition is obtained from the compositions in $M$ and $F$ together with the coherence constraints of $M$. There is an obvious projection functor $p: M^\otimes \to F_{\text{Fin}}$ given by $(M_1, \ldots, M_n) \mapsto \langle n \rangle$ and $(\alpha, \{f_i\}_i) \mapsto \alpha$.

**Proposition 4.26.** If $M$ is a symmetric monoidal category, then the functor $p: M^\otimes \to F_{\text{Fin}}$ is a Grothendieck opfibration. Moreover, this functor satisfies the **Segal condition**, i.e., the Segal maps

$$(\rho_1^1, \ldots, \rho_n^n): M^\otimes_{\langle n \rangle} \to M^\times_n, \quad n \geq 0,$$

are equivalences. Conversely, any Grothendieck opfibration $p: C \to F_{\text{Fin}}$ satisfying the Segal condition encodes a symmetric monoidal structure on $M = C_{\langle 1 \rangle}$.

Here is a sketch of a proof. Given $(M_1, \ldots, M_n) \in M^\otimes_{\langle n \rangle}$ and $\alpha: \langle n \rangle \to \langle k \rangle$, an associated $p$-coCartesian is obtained by choosing isomorphisms $f_i: \bigotimes_{j \in \alpha^{-1}(i)} M_j \to L_i$, $i = 1, \ldots, k$.

In the special case of $\rho^j$ as in (4.25), it follows that such lifts are of the form $(\rho^j, \text{id}_{M_j}): (M_1, \ldots, M_n) \to M_j$, and the associated functor $\rho_j: M^\otimes_{\langle n \rangle} \to M^\otimes_{\langle 1 \rangle}$ can hence be identified with a projection functor, implying the Segal condition.

Conversely, let us consider a Grothendieck opfibration $p: C \to F_{\text{Fin}}$ satisfying the Segal condition. We content ourselves by mentioning the following three steps towards the construction of a symmetric monoidal structure on $M = C_{\langle 1 \rangle}$.

(i) Let $m: \langle 2 \rangle \to \langle 1 \rangle$ be the map in $F_{\text{Fin}}$ determined by $m(1) = m(2) = 1$. By means of the Segal condition, we can then define a functor

$$\otimes: M \times M \xrightarrow{\sim} C_{\langle 2 \rangle} \xrightarrow{m} C_{\langle 1 \rangle} = M,$$

which will be the monoidal pairing.

(ii) As a special case of the Segal condition we obtain an equivalence $C_{\langle 0 \rangle} \simeq 1$. Thus, for the unique map $n: \langle 0 \rangle \to \langle 1 \rangle$ in $F_{\text{Fin}}$, the induced functor

$$n_1: C_{\langle 0 \rangle} \to C_{\langle 1 \rangle} = M$$

essentially classifies an object in $M$, which will be the monoidal unit $S$.

(iii) The **twist map** $t: \langle 2 \rangle \to \langle 1 \rangle$ in $F_{\text{Fin}}$ is the automorphism that interchanges 1 and 2. The equality $m = m \circ t: \langle 2 \rangle \to \langle 1 \rangle$ together with Lemma 4.4 yields a unique natural isomorphism

$$\sigma: m_1 \cong m_1 \circ t_1: C_{\langle 2 \rangle} \to C_{\langle 1 \rangle} = M$$

over $\langle 1 \rangle$, which can be shown to induce a symmetry constraint for $\otimes$.

By similar arguments, one obtains associativity and unitality constraints and establishes the coherence axioms. As in the non-symmetric case, we now turn this observation into a definition [Lur07a].

**Definition 4.27.** A symmetric monoidal $\infty$-category is a coCartesian fibration $p: M^\otimes \to N(F_{\text{Fin}})$ such that the Segal maps are equivalences,

$$(\rho_1^n, \ldots, \rho_n^n): M^\otimes_{\langle n \rangle} \xrightarrow{\sim} (M^\otimes_{\langle 1 \rangle})^\times_n, \quad n \geq 0.$$

We include a few remarks which are parallel to corresponding statements in §4.2.
Remark 4.28. (i) A symmetric monoidal ∞-category $p : \mathcal{M}^\otimes \to N(\text{Fin})$ endows the underlying ∞-category $\mathcal{M} = \mathcal{M}^\otimes_{\langle 1 \rangle}$ with a monoidal pairing which is associative and commutative up to coherent homotopies; see Perspective 4.34. In particular, the homotopy category of a symmetric monoidal ∞-category is canonically a symmetric monoidal category.

(ii) Applying the nerve construction to Grothendieck opfibrations associated to ordinary symmetric monoidal categories we obtain symmetric monoidal ∞-categories. In particular, the identity functor $N(\text{Fin}) \to N(\text{Fin})$ is a symmetric monoidal ∞-category. As a variant, given a closed, symmetric monoidal, simplicial model category satisfying suitable compatibility assumptions, by means of the coherent nerve construction we obtain ‘honest examples’ of symmetric monoidal ∞-categories ([Lur07a, §8]).

Before we turn to algebra objects in the symmetric monoidal context, we expand a bit on the relation between monoidal and symmetric monoidal ∞-categories. For this purpose, we consider the following functor

\[(4.29) \quad \phi : \Delta^{op} \to \text{Fin}\]

which on objects is given by $[n] \to \langle n \rangle$. Given a morphism $\alpha : [k] \to [n]$ in $\Delta$, the induced pointed map $\phi(\alpha) : \langle n \rangle \to \langle k \rangle$ is defined by

\[
\phi(\alpha)(j) = \begin{cases} 
  i & \text{if there is an } i \text{ such that } j \in \alpha(i - 1) + 1, \alpha(i), \\
  * & \text{otherwise.}
\end{cases}
\]

Since $\alpha$ is monotone, such an $i$ is unique if it exists, and we leave it to the reader to check that this defines a functor. In fact, up to a restriction of the codomain, the functor $\phi$ is simply the simplicial circle $S^1 \in s\Delta_{\ast}$ defined as the coequalizer

\[\Delta^0 \rightrightarrows \Delta^1 \to S^1\]

and considered as a pointed simplicial set. As a special case we obtain for the image of the opposite $i_j$ of $i_{[i-1, j]} : [1] \to [n]$ that $\phi(i_j) \equiv \rho^j$ with $\rho^j$ as in (4.25).

The role of convex maps in the theory of monoidal ∞-categories is taken by inert or collapsing maps in the theory of symmetric monoidal ∞-categories.

Definition 4.30. A morphism $\alpha : \langle n \rangle \to \langle k \rangle$ in $\text{Fin}$ is inert or collapsing if $\alpha^{-1}(i)$ is a singleton for every $1 \leq i \leq k$.

We note that $\alpha : [k] \to [n]$ in $\Delta$ is convex if and only if $\phi(\alpha) : \langle n \rangle \to \langle k \rangle$ in $\text{Fin}$ is inert, and that the maps (4.25) are inert. Given a symmetric monoidal ∞-category $p : \mathcal{M}^\otimes \to N(\text{Fin})$ we already observed that the induced functors $\rho^j$ are projection functors. Similarly, general inert morphisms induce projection and permutation functors. This suggests the following definition.

Definition 4.31. Let $p : \mathcal{M}^\otimes \to N(\text{Fin})$, $q : \mathcal{N}^\otimes \to N(\text{Fin})$ be symmetric monoidal ∞-categories and let $F : \mathcal{M}^\otimes \to \mathcal{N}^\otimes$ be a functor over $N(\text{Fin})$.

(i) The functor $F$ is symmetric monoidal if it sends $p$-coCartesian arrows to $q$-coCartesian arrows.

(ii) The functor $F$ is lax symmetric monoidal if it sends $p$-coCartesian lifts of inert morphisms to $q$-coCartesian arrows.

Symmetric monoidal and lax symmetric monoidal functors respectively are organized in ∞-categories, namely the corresponding full subcategories

\[
\text{Fun}^\otimes(\mathcal{M}^\otimes, \mathcal{N}^\otimes) \subseteq \text{Fun}^\otimes,\text{lax}(\mathcal{M}^\otimes, \mathcal{N}^\otimes) \subseteq \text{Map}_{N(\text{Fin})}(\mathcal{M}^\otimes, \mathcal{N}^\otimes)
\]
where $\text{Map}_{N(\text{Fin})}(M^\otimes, N^\otimes)$ is defined in analogy to (4.24). As a special case we obtain $\infty$-categories of commutative algebra objects $\text{Alg}_{E_\infty}(M^\otimes)$ defined by
\begin{equation}
\text{Alg}_{E_\infty}(M^\otimes) = \text{Fun}_{\otimes, \text{lax}}(N(\text{Fin}), M^\otimes).
\end{equation}
More explicitly, a commutative algebra object is a section $E: N(\text{Fin}) \to M^\otimes$ of $p: M^\otimes \to N(\text{Fin})$ sending inert morphisms to $p$-coCartesian ones. Such a section endows the underlying object $E_{(1)} \in M$ with a coherently associative and commutative pairing $E_{(1)} \otimes E_{(1)} \to E_{(1)}$.

Remark 4.33. Symmetric monoidal $\infty$-categories have underlying monoidal $\infty$-categories. In fact, given a symmetric monoidal $\infty$-category $\mathcal{M} \to N(\text{Fin})$, then the underlying monoidal $\infty$-category $U(\mathcal{M}^\otimes)$ is defined as the pullback
\begin{equation}
\begin{array}{ccc}
U(\mathcal{M}^\otimes) & \to & \mathcal{M}^\otimes \\
\downarrow & & \downarrow p \\
N(\Delta^{op}) & \to & N(\text{Fin})
\end{array}
\end{equation}
where $\phi$ is again the simplicial circle (4.29). Similarly, one shows that commutative algebra objects have underlying associative algebra objects.

Perspective 4.34. In this section we saw that symmetric monoidal $\infty$-categories are endowed with a coherently associative and commutative monoidal structure and we just claimed that something similar is true for commutative algebra objects in the sense of (4.32). In this perspective we make the similarity between these two situations precise and refer the reader to [Lur07a, §2] for details.

Given an $\infty$-category $\mathcal{C}$ with finite products, there is the Cartesian monoidal structure $\mathcal{C} \times \to N(\text{Fin})$ and there are two associated $\infty$-categories.

(i) As a special case of (4.32) we have the $\infty$-category $\text{Alg}_{E_\infty}(\mathcal{C}^\otimes)$ of commutative algebra objects in $\mathcal{C}^\otimes$.

(ii) On the other hand, we can consider commutative monoids in $\mathcal{C}$, i.e., functors $M: N(\text{Fin}) \to \mathcal{C}$ such that the Segal maps
\[ M_{(n)} \xrightarrow{\sim} M_{(1)} \times \ldots \times M_{(1)} \]
are equivalences. The $\infty$-category $\text{Mon}_{E_\infty}(\mathcal{C})$ of commutative monoids in $\mathcal{C}$ is the full subcategory of $\text{Fun}(N(\text{Fin}), \mathcal{C})$ spanned by the commutative monoids. And it turns out that there is an equivalence $\text{Alg}_{E_\infty}(\mathcal{C}^\otimes) \simeq \text{Mon}_{E_\infty}(\mathcal{C})$ over $\mathcal{C}$.

We now apply this to the $\infty$-category $\text{Cat}_\infty$ of $\infty$-categories (Perspective 2.9), which is an example of an $\infty$-category admitting finite products. The Grothendieck construction (Perspective 4.16) implies that $\text{Fun}(N(\text{Fin}), \text{Cat}_\infty)$ is equivalent to the $\infty$-category of coCartesian fibrations $p: \mathcal{M} \to N(\text{Fin})$. And under this equivalence commutative monoids in $\text{Cat}_\infty$ and symmetric monoidal $\infty$-categories correspond to each other since both are defined by similar Segal conditions. Thus, as an upshot, we obtain an equivalence of $\infty$-categories
\[ \text{Alg}_{E_\infty}(\text{Cat}_\infty^\otimes) \simeq \text{Cat}_{\infty}^{s\text{Mon}}, \]
where $\text{Cat}_{\infty}^{s\text{Mon}}$ denotes the $\infty$-category of symmetric monoidal $\infty$-categories and symmetric monoidal functors, explaining why in both cases we obtain similar coherence data. There is a similar equivalence in the case of monoidal $\infty$-categories.
and monoidal functors, namely

$$\text{Alg}_{\mathcal{C}at^\infty}(\mathcal{C}at^\infty) \simeq \mathcal{C}at^\infty_{\text{Mon}}.$$ 

Obviously, having introduced commutative algebra objects, one would now like to study modules over such algebra objects as well as the existence of limits and colimits in related $\infty$-categories. Such a theory exists and we refer to [Lur09a, Lur09b] and [Lur11] for more details.

We content ourselves by concluding this section with the following result concerning initial objects in $\infty$-categories of commutative algebra objects. This result comes up again in the final section §5.

**Proposition 4.35.** For every symmetric monoidal $\infty$-category $M \otimes \rightarrow N(\mathsf{Fin})$ the $\infty$-category $\text{Alg}_{E_{\infty}}(M)$ has an initial object. Moreover, a commutative algebra object $E$ is initial if and only if the unit map $\mathbb{S} \rightarrow E_{(1)}$ is an equivalence in $M$.

5. **Stable $\infty$-categories and the universal property of spectra**

In this final section we give an introduction to stable $\infty$-categories. By definition a finitely complete and finitely cocomplete $\infty$-categories is stable if it admits a zero object and if a square in it is a pullback if and only if it is a pushout. Typical examples of stable $\infty$-categories arise in homological algebra ($\infty$-categories of chain complexes) and stable homotopy theory (the $\infty$-category of spectra). In fact, it turns out the $\infty$-category of spectra is the universal example of a stable $\infty$-category in a certain precise sense.

Similarly to stable model categories, stable $\infty$-categories are an enhancement of triangulated categories. In §5.1 we sketch some of ingredients involved in a proof that homotopy categories of stable $\infty$-categories can be turned into triangulated categories. In §5.2 we briefly discuss the stabilization of nice $\infty$-categories which is obtained by passing to internal spectrum objects. We conclude this subsection by a precise universal property of this stabilization process. Preparing the ground for the construction of the smash product, in §5.3 we discuss the cocontinuous tensor product of presentable $\infty$-categories. Following Lurie, this allows us in §5.4 to give a very conceptual construction of the smash product monoidal structure on spectra and hence to define associative and commutative ring spectra.

5.1. **Stable $\infty$-categories.** General references for the first two subsections are [Lur07b] and [Lur11, §1]. As a first step we collect a few basics concerning pointed $\infty$-categories.

**Definition 5.1.** An $\infty$-category is pointed if it admits a zero object, i.e., an object which is initial and final.

Thus, an $\infty$-category $\mathcal{C}$ is pointed if there is an object $0 \in \mathcal{C}$ such that for all $x \in \mathcal{C}$ the mapping spaces $\text{Map}_\mathcal{C}(x,0)$ and $\text{Map}_\mathcal{C}(0,x)$ are contractible. It follows, that for any two objects $x, y \in \mathcal{C}$ there is a zero map

$$0 = 0_{x,y} : x \rightarrow y,$$

well-defined up to a contractible space of choices. Again by Proposition 2.23, if an $\infty$-category $\mathcal{C}$ is pointed, then the full subcategory spanned by the zero objects is a contractible Kan complex.
Examples 5.2.  

(i) Let \( \mathcal{C} \) be an \( \infty \)-category with a terminal object \(* \in \mathcal{C}\. The undercategory \( \mathcal{C}_* = \mathcal{C} / * \) (see Example 2.21) is a pointed \( \infty \)-category, called the \( \infty \)-category of pointed objects in \( \mathcal{C}\. Adding a disjoint base point defines a functor \( + : \mathcal{C} \to \mathcal{C}_* \) which is left adjoint to the forgetful functor \( - : \mathcal{C}_* \to \mathcal{C}\. \( (+, -) : \mathcal{C} \rightleftarrows \mathcal{C}_* \) .

(For the notion of an adjunction between \( \infty \)-categories we again refer the reader to [Lur09c, p.337] and [Lur09a, \S3].) As a special case we obtain the \( \infty \)-category \( \mathcal{S}_* \) of pointed spaces and the corresponding adjunction \( (+, -) : \mathcal{S} \rightleftarrows \mathcal{S}_* \) .

(ii) The underlying \( \infty \)-category of a pointed simplicial model category is pointed; see Examples 1.40. An ordinary category is pointed if and only if the nerve is a pointed \( \infty \)-category.

The \( \infty \)-category \( \mathcal{S}_* \) of pointed spaces together with the 0-sphere \( \mathcal{S}_0 \in \mathcal{S}_* \) enjoys the following universal property (which is a pointed variant of Corollary 3.17).

Proposition 5.3. Let \( \mathcal{D} \) be a pointed, presentable \( \infty \)-category. Evaluation at the 0-sphere \( \mathcal{S}_0 \in \mathcal{S}_* \) induces an equivalence of \( \infty \)-categories

\[
\text{Fun}_L(\mathcal{S}_*, \mathcal{D}) \sim \mathcal{D}.
\]

This result makes precise that \( \mathcal{S}_* \) is the free pointed, presentable \( \infty \)-category generated by \( \mathcal{S}_0 \).

A triangle \( \tau \) in a pointed \( \infty \)-category \( \mathcal{C} \) is a diagram \( \tau : \square \to \mathcal{C} \),

\[
\begin{array}{c}
x \\
\downarrow f \\
\downarrow y \\
0 \\
\end{array} 
\]

which vanishes at the lower left corner. Thus, a triangle in \( \mathcal{C} \) encodes two composable arrows \( f : x \to y \) and \( g : y \to z \), a further arrow \( h : x \to z \) together with a homotopy \( h \simeq g \circ f \) and a null-homotopy \( h \simeq 0 \). Recall the definition of pullback and pushout squares in Definition 2.29.

Definition 5.5. A triangle in a pointed \( \infty \)-category is exact if it is a pullback square. Dually, a triangle is coexact if it is a pushout square.

For every finitely complete, finitely cocomplete, and pointed \( \infty \)-category \( \mathcal{C} \) we denote by

\[
\mathcal{C}^{\Sigma} \subseteq \text{Fun}(\square, \mathcal{C})
\]

the full subcategory spanned by the coexact triangles which also vanish on the upper right corner,

\[
\begin{array}{c}
x \\
\downarrow \\
0' \\
\end{array} 
\]

There is a dually defined \( \infty \)-category \( \mathcal{C}^{\Omega} \subseteq \text{Fun}(\square, \mathcal{C}) \) of exact triangles vanishing on the upper right corner. Morally, such diagrams should be determined by the value in the upper left corner in the first and by the value in the lower right corner in the second case. This is made precise by the following result.
Proposition 5.6. Let $\mathcal{C}$ be a finitely complete, finitely cocomplete, and pointed $\infty$-category. The evaluation maps
\[ ev_{(0,0)} : \mathcal{C}^\Sigma \to \mathcal{C} \quad \text{and} \quad ev_{(1,1)} : \mathcal{C}^\Omega \to \mathcal{C} \]
are acyclic Kan fibrations.

This proposition and many similar results in this section are consequences of an $\infty$-categorical version of the calculus of Kan extensions (Perspective 2.31). One of the key facts of constant use is [Lur09c, Prop. 4.3.2.15]. In this course we will not pursue this calculus any further, but we only consider results from this calculus which are ‘similarly plausible’ as Proposition 5.6.

We briefly recall that given an acyclic Kan fibration $p : X \to Y$, then the space of sections $\Gamma(p) \in sSet$ is a contractible Kan complex. In fact, for every simplicial set $K$ the induced map $p^* : Map(K,X) \to Map(K,Y)$ between simplicial mapping spaces as defined by (1.17) is again an acyclic Kan fibrations. Since acyclic Kan fibrations are stable under pullbacks, we conclude that $\Gamma(p)$ is a contractible Kan complex by considering the defining pullback diagram
\[ \begin{array}{ccc}
\Gamma(p) & \to & \text{Map}(Y,X) \\
\downarrow & & \downarrow p^* \\
\Delta^0 & \to & \text{Map}(Y,Y).
\end{array} \]

Thus, under the assumption of Proposition 5.6, we can choose sections $s_\Sigma : \mathcal{C} \to \mathcal{C}^\Sigma$ and $s_\Omega : \mathcal{C} \to \mathcal{C}^\Omega$ of the evaluation maps $ev_{(0,0)}$ and $ev_{(1,1)}$, respectively, and these sections are unique up to contractible spaces of choices. Consequently, the following is well-defined.

Definition 5.8. Let $\mathcal{C}$ be a finitely complete, finitely cocomplete, and pointed $\infty$-category. The suspension functor $\Sigma = \Sigma_\mathcal{C} : \mathcal{C} \to \mathcal{C}$ and the loop functor $\Omega = \Omega_\mathcal{C} : \mathcal{C} \to \mathcal{C}$ are respectively defined as
\[ \Sigma : \mathcal{C} \xrightarrow{s_\Sigma} \mathcal{C}^\Sigma \xrightarrow{ev_{(1,1)}} \mathcal{C} \quad \text{and} \quad \Omega : \mathcal{C} \xrightarrow{s_\Omega} \mathcal{C}^\Omega \xrightarrow{ev_{(0,0)}} \mathcal{C}. \]

Proposition 5.9. Let $\mathcal{C}$ be a finitely complete, finitely cocomplete, and pointed $\infty$-category. The suspension functor $\Sigma : \mathcal{C} \to \mathcal{C}$ is left adjoint to the loop functor $\Omega : \mathcal{C} \to \mathcal{C}$,
\[ (\Sigma, \Omega) : \mathcal{C} \leftrightarrow \mathcal{C}. \]

In a similar way one defines cofibers and fibers in pointed $\infty$-categories. In fact, in the case of cofibers, starting with a morphism $f : x \to y$, suitable combinations of Kan extensions yield a coexact triangle as in (5.4). Combining these Kan extensions with a restriction of such triangles to the vertical morphism on the right yields a cofiber functor $\text{cof} : \text{Fun}(\Delta^1, \mathcal{C}) \to \text{Fun}(\Delta^1, \mathcal{C})$. Dualizing this, we obtain a fiber functor $\text{fib} : \text{Fun}(\Delta^1, \mathcal{C}) \to \text{Fun}(\Delta^1, \mathcal{C})$.

Proposition 5.10. Let $\mathcal{C}$ be a finitely complete, finitely cocomplete, and pointed $\infty$-category. The cofiber functor $\text{cof} : \text{Fun}(\Delta^1, \mathcal{C}) \to \text{Fun}(\Delta^1, \mathcal{C})$ is left adjoint to the fiber functor $\text{fib} : \text{Fun}(\Delta^1, \mathcal{C}) \to \text{Fun}(\Delta^1, \mathcal{C})$,
\[ (\text{cof}, \text{fib}) : \text{Fun}(\Delta^1, \mathcal{C}) \leftrightarrow \text{Fun}(\Delta^1, \mathcal{C}). \]

One way of defining stable $\infty$-categories is as follows.
Definition 5.11. A finitely complete, finitely cocomplete, and pointed $\infty$-category is **stable** if a triangle in it is exact if and only if it is coexact.

This is one way of imposing the usual **linearity condition** axiomatizing stability. It turns out that this definition admits the following reformulations.

**Theorem 5.12.** The following are equivalent for a finitely complete, finitely co-complete, and pointed $\infty$-category $\mathcal{C}$.

(i) The adjunction $(\Sigma, \Omega): \mathcal{C} \rightleftarrows \mathcal{C}$ is an equivalence.

(ii) The adjunction $(\text{cof}, \text{fib}): \text{Fun}(\Delta^1, \mathcal{C}) \rightleftarrows \text{Fun}(\Delta^1, \mathcal{C})$ is an equivalence.

(iii) The $\infty$-category $\mathcal{C}$ is stable.

(iv) A square in $\mathcal{C}$ is a pullback square if and only if it is a pushout square.

**Examples 5.13.**

(i) The underlying $\infty$-category of a stable, simplicial model category (Examples 1.40) is stable.

(ii) Let us recall that there are many Quillen equivalent simplicial model categories of spectra such that the homotopy categories are the stable homotopy category $\mathcal{SHC}$ of Boardman; see [Vog70] and [Ada74, Part III] for classical accounts of this category and for example [HSS00, EKMM97, MMSS01] for good point-set categories of spectra. The underlying $\infty$-categories of these model categories are equivalent, and any of them will be denoted by $\text{Sp}$ and referred to as the $\infty$-category of spectra. We will see in §5.2 that there also is an intrinsic construction of this $\infty$-category.

(iii) In the context of homological algebra, there are stable derived $\infty$-categories; see [Lur09c, §1].

Like stable model categories also stable $\infty$-categories provide an enhancement of triangulated categories. In particular, the homotopy category of a stable $\infty$-category can be endowed with a triangulation. To this end, we define a **cofiber sequence** in a pointed $\infty$-category $\mathcal{C}$ to be a diagram $\Delta^2 \times \Delta^1 \to \mathcal{C}$ looking like

\[
\begin{array}{ccc}
x & \xrightarrow{f} & y \\
\downarrow & & \downarrow \\
0 & \xrightarrow{g} & z \\
\end{array}
\]

\[
\begin{array}{ccc}
\downarrow & & \downarrow \\
y & \xrightarrow{h} & w \\
\end{array}
\]

and such that both squares are pushout squares. (A cofiber sequence is essentially obtained by two iterations of the passage to the cofiber of a morphism.) As in the case of ordinary category theory, it follows that also the composite square is a pushout square, and, by definition of the passage to the cofiber of a morphism, we obtain a canonical equivalence $\phi: w \simeq \Sigma x$. Thus, if we pass to homotopy classes of morphisms, then associated to (5.14) we obtain by means of this equivalence an **incoherent** cofiber sequence or triangle

\[
T_f: x \xrightarrow{f} y \xrightarrow{g} z \xrightarrow{\phi \circ h} \Sigma x,
\]

which is an ordinary diagram in the homotopy category $\text{Ho}(\mathcal{C})$. If $\mathcal{C}$ is a stable $\infty$-category, then we say that a triangle in $\text{Ho}(\mathcal{C})$ is **distinguished** if it is isomorphic to $T_f$ for some $f: \Delta^1 \to \mathcal{C}$.

In the following result ([Lur07b]) we also denote by $\Sigma: \text{Ho}(\mathcal{C}) \to \text{Ho}(\mathcal{C})$ the functor induced by $\Sigma: \mathcal{C} \to \mathcal{C}$. We assume that the reader is familiar with the notion of a triangulated category; see the original references of Puppe [Pup67,
Theorem 5.15. Let $\mathcal{C}$ be a stable $\infty$-category. The functor $\Sigma: \text{Ho}(\mathcal{C}) \to \text{Ho}(\mathcal{C})$ and the above class of distinguished triangles endow the homotopy category $\text{Ho}(\mathcal{C})$ with the structure of a triangulated category.

A natural class of functors between stable $\infty$-categories is the class of exact functors in the sense of the following definition.

Definition 5.16. Let $\mathcal{C}$ and $\mathcal{D}$ be finitely complete and finitely cocomplete $\infty$-categories.

(i) A functor $\mathcal{C} \to \mathcal{D}$ is **left exact** if it preserves pullbacks and terminal objects.
(ii) A functor $\mathcal{C} \to \mathcal{D}$ is **right exact** if it preserves pushouts and initial objects.
(iii) A functor $\mathcal{C} \to \mathcal{D}$ is **exact** if it is left exact and right exact.

Clearly, limit-preserving functors (and hence, in particular, right adjoint functors) are left exact, and dually. If $\mathcal{C}$ and $\mathcal{D}$ are stable $\infty$-categories, then the three classes in Definition 5.16 agree. It turns out that the triangulations of Theorem 5.15 are natural with respect to exact functors in the following sense. Given an exact functor $F: \mathcal{C} \to \mathcal{D}$ of stable $\infty$-categories, then the functor $F: \text{Ho}(\mathcal{C}) \to \text{Ho}(\mathcal{D})$ can be endowed with the structure of an exact functor.

Remark 5.17. Note that, by the very definition, a stable $\infty$-category is obtained from the general notion of an $\infty$-category by imposing certain (easily motivated) exactness properties; namely, we ask that finite limits and finite colimits exist and that certain limit type constructions are colimit type constructions and conversely. Similarly, the good notion of morphisms of stable $\infty$-categories, namely, exact functors, are defined by asking for the property that certain (co)limits are preserved.

This is in contrast to the more classical notion of a triangulated category which addresses the bad categorical properties of derived categories of abelian categories or of homotopy categories of stable model categories or stable $\infty$-categories by imposing additional structure. Given an additive category, the axioms of a triangulated category ask for the existence of some non-canonical additional structure (the suspension functor and the class of distinguished triangles) satisfying certain properties. Similarly, given two triangulated categories $\mathcal{T}$ and $\mathcal{T}'$, a morphism should be an additive functor $F: \mathcal{T} \to \mathcal{T}'$ which sends distinguished triangles to distinguished triangles. In order to make this precise, one has to ask for the existence of an exact structure, i.e., a natural isomorphism $F \Sigma \cong \Sigma F$.

Despite their great successes in many areas of pure mathematics, it was obvious from the very beginning on (see for example already the introduction to [Hel68]) that the axioms of a triangulated category suffer certain defects (non-functoriality of the cone construction, no good theory of homotopy limits and homotopy colimits, diagram categories of triangulated categories do not admit canonical triangulations).

There are more traditional attempts to improve the axioms of a triangulated category and the basic idea goes back at least to [BBD82]. The idea is to ask for more structure, leading to **higher triangulations**. This use of the word ‘higher’ is meant to indicate that one asks for higher octahedron axioms, i.e., that one also encodes iterated (co)fibers associated to longer strings of composable morphisms (see [Mal05] for a precise definition). It can be shown that homotopy categories
of stable $\infty$-categories or stable model categories can be naturally endowed with higher triangulations \cite[§13]{GS14}, illustrating the slogan that ‘these enhancements encode all the triangulated structure’.

5.2. Stabilization and the universality of spectra. In this section we discuss the stabilization process which can be realized by passing to $\infty$-categories of internal spectrum objects. Similar constructions were also carried out in the language of model categories (for example by Schwede \cite{Sch97} and Hovey \cite{Hov01}) as well as in the framework of derivators by Heller \cite{Hel97}.

**Definition 5.18.** Let $\mathcal{C}$ be a finitely complete, finitely cocomplete, and pointed $\infty$-category. A **prespectrum object** in $\mathcal{C}$ is a functor $X: N(\mathbb{Z} \times \mathbb{Z}) \to \mathcal{C}$ such that for all $i \neq j$ the value $X(i,j)$ is a zero object. The full subcategory of $\text{Fun}(N(\mathbb{Z} \times \mathbb{Z}), \mathcal{C})$ spanned by the prespectrum objects is denoted by $\text{PSp}(\mathcal{C})$.

Here, we consider the poset $\mathbb{Z}$ with the natural ordering as a category. Since only the diagonal entries are possibly non-trivial, we use the shorthand notation $X_m = X(m,m)$. Thus, a part of a prespectrum object $X \in \text{PSp}(\mathcal{C})$ looks like

\[
\begin{array}{cccc}
0 & \rightarrow & X_{m+1} \\
\uparrow & & \uparrow \\
0'' & \rightarrow & X_m & \rightarrow & 0' \\
\uparrow & & \uparrow & & \uparrow \\
X_{m-1} & \rightarrow & 0''.
\end{array}
\]

By definition of the suspension and loop functors $(\Sigma, \Omega): \mathcal{C} \rightleftarrows \mathcal{C}$, given $X \in \text{PSp}(\mathcal{C})$ we obtain induced morphisms

\[
\alpha_{m-1}: \Sigma X_{m-1} \to X_m \quad \text{and} \quad \beta_m: X_m \to \Omega X_{m+1}.
\]

**Definition 5.20.** Let $\mathcal{C}$ be a finitely complete, finitely cocomplete, and pointed $\infty$-category and let $X \in \text{PSp}(\mathcal{C})$.

(i) The prespectrum $X$ is a **spectrum below $n$** if $\beta_m: X_m \sim \Omega X_{m+1}$ is an equivalence for all $m < n$. The full subcategory of $\text{PSp}(\mathcal{C})$ spanned by the spectra below $n$ is denoted by $\text{Sp}_n(\mathcal{C})$.

(ii) The prespectrum $X$ is a **spectrum object** if $\beta_m: X_m \sim \Omega X_{m+1}$ is an equivalence for all $m \in \mathbb{Z}$. The full subcategory of $\text{PSp}(\mathcal{C})$ spanned by the spectrum objects is denoted by $\text{Sp}(\mathcal{C})$.

**Example 5.21.** An important special case is obtained if we start with the pointed $\infty$-category $\mathcal{S}_*$ of pointed spaces. In that case, we simplify notation and write $\text{Sp} = \text{Sp}(\mathcal{S}_*)$ for the $\infty$-category of spectra.

**Theorem 5.22.** The $\infty$-category $\text{Sp}$ of spectra is stable and presentable.

We discuss further below that $\text{Sp}$ is the stabilization of the $\infty$-category $\mathcal{S}$ of spaces. More generally, given an $\infty$-category $\mathcal{C}$, we refer to $\text{Stab}(\mathcal{C}) = \text{Sp}(\mathcal{C}_*)$ as the stabilization of $\mathcal{C}$. 
Under certain assumptions on a pointed ∞-category C we will now construct a spectrification functor, i.e., a left adjoint \( L_n : \text{PSp}(C) \to \text{Sp}(C) \) to the fully faithful inclusion functor \( \iota_n : \text{Sp}(C) \to \text{PSp}(C) \), exhibiting \( \text{Sp}(C) \) as a localization of \( \text{PSp}(C) \).

To begin with there is the following result.

**Proposition 5.23.** Let C be a finitely complete, finitely cocomplete, and pointed ∞-category. The fully faithful inclusion \( \iota_n : \text{Sp}_n(C) \to \text{PSp}(C) \) admits a left adjoint \( L_n : \text{PSp}(C) \to \text{Sp}_n(C) \),

\[
(L_n, \iota_n) : \text{PSp}(C) \rightleftarrows \text{Sp}_n(C).
\]

The idea is of course that spectra below a certain level are somehow determined by the higher levels. And in fact, the left adjoint \( L_n \) can be constructed as follows. Given a prespectrum \( X \in \text{PSp}(C) \) we restrict it to the full subcategory of \( N(Z \times Z) \) spanned by \( Q_n = \{ (i, j) \in Z \times Z \mid i \neq j \text{ or } i = j \geq n \} \) and then set

\[
L_n(X) = \text{RKan}_{Q_n \hookrightarrow N(Z \times Z)}(X|_{Q_n}).
\]

Here RKan stands for an ∞-categorical variant of the usual right Kan extension; see [Lur09c, §4.3] or Perspective 2.31. Under suitable completeness assumptions on the ∞-categories involved, right Kan extensions can again be calculated pointwise, i.e., are given by limits over certain slice categories. In our situation, the corresponding slice categories are cofinally finite and the above right Kan extensions hence exist.

The essential image of \( L_n \) consists of the spectra below \( n \).

With a bit more care, one can show that there is a sequence of functors

\[
1 \to L_0 \to L_1 \to L_2 \to \ldots : \text{PSp}(C) \to \text{PSp}(C),
\]

and it is hence tempting to simply set \( L := \text{colim}_n L_n \). This in fact works if one imposes the following conditions on the ∞-category C.

**Proposition 5.24.** Let C be a finitely complete, countably cocomplete, and pointed ∞-category. If the loop functor \( \Omega : C \to C \) commutes with sequential colimits, then \( L := \text{colim}_n L_n : \text{PSp}(C) \to \text{PSp}(C) \) is a localization with essential image \( \text{Sp}(C) \). We refer to L as the spectrification functor.

An important example of an ∞-category satisfying these assumptions is the ∞-category of pointed spaces. In this case, let \( D_n \subseteq \text{Sp}_n \) be the full subcategory spanned by those \( X \) such that \( \alpha_m : \Sigma X_m \to X_{m+1} \) defined in (5.19) is an equivalence for \( m \geq n \). Thus, morally, such a prespectrum \( X \) is essentially determined by its value \( X_n \). And in fact, the evaluation map \( ev_n : D_n \to S_* \) is an acyclic Kan fibration. Let us choose a section \( s_{\Sigma^{\infty-n}} : S_* \to D_n \) of \( ev_n \) and set

\[
\hat{\Sigma}^{\infty-n} : S_* \xrightarrow{s_{\Sigma^{\infty-n}}} D_n \to \text{PSp}.
\]

(We note again that this is well-defined since the space of sections is a contractible Kan complex; see the discussion around (5.7).) Denoting the n-th evaluation functor \( \text{PSp} \to S_* \) by \( \Omega^{\infty-n} \) we obtain an adjunction

\[
(\hat{\Sigma}^{\infty-n}, \Omega^{\infty-n}) : S_* \rightleftarrows \text{PSp}.
\]

Combining this with Proposition 5.23 and Proposition 5.24 we deduce the following result.
Proposition 5.25. There is the following sequence of adjunctions

\[(\Sigma^\infty_{-n}, \Omega^\infty_{-n}) : S \xrightarrow{+} S_* \xrightarrow{\Sigma^\infty_{-n}} \Omega^\infty_{-n} \xrightarrow{PSP \, L} \text{Sp}.\]

Dropping the first adjunction in the proposition we obtain the adjunction

\[(\Sigma^\infty_{-n}, \Omega^\infty_{-n}) : S_* \leftrightarrow \text{Sp},\]

and it turns out that a similar adjunction exists for arbitrary pointed, presentable \(\infty\)-categories. In fact, the evaluation functor \(\Omega^\infty_{-n} : \text{Sp}(C) \to C\) clearly makes sense for every finitely complete, finitely cocomplete, and pointed \(\infty\)-category \(C\). If \(C\) is moreover presentable, then it can be shown that \(\Omega^\infty_{-n}\) satisfies the assumptions of the special adjoint functor theorem (Theorem 3.19). Thus, there is a left adjoint \(\Sigma^\infty_{-n} : C \to \text{Sp}(C)\), the suspension spectrum functor or the \(n\)-th free spectrum functor,

\[(\Sigma^\infty_{-n}, \Omega^\infty_{-n}) : C \leftrightarrow \text{Sp}(C),\]

although in this generality the functor \(\Sigma^\infty_{-n}\) does not admit such a nice explicit description as in the case of \(S_*\). In the following important result [Lur07b] we denote by \(\text{Fun}^L(C, D)\) the \(\infty\)-category of colimit-preserving functors between presentable \(\infty\)-categories \(C\) and \(D\).

Theorem 5.26. Let \(C, D\) be pointed, presentable \(\infty\)-categories and let \(D\) be stable. Restriction along the suspension spectrum functor \(\Sigma^\infty : C \to \text{Sp}(C)\) induces an equivalence of \(\infty\)-categories

\[\text{Fun}^L(\text{Sp}(C), D) \xrightarrow{\sim} \text{Fun}^L(C, D).\]

As a central special case, let us again consider the \(\infty\)-category \(S_*\). We refer to the image of the zero sphere \(S^0 = \Delta^0\) under \(\Sigma^\infty : S_* \to \text{Sp}\) as the sphere spectrum.

Corollary 5.27. Let \(D\) be a stable, presentable \(\infty\)-category. Evaluation at the sphere spectrum induces an equivalence of \(\infty\)-categories

\[\text{Fun}^L(\text{Sp}, D) \xrightarrow{\sim} D.\]

In fact, this follows from Theorem 5.26 by observing that the evaluation map factors as

\[\text{Fun}^L(\text{Sp}, D) \xrightarrow{\sim} \text{Fun}^L(S_*, D) \xrightarrow{\sim} D\]

where the second equivalence is given by evaluation on \(S^0\); see Proposition 5.3. This corollary makes precise that the \(\infty\)-category \(\text{Sp}\) of spectra is the free stable \(\infty\)-category on one generator, namely on the sphere spectrum.

5.3. Tensor products of presentable \(\infty\)-categories. We now turn to the tensor product of presentable \(\infty\)-categories which plays a key role in the construction of the smash product on the \(\infty\)-category of spectra; see §5.4. For the convenience of the reader we begin by some heuristics indicating the corresponding construction in ordinary category theory.

Let \(C_1\) and \(C_2\) be locally presentable categories. The (cocontinuous) tensor product of \(C_1\) and \(C_2\) is a locally presentable category \(C_1 \otimes C_2\) together with a universal bilinear map, i.e., a functor

\[C_1 \times C_2 \to C_1 \otimes C_2\]

\[(5.28)\]
which preserves colimits in both variables separately and which is universal in the following sense: For any locally presentable category $D$ restricting along (5.28) induces an equivalence of categories

$$\text{Fun}^L(C_1 \otimes C_2, D) \sim \text{Fun}^{LL}(C_1 \times C_2, D)$$

where $\text{Fun}^{LL}(C_1 \times C_2, D) \subseteq \text{Fun}(C_1 \times C_2, D)$ is the full subcategory spanned by the functors which preserve colimits in both variables separately.

It can be shown that the cocontinuous tensor product always exists and that it admits the explicit description

$$C_1 \otimes C_2 = \text{Fun}^R(C_1^{op}, C_2),$$

where $\text{Fun}^R(-, -) \subseteq \text{Fun}(-, -)$ denotes the full subcategory spanned by the limit-preserving functors.

As a first step one has to show that the category $\text{Fun}^R(C_1^{op}, C_2)$ is again locally presentable. Here we content ourselves by verifying this in the case that $C_1$ is a category of presheaves, i.e., that $C_1 \simeq \text{Fun}(A^{op}, \text{Set})$ for a small category $A$. Using that presheaf categories are cocompletions (Theorem 3.2) we obtain equivalences

$$\text{Fun}(A^{op}, \text{Set}) \otimes C_2 \simeq \text{Fun}^R(\text{Fun}(A^{op}, \text{Set})^{op}, C_2) \simeq \text{Fun}(A^{op}, C_2^{op})^{op} \simeq \text{Fun}(A, C_2).$$

Since $\text{Fun}(A, C_2)$ is again locally presentable, we deduce that the tensor product is locally presentable in this case.

A lengthy formal calculation using the duality between left adjoint and right adjoint functors as well as Theorem 3.5 implies that for locally presentable categories $C_1, C_2$, and $D$ there is an equivalence of categories

$$\text{Fun}^L(\text{Fun}^R(C_1^{op}, C_2), D) \simeq \text{Fun}^{LL}(C_1 \times C_2, D),$$

showing that (5.29) provides a model for the cocontinuous tensor product.

The symmetry isomorphism $C_1 \times C_2 \cong C_2 \times C_1$ together with the Yoneda lemma implies that the tensor product is symmetric. In a similar way one easily observes that the tensor product is suitably associative. If we specialize the calculation (5.30) to the case of the terminal category $A = 1$, then we obtain an equivalence $\text{Set} \otimes C_2 \simeq C_2$, showing that the locally presentable category $\text{Set}$ of sets behaves as a monoidal unit for the cocontinuous tensor product.

Finally, for locally presentable categories $C_1, C_2$, and $D$ we observe that there are equivalences of categories

$$\text{Fun}^L(C_1 \otimes C_2, D) \simeq \text{Fun}^{LL}(C_1 \times C_2, D) \simeq \text{Fun}^L(C_1, \text{Fun}^L(C_2, D)),$$

showing that the cocontinuous tensor product is closed with internal hom given by categories of colimit-preserving functors.

Thus, as an upshot, these heuristics suggest that the cocontinuous tensor product yields some kind of a closed symmetric monoidal structure. Slightly more precisely, there is a symmetric, closed 2-multicategory such that

(i) objects are locally presentable categories,
(ii) morphisms of arity \( n \) are functors \( C_1 \times \ldots \times C_n \to D \) which preserve colimits in each variable separately,
(iii) and 2-cells of arity \( n \) are natural transformations between such functors,
and the above discussion suggests that this 2-multicategory is representable, i.e.,
that it comes from a symmetric monoidal closed bicategory.

In [Lur11] Lurie establishes a variant of this monoidal structure for presentable \( \infty \)-categories. Let \( \mathcal{P}_L \) be the (very large) \( \infty \)-category of presentable \( \infty \)-categories and colimit-preserving functors.

**Theorem 5.31.** The \( \infty \)-category \( \mathcal{P}_L \) admits a closed symmetric monoidal structure \( \mathcal{P}_L^{\otimes} \to N(\text{Fin}) \) such that the following properties are satisfied.

(i) The tensor product \( C_1 \otimes C_2 \) corepresents the functor which sends \( D \) to the \( \infty \)-category \( \text{Fun}^{L,L}(C_1 \times C_2, D) \) of functors which preserve colimits separately in both variables.
(ii) The \( \infty \)-category \( C_1 \otimes C_2 \) is equivalent to \( \text{Fun}^R(C_1^{\text{op}}, C_2) \).
(iii) The \( \infty \)-category \( S \) of spaces is the monoidal unit.
(iv) The internal hom is given by \( \text{Fun}^L(C_1, C_2) \).

We denote by \( \mathcal{P}_L^{\text{sm}} \) the \( \infty \)-category of presentable, symmetric monoidal closed \( \infty \)-categories and symmetric monoidal, colimit-preserving functors. The following is a variant of **Perspective 4.34**.

**Proposition 5.32.** There is an equivalence of \( \infty \)-categories
\[
\text{Alg}_S(\mathcal{P}_L^{\otimes}) \simeq \mathcal{P}_L^{\text{sm}}.
\]
Thus, **Proposition 4.35** applied to the monoidal structure of **Theorem 5.31** implies that the \( \infty \)-category \( S \) of spaces endowed with a certain symmetric monoidal structure is an initial object in \( \mathcal{P}_L^{\text{sm}} \). It turns out that the monoidal structure is the usual Cartesian monoidal structure and that it can be characterized by the properties that

(i) the pairing \( \times : S \times S \to S \) preserves colimits separately in both variables and
(ii) the point \( \Delta^0 \in S \) is a monoidal unit.

### 5.4. The smash product.
In this subsection we briefly discuss an \( \infty \)-categorical version of the smash product monoidal structure on spectra. The stabilization of presentable \( \infty \)-categories can be summarized by the following theorem. We denote by \( \mathcal{P}_L^{\text{St}} \subseteq \mathcal{P}_L^{\text{Pt}} \subseteq \mathcal{P}_L \) the full subcategories spanned by stable, presentable and pointed, presentable \( \infty \)-categories, respectively.

**Theorem 5.33.** The stabilization \( \text{Stab} : \mathcal{P}_L \to \mathcal{P}_L^{\text{St}} \) of presentable \( \infty \)-categories factors as a composition of adjunctions
\[
\mathcal{P}_L \rightleftarrows \mathcal{P}_L^{\text{Pt}} : \mathcal{P}_L^{\text{St}}.
\]
It turns out that the symmetric monoidal structure \( \mathcal{P}_L^{\otimes} \to N(\text{Fin}) \) has similar variants in the pointed and in the stable context. Here we collect the variant of **Theorem 5.31** for stable, presentable \( \infty \)-categories.

**Theorem 5.34.** The \( \infty \)-category \( \mathcal{P}_L^{\text{St}} \) admits a closed symmetric monoidal structure \( \mathcal{P}_L^{\otimes} \to N(\text{Fin}) \) such that the following properties are satisfied.

(i) The tensor product \( C_1 \otimes C_2 \) corepresents the functor which sends \( D \) to the \( \infty \)-category \( \text{Fun}^{L,L}(C_1 \times C_2, D) \) of functors which preserve colimits separately in both variables.
(ii) The ∞-category $C_1 \otimes C_2$ is equivalent to $\text{Fun}^R(C_1^{op}, C_2)$.
(iii) The ∞-category $\text{Sp}$ of spectra is the monoidal unit.
(iv) The internal hom is given by $\text{Fun}^L(C_1, C_2)$.

And there is a similar variant for $\text{Pr}^{L,\otimes}_{\text{St}}$, the only difference being that the ∞-category $S_*$ of pointed spaces is the monoidal unit.

Let $\text{Pr}^{L,\otimes}_{\text{St}, \text{mon}}$ denote the ∞-category of stable, presentable, symmetric monoidal closed ∞-categories and symmetric monoidal, colimit-preserving functors. As a consequence of Perspective 4.34 there is the following result.

**Proposition 5.35.** There is an equivalence of ∞-categories

$$\text{Alg}_{E_*}(\text{Pr}^{L,\otimes}_{\text{St}}) \simeq \text{Pr}^{L,\otimes}_{\text{St}, \text{mon}}.$$ 

An application of Proposition 4.35 to $\text{Pr}^{L,\otimes}_{\text{St}}$ implies that the ∞-category $\text{Sp}$ of spectra can be endowed with a certain symmetric monoidal structure, the smash product, such that the resulting symmetric monoidal ∞-category $\text{Sp}^{\otimes}$ is an initial object in $\text{Pr}^{L,\otimes}_{\text{St}, \text{mon}}$. It turns out that the monoidal structure can be characterized by the properties that

(i) the monoidal structure $\otimes : \text{Sp} \times \text{Sp} \to \text{Sp}$ preserves colimits separately in both variables and

(ii) the sphere spectrum is the monoidal unit.

Having the smash product at our disposal we can finally make the following definition.

**Definition 5.36.** (i) The ∞-category of $E_*$-ring spectra is the ∞-category of commutative algebra objects $\text{Alg}_{E_*}(\text{Sp}^{\otimes})$.

(ii) The ∞-category of $A_*$-ring spectra is the ∞-category of (associative) algebra objects $\text{Alg}_{A_*}(\text{Sp}^{\otimes})$.

These are ∞-categorical versions of the more classical model categories of commutative or associative ring spectra. In fact, for a precise statement along these lines using symmetric spectra see [Lur09b, Example 8.21]. Having these key notions in place one could now begin with an ∞-categorical study of stable homotopy theory [Lur11] which together with the theory of ∞-topoi [Lur09c, §§6-7] provides the foundations for Lurie’s ∞-categorical approach to derived algebraic geometry. For this we refer the reader to the literature.

We conclude this section by a short discussion of monoidal aspects of the stabilization of presentable ∞-categories.

**Theorem 5.37.** Let $\mathcal{C}^{\otimes}$ be a closed symmetric monoidal structure on a presentable ∞-category. The ∞-categories $\mathcal{C}_*$, $\text{Sp}(\mathcal{C})$ admit closed symmetric monoidal structures, which are uniquely determined by the requirement that the respective free functors from $\mathcal{C}$ are symmetric monoidal. Moreover, also the remaining left adjoint in

$$\mathcal{C} \to \mathcal{C}_* \to \text{Sp}(\mathcal{C})$$

is uniquely symmetric monoidal.

The monoidal structures in the previous theorem enjoy the following universal properties. Given closed symmetric monoidal, presentable ∞-categories $\mathcal{C}, \mathcal{D}$ we denote by $\text{Fun}^{L,\otimes}(\mathcal{C}, \mathcal{D})$ the ∞-category of symmetric monoidal, colimit-preserving functors from $\mathcal{C}$ to $\mathcal{D}$. 
Theorem 5.38. Let $\mathcal{C}, \mathcal{D}$ be closed symmetric monoidal, presentable $\infty$-categories.

(i) If $\mathcal{D}$ is pointed, then the symmetric monoidal functor $\mathcal{C} \to \mathcal{C}_*$ induces an equivalence of $\infty$-categories

$$\text{Fun}^{L_\otimes}(\mathcal{C}_*, \mathcal{D}) \xrightarrow{\sim} \text{Fun}^{L_\otimes}(\mathcal{C}, \mathcal{D}).$$

(ii) If $\mathcal{D}$ is stable, then the symmetric monoidal functor $\mathcal{C} \to \text{Sp}(\mathcal{C})$ induces an equivalence of $\infty$-categories

$$\text{Fun}^{L_\otimes}(\text{Sp}(\mathcal{C}), \mathcal{D}) \xrightarrow{\sim} \text{Fun}^{L_\otimes}(\mathcal{C}, \mathcal{D}).$$

One way to summarize some of these results is as follows.

Theorem 5.39. The stabilization $\mathcal{P}_L \to \mathcal{P}_{L_{St}}$ of presentable $\infty$-categories admits a monoidal refinement which factors as a composition of adjunctions

$$\mathcal{P}_L \otimes \xrightarrow{\sim} \mathcal{P}_{L_{Pt}} \otimes \xrightarrow{\sim} \mathcal{P}_{L_{St}}.$$

We conclude this course by the following perspective on a refined picture of the stabilization process [GGN13].

Perspective 5.40. Let us recall that stable $\infty$-categories are obtained from pointed $\infty$-categories by imposing an additional exactness property, asking that pushouts and pullbacks agree. There are two more intermediate steps given by preadditive and additive $\infty$-categories, respectively, both of which are obtained by adding certain exactness properties to pointed $\infty$-categories. A preadditive $\infty$-category is a pointed $\infty$-category with finite biproducts. It follows from these axioms that every object can be canonically turned into an $E_\infty$-monoid object and this monoid structure is given by the fold map. We say that a preadditive $\infty$-category is additive if these canonical $E_\infty$-monoid structures actually are $E_\infty$-group structures.

Focusing again on the context of presentable $\infty$-categories it can be shown that there are universal examples of such $\infty$-categories. In fact, the $\infty$-category $\text{Mon}_{E_\infty}(S)$ of $E_\infty$-spaces is a preadditive, presentable $\infty$-category and the left adjoint $S \to \text{Mon}_{E_\infty}(S)$ to the forgetful functor $\text{Mon}_{E_\infty}(S) \to S$ exhibits $\text{Mon}_{E_\infty}(S)$ as the free preadditive $\infty$-category on one generator, namely the free $E_\infty$-space generated by $\Delta^0$. More specifically, for every preadditive, presentable $\infty$-category $\mathcal{D}$, there are equivalences of $\infty$-categories

$$\text{Fun}^L(\text{Mon}_{E_\infty}(S), \mathcal{D}) \xrightarrow{\sim} \text{Fun}^L(S, \mathcal{D}) \xrightarrow{\sim} \mathcal{D}.$$ 

A similar universal property is enjoyed by $\mathcal{C} \to \text{Mon}_{E_\infty}(\mathcal{C})$ where $\mathcal{C}$ is a general presentable $\infty$-categories. And if we pass to the context of additive presentable $\infty$-categories instead, then the universal example is given by the $\infty$-category $\text{Grp}_{E_\infty}(S)$ of grouplike $E_\infty$-spaces.

It turns out that the stabilization of presentable $\infty$-categories factors through the $\infty$-category of preadditive, presentable $\infty$-categories and also through the $\infty$-category of additive, presentable $\infty$-categories. More precisely, the obvious forgetful functors admit left adjoints and the stabilization hence factors as

$$\mathcal{P}_L \xleftarrow{\sim} \mathcal{P}_{L_{Pt}} \xleftarrow{\sim} \mathcal{P}_{L_{Pre}} \xleftarrow{\sim} \mathcal{P}_{L_{Add}} \xleftarrow{\sim} \mathcal{P}_{L_{St}}.$$ 

Finally, let us also mention that this factorization admits a monoidal refinement parallel to the one in Theorem 5.39. For details and applications we refer the reader to [GGN13].
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