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2-ROW SPRINGER FIBRES AND KHOVANOV DIAGRAM

ALGEBRAS FOR TYPE D

MICHAEL EHRIG AND CATHARINA STROPPEL

Abstract. We study in detail two row Springer fibres of even orthogo-
nal type from an algebraic as well as topological point of view. We show
that the irreducible components and their pairwise intersections are it-
erated P

1-bundles. Using results of Kumar and Procesi we compute the
cohomology ring with its action of the Weyl group. The main tool is
a type D diagram calculus labelling the irreducible components in an
convenient way which relates to a diagrammatical algebra describing the
category of perverse sheaves on isotropic Grassmannians based on work
of Braden. The diagram calculus generalizes Khovanov’s arc algebra
to the type D setting and should be seen as setting the framework for
generalizing well-known connections of these algebras in type A to other
types. The results will be connected to Brauer algebras at non-generic
parameters in a subsequent paper.
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1. Introduction

This paper is part of a series of three quite different papers, [ES12a],
[ES12b], dealing with type D generalizations of Khovanov’s arc algebra. We
develop in detail the geometric background of this algebra using the geom-
etry of topological and algebraic Springer fibres and explain connections to
category O for the orthogonal Lie algebra and to categories of finite dimen-
sional representations of the associated W-algebras. The type D Khovanov
algebra is defined in [ES12a] using Braden’s description of the category of
perverse sheaves on Grassmannians, hence it gives an elementary description
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2 MICHAEL EHRIG AND CATHARINA STROPPEL

of parabolic category O of type (Dk, Ak−1) with all its nice properties like
Koszulness, quasi-hereditary, cellularity etc. Based on [CDV11] we finally
show in [ES12b] that these algebras, when taking a certain limit, describe
blocks of Brauer algebras Br(δ) for non-semisimple parameters δ. This is
very much in the spirit of a similar result obtained by Brundan and the
second author, [BS12], for the walled Brauer algebra using a limit version of
generalized Khovanov algebras of type A. The results about the cohomol-
ogy rings of Springer fibres obtained in the present paper is used in [ES12b]
to describe the dimension and structure of the centre for Brauer algebras
in non-semisimple cases. Although the flavour of results is very similar to
the known type A results, the techniques and difficulties are very different,
including quite a few surprising new phenomena. Let us now describe the
content of this paper in more detail.

Let V = C
2k be an even dimensional vector space with a non-degenerate

symmetric bilinear form β. Let G = O(2k,C) the group of automorphisms
preserving β and g = o(2k,C) the corresponding orthogonal Lie algebra.
By a result of Gerstenhaber, [Ger61], the G-conjugacy classes of nilpotent
elements in g are classified by their Jordan normal form, i.e. by partitions
of 2k which are admissible in the sense that even parts appear with even
multiplicity.

Let F be the flag variety for G of full isotropic flags with respect to β,

{F0 ⊂ F1 ⊂ · ⊂ F2k = C
2k | dim(Fi) = i, F⊥

i = F2k−i}. (1.1)

Given a nilpotent element N ∈ g consider the Springer fibre FN of all flags
F• ∈ F fixed by N , i.e. satisfyingN(Fi) ⊂ Fi−1 for all i > 0. This is the fibre
of the famous Springer resolution of the nilpotent cone N ⊂ g over N . The
Springer fibres and their corresponding irreducible components are in general
poorly understood. Even in type A the components are not smooth in
general; the first case where singular components appear is the two columns
case, [Fre09]. Recently, Fresse and Melnikov found a parametrisation of all
smooth irreducible components in type A in terms of standard tableaux,
[FM10]. This includes the quite easy cases of two row partitions, were
Fung showed already much earlier, [Fun03], that irreducible components are
iterated P(C)1-bundles and therefore smooth.

In this paper we are interested in generalizing the latter result to the
orthogonal case and moreover to construct an easy topological model for
these Springer fibres, analogous to the type A model of Khovanov, [Kho04].
Our result in Section 6 is the following:

Theorem A. Let N ∈ g nilpotent of Jordan type (λ1, λ2). Every irreducible
component Y is an iterated fibre bundle of base type (P1(C), . . . ,P1(C)) where
each P

1(C) corresponds canonically to a cup in the cup diagram associated
with the signed admissible standard tableau labelling Y . Hence the dimension
of Y equals the number of cups in the diagram.
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Originally, irreducible components in the orthogonal case were classified
by Spaltenstein, [Spa82], and van Leeuwen, [vL12], using (signed) domino
tableaux. Our results rely on a new parametrisation in terms of certain
decorated cup diagrams on k vertices.

Fixing the points P = {(1, 0), (2, 0), . . . , (k, 0)} and the rectangle R =
{(x, y) | 0 ≤ x ≤ k + 1,−2 ≤ y ≤ 0} in the plane, an undecorated cup
diagram is the isotopy class of a diagram consisting of k non-intersecting
lines in R, each of them connecting two distinct vertices in P or one vertex
in P with a point on the bottom face of R. A (decorated) cup diagram, is
a cup diagram with possibly ”•”’s (called dots) on the lines such that every
dot is accessible from the left side of the rectangle, meaning for each dot
there exists a line in the rectangle connecting the dot with the left face of
R not intersecting the diagram. We allow at most one dot per line; here are
some examples:

i)
1 2 3 4

ii)
1 42 3

iii)
1 2 3 4

(1.2)

The set Ck of cup diagrams on k vertices describes combinatorially a cell
partition of FN where the set of the diagrams Bk with the maximal possible
number of cups correspond to the irreducible components when taking the
closure. We show in Section 7 that the FN for N of Jordan type (k, k) have a
filtration by subvarieties isomorphic to the Springer fibres of type (2k− j, j)
corresponding to cup diagrams in Ck with j cups. There is also a natural
action of the Weyl group of type Dk on Ck in terms of type D-Temperley-
Lieb diagrams, [LS12], which corresponds to the Springer representation.
This action preserves the parity of dots on the diagrams. It is the nontrivial
component group which relates the subsets Cevenk and Coddk of diagrams with
fixed parity; Z2 acts by adding or removing a dot on the line attached to
vertex 1. (Note that the meaning of the dots differs from [RT11]).

The cup diagrams are the only ingredients to construct the topological
Springer fibreXn following the main idea of [Kho04]. For fixed k we consider
the k-fold product of 2-spheres, (S2)k and assign to each a ∈ Bk the subspace
Sa of all tuples (x1, x2, . . . , xk) ∈ (S2)k with the condition xi = xj (resp.
xi = −xj) if there is an undecorated (resp. dotted) cup connecting vertices
i and j, and xi equals the north or south pole if there is a vertical line at
i, depending if the ray is dotted or not, see (4.8). The topological Springer
fibre is then simply the union

Xn =
⋃

a∈Bk

Sa ⊂ (S2)k.

We prove that the cohomology rings of the topological and algebraic Springer
fibres agree and are described as follows:
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Theorem B. Let N ∈ g be nilpotent of Jordan type (k, k). Then we have
isomorphisms of graded rings

H(S̃) ∼= H(FN ) ∼=
2⊕

r=1

C[x1, . . . , xk]

/〈
x2i , yI

1 ≤ i ≤ k,
I ⊂ {1, . . . , k}, |I| = k+ǫ

2

〉
,

where ǫ = 0 if k is even and ǫ = 1 if k is odd and

yI =

{
xI − x{1,...,k}\I if k is even,

xI if k is odd.

using the abbreviation xI =
∏
i∈I xi for I ⊂ {1, . . . , k}.

The proof of the second isomorphism is based on the Kumar-Procesi de-
scription of equivariant cohomology of Springer fibres, [KP11]. This result
requires N to be of standard Levi type and the surjectivity of the canonical
map H(F)→ H(FN ) which fails in general. Using the filtration mentioned
above we verify this assumption in our special case (Proposition 7.41). The
proof of the first isomorphism follows very closely the arguments in [Kho04],
although most of the small ingredients have to be reproved in a slightly dif-
ferent way. As in type A, and pointed out there by Khovanov, the irreducible
components of the topological Springer fibre are always trivial fibre bundles,
whereas algebraically they are not. The non-triviality is nicely encoded in
the degree of nestedness in the cup diagram and should be compared with
the theory of embedded cobordisms and TQFT developed in [SW12].

Remark C. Nevertheless, we expect that the argument of Wehrli [Weh09]
can be adapted to show that the topological and algebraic Springer fibres
are homeomorphic in case N is of Jordan type (k, k).

For general two row partitions, there is no such homeomorphism. In
contrast to type A even the dimension of the pairwise intersections of com-
ponents differ, see Remark 8.6. The case of Jordan type (k, k) is however
particularly nice. We show that the pairwise intersections Y1 ∩ Y2 of irre-
ducible components in FN are again iterated P

1(C)-bundles of dimension
equal the number of possible orientations a(Y1)

∗λa(Y2) of the circle diagram
obtained by putting the cup diagram a(Y1) assigned to Y1 upside down on
top of a(Y2). Generalizing Khovanov’s original construction [Kho00], see also
[BS11], we consider the vector space Kk of all such oriented circle diagrams
and establish the following

Theorem D. Let N ∈ g be nilpotent of Jordan type (k, k). There is an
isomorphism of vector spaces

Kk
∼=

⊕

(Y1,Y2)∈Irr(FN )×Irr(FN )

H(Y1 ∩ Y2) (1.3)

The algebra structure on Kk can be shown, following the arguments in
[SW12], to correspond to a geometric convolution product structure.
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We finally explain partly conjectural connections with W -algebras and
category O. Let e ∈ g be nilpotent and consider the associated finite W -
algebra W(e) := U(g, e) as introduced originally by Premet, [Pre02], see
[Los10] for an overview. In general it is a hard problem to describe and
understand the categories Fin(e) of finite dimensional W(e)-modules or its
subcategory Fin0(e) of polynomial representations with generalized trivial
central character, [Los12], [LO12]. However, the original definition of W(e)
and its realisation as deformation quantization of Slodowy slices, indicates a
strong relationship between the representation of W(e) and the geometry of
the Springer fibre. Our setup is related to the case where the nilpotent has
Jordan type 2k. This is an extremal case of a rectangular Jordan shape, were
a complete purely combinatorial classification of finite dimensional W(e)-
modules is available, [Bro11], [BG10]. In the last section we give an easy
bijection between Brown’s parameter set of simple objects and our set Bk of
decorated cup diagrams labelling the irreducible components of FN , where
N is of Jordan type (k, k). We conjecture the following:

Conjecture E. Let k ≥ 4 even and e,N ∈ g nilpotent of Jordan type 2k

and (k, k) respectively. Let P be a minimal projective generator of Fin0(e).
Under the identification (1.3) there exists an isomorphism of vector spaces

Kk =
⊕

(Y1,Y2)∈Irr(FN )×Irr(FN )

H(Y1 ∩ Y2) ∼= EndW(e)(P ), (1.4)

even of algebras with the diagrammatical multiplication in Kk.

The conjecture implies in particular that with the appropriate grading
shifts,

⊕
(Y1,Y2)∈Irr(FN )×Irr(FN )H(Y1∩Y2)〈d(Y1, Y2)〉 induces a positive grad-

ing on EndW(e)(P ) which is the shadow of a Koszul grading. More precisely,
by [ES12a], the conjecture directly implies

Corollary F. Let p, p′ ⊂ g be the two maximal parabolic subalgebras of type

Ak−1. Let Op
0(Dk)⊕Op′

0 (Dk) be the direct sum of the principal blocks of the

corresponding parabolic category O for g. Let Pinj = P p
inj⊕P

p′

inj be a minimal
projective-injective generator. Then there is an isomorphism of algebras

Endg(Pinj)−mod ∼= EndW(e)(P ). (1.5)

in particular, Fin0(e) is a quotient category of Op
0(Dk) ⊕ Op′

0 (Dk). The
latter is in fact a quasi-hereditary cover in the sense of Rouquier, [Rou08].

Note that this Corollary is analogous to the general result of Brundan
and Kleshchev, [BK08], for nilpotent elements e ∈ gln realising Fin0(e) as
a quotient category of Op

0(gln) where p has type transposed to the Jordan
type of e. Such a general result is clearly false in general. It already fails for
Jordan types (λ1, λ2) with λ1 6= λ2 or λ1 = λ2 odd. It is expected that the
above holds more general for all nilpotent e with an even good grading in
the sense of [BG07] and trivial component group, but of course one cannot



6 MICHAEL EHRIG AND CATHARINA STROPPEL

hope for such an explicit and elementary description of the endomorphism
ring as in the case described above.

The paper is organized as follows: In Section 2 we introduce the alge-
braic Springer fibre and fix notation. Section 3 sets up the diagram combina-
torics which is crucial for the whole paper. Section 4 defines the topological
Springer fibre with its cell partition and computes the cohomology rings
of the components and their intersections and finally connects it with the
diagram algebra Kk and its centre. Section 5 establishes several combi-
natorial bijections between signed admissible standard tableaux, standard
tableaux and cup diagrams and relates it to the combinatorics of representa-
tions of the Weyl groupW (Dk). This is necessary to relate our cup diagram
combinatorics to the original work of Spaltenstein and van Leeuwen and
Hotta-Springer. For this paper the bijections are merely a tool, but we feel
they are interesting on their own. Section 6 contains the description of the
irreducible components for the algebraic Springer fibre with an explicit al-
gorithm for constructing the component attached to a cup diagram. Section
7 contains the proof of the main result, Theorem B. In Section 8 we finally
describe the connection and applications and prove Theorem D.

Acknowledgment. C.S. thanks Eric Sommers for many extremely helpful de-
tailed explanations, and Pramod Achar and George Lusztig for examples of
Springer fibres where the surjectivity assumption of [KP11] fails. We thank
Simon Goodwin, Jim Humphreys, Shrawan Kumar and Ivan Losev for help-
ful discussions. Both authors thank the university of Chicago where most
of the research was done.

General assumptions. We fix the ground field C and denote by i =
√
−1 ∈ C.

2. Algebraic Springer fibre

Fix an even natural number n = 2k and consider a complex n-dimensional
vector space W with fixed basis wi, where i ∈ {±1, . . . ,±k}. Equip W with
a symmetric non-degenerate bilinear form β by setting β(wi, wj) = δi,−j.
Let G = O(W,β) = O(2k,C) be the corresponding orthogonal group with
Lie algebra g = o(2k,C).

Definition 2.1. A full isotropic flag F• inW is a sequence F0 ⊂ F1 ⊂ · · · ⊂
Fk of subspaces in W such that β vanishes on Fi × Fi for all 0 ≤ i ≤ k (i.e.
Fi is isotropic). Let F be the set of all such flags.

Note that Fk is maximal isotropic and dim(Fi) = i for all i. Setting
Fn−i = (Fi)

⊥ defines a full flag in Cn in the usual sense. We denote by B
the standard Borel of G fixing the flag F• where Fi = 〈wj | 1 ≤ j ≤ i〉. The
set F inherits the structure of a projective algebraic variety, by identifying
it with G/B.
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Remark 2.2. In contrast to types A, B, C, this flag variety is not connected
in type D, but decomposes into two components isomorphic to F ′ = G′/B′,
where G′ = SO(2n,C) and B′ = G′ ∩ B. The component containing F• is
determined by Fk. Given F• there is a unique flag F ′

• (called the companion
flag) which satisfies F ′

i = Fi for 0 ≤ i < k and F ′
k 6= Fk. The two flags lie in

different components.

A partition λ of n = 2k is a weakly decreasing sequence λ1 ≥ λ2 ≥ · · · ≥
λr of positive integers summing up to n. Such partitions label the nilpotent
orbits in gl(n,C) under the conjugation action of GL(n,C), where the parts
λi of λ correspond to the sizes of the Jordan blocks.

Definition 2.3. A partition λ of n = 2k is called admissible if even parts
occur with even multiplicity.

The classification of nilpotent orbits for gl(n,C) restricts to g: the G-
conjugation classes of nilpotent elements in g are in bijection to admissible
partitions of n, [Ger61]. We now fix a nilpotent element N ∈ g.

Definition 2.4. The Springer fibre associated to (G,N) is the algebraic
variety FN := F1+N of 1+N -fixed points in F , i.e. of all flags F• ∈ F such
that NFi ⊂ Fi−1.

The Springer fibre also decomposes into two connected components F ′
N :=

F ′1+N and is in contrast to F in general not smooth. By a result of Spal-
tenstein it is equidimensional, [Spa77] (see also [Spa82, II.1.12]), i.e. all
irreducible components have the same dimension. Let Irr(FN ) denote the
set of irreducible components.

Let u ∈ G be the unipotent element corresponding to N via the ex-
ponential map. The centraliser C := CG(u) acts on F , F ′ and the set
Irr(FN ). In general C is not connected and we have the component group
A(u) = CG(u)/CG(u)

◦.
In the following we are interested in nilpotent orbits corresponding to

2-row partitions. Hence N has Jordan type (k, k) or (n− l, l) with l odd.
This situation is special in two perspectives: we will show in Theorem 6.5,

that all components are smooth (in analogy to type A, [Fun03], [SW12], and
in huge contrast to the general case [Fre09]) and secondly the component
group is easy to calculate, [SS70, 2.26], as A(u) = (Z2)

c, where c = 0 for the
partition (k, k) with k even, c = 1 if k is odd, and c = 2 otherwise.

3. Diagram Combinatorics

We start by introducing a diagram combinatorics which will later be used
to describe the geometry of the topological Springer fibres. It generalizes the
well-known approaches from [Kho04], [Rus11], [SW12] to the more involved
type D setting and is motivated by its connections to the type D highest
weight Lie theory [ES12a], [LS12], [CDV11].
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Definition 3.1. We fix a rectangle R in the lower half plane R×R≤0 with
the set of points P = {1, . . . , k} on the top face.

An undecorated cup diagram, is a diagram consisting of non-intersecting
lines, each of them either connecting two distinct vertices in P or one vertex
in P with a point on the bottom face of R. The lines of the first type are
called cups, the others rays or edges. We consider two such diagrams as the
same if they differ only by an isotopy of R fixing P .

A decorated cup diagram, or short cup diagram, is a diagram with possibly
”•”’s (called dots) on the lines such that every dot is accessible from the left
side of the rectangle, meaning for each dot there exists a line in the rectangle
connecting the dot with the left face of R not intersecting the diagram. We
allow at most one dot per line.

Example 3.2. The following first two diagrams are examples of cup dia-
grams, whereas the third is not, as the rightmost dot cannot be connected
with the left face of R.

i)

1 2 3 4 5

ii)

1 2 3 4 5

iii)

1 2 3 4 5

Remark 3.3. Let k be even. Then it is a well-known fact, see e.g. [Sta99],

that the number of undecorated cup diagrams on k vertices equals 1
k+1

( k
k/2

)

(the kth Catalan number) which can be identified with the dimension of the
irreducible Sk-module indexed by the partition (k/2, k/2), see e.g. [Str09,
Lemma 4.3.3]. On the other hand, the number of (decorated) cup diagrams
on k vertices equals, see Lemma 5.20, twice the dimension of the irreducible
representation of the Weyl group Sk⋉ (Z/2Z)k−1 of type Dk indexed by the

pair of partitions ((k/2), (k/2)). So, there are
(
k
k/2

)
such diagrams.

Notation 3.4. For a cup diagram c and i, j ∈ {1, . . . , k} we write

i) i—j if c contains a cup connecting i and j,
ii) i—• j if c contains a dotted cup connecting i and j,
iii) i—p if c contains a ray that ends at i,
iv) i—•p if c contains a dotted ray that ends at i.

Example 3.5. In the cup diagram i) from Example 3.2 we have: 1—4,
2—3, and 5—p. While in the cup diagram ii) we have: 1—• 4, 2—3, and 5—•p.

We define the followings sets of (undotted/dotted/all) cups and rays ap-
pearing in a cup diagram c:

cups◦(c) = {(i < j) | i—j}, rays◦(c) = {i | i—p},
cups•(c) = {(i < j) | i—• j}, rays•(c) = {i | i—•p},
cups(c) = cups◦(c) ∪ cups•(c), rays(c) = rays◦(c) ∪ rays•(c).
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Reflecting cup diagrams along the horizontal middle line of R gives us cap
diagrams, e.g. the cap diagrams arising from Example 3.2 are

i)

1 2 3 4 5

ii)

1 2 3 4 5

Definition 3.6. As above we assume to have fixed the rectangle R and the
set of points P = {1, . . . , k}. A cap diagram is a diagram that is obtained
from a cup diagram by reflecting it in the horizontal middle axis of R. If c
is a cup diagram we denote by c∗ the corresponding cap diagram. We use
again the Notation 3.4 for cap diagrams instead of cup diagrams.

To talk about oriented cup/cap diagrams we need the notion of a weight.

Definition 3.7. A (combinatorial) weight of length k is a sequence λ =
(λ1, . . . , λk) with λi ∈ {∧,∨}.

A cup (resp. cap) diagram c together with a weight λ is called an oriented
cup (resp. cap) diagram if the following holds:

(1) if i—j then λi 6= λj ,
(2) if i—• j then λi = λj,
(3) if i—p then λi = ∨,
(4) if i—•p then λi = ∧.

We denote the resulting diagram λc (resp. cλ).

For instance, out of the following three only the first two diagrams are
oriented. Note also that λc is oriented if and only if c∗λ is oriented.

λ

c

∨ ∧ ∨ ∧ ∨ λ

c

∨ ∧ ∨ ∨ ∨ λ

c

∧ ∨ ∨ ∧ ∨

(3.6)

Gluing a cap diagram on top of a cup diagram yields a circle diagram.

Definition 3.8. A circle diagram (bc) consists of a cap diagram b and a
cup diagram c where we identify the lower border of the rectangle of b with
the upper border of the rectangle of c (identifying the marked points from
left to right). An oriented circle diagram bλc consists of a cap diagram b, a
cup diagram c and a weight λ such that bλ and λc are oriented diagrams:

λ

c

b

∨ ∨ ∧ ∧ ∨ bλc ∨ ∨ ∧ ∧ ∨

(3.7)
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A circle diagram thus consists out of circles (=closed connected compo-
nents) and lines. Note that each line has at most one allowed orientation,
whereas each circle has precisely two, [ES12a, Lemma 4].

Definition 3.9. A circle in an oriented circle diagram is called anticlockwise
if its rightmost label is ∧ and clockwise if its rightmost label is ∨.

In the following we will usually omit drawing the rectangle R.
Fix k ∈ N. Then denote by Bk the set of all cup diagrams on k points

with the maximal possible number of cups. We want to further divide this
set into those cup diagrams with an even (respectively odd) number of dots,
Bk = B

even
k

∐
B
odd
k .

Example 3.10. For k = 3 the set B3 contains the following six diagrams
{

, , , , ,

}

with Beven
3 and Bodd

3 the first three respectively last three diagrams.

4. Topological Springer fibre

In this section we construct the topological Springer fibre and establish
basic properties and a cell decomposition.

4.1. The definition of the topological Springer fibre. In the following
denote by S the 2-sphere S2 ⊂ R3 and by X = Sk its kth power. By H(Y )
we denote the cohomology of a topological space Y with complex coefficients,
in particular, H(S) ∼= C[x]/〈x2〉 with deg(x) = 2. The isomorphism sends
x to the top class and 1 to the class of a point which we fix and call p. We
denote by x 7→ −x the antipodal map (i.e., the involution on S that maps
every point to its antipodal point). Corresponding to a ∈ Bk we define a
subspace Sa ⊂ X as follows

(z1, . . . , zk) ∈ Sa :⇔





zi = zj if i—j
zi = −zj if i—• j
zi = p if i—p
zi = − p if i—•p .

(4.8)

Obviously, Sa is homeomorphic to S⌊k
2
⌋ = Scups(a). Hence we have

H(Sa) ∼=
(
C[x]/〈x2〉

)⊗⌊k
2
⌋
.

We will later use an explicit homeomorphism: For a ∈ Bk, 1 ≤ i ≤ k set

σ(i) = (−1) # {(k < l) ∈ cups•(a) | i ≤ k}+# {k ∈ rays•(a) | i ≤ k} ,
i.e., σ encodes the parity of the number of dotted cups and rays to the right
of the position i, including cups with left endpoint at i.
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Lemma 4.1. Let {(ir < jr)} = cups(a) with i1 < i2 < . . . < i⌊k
2
⌋. The map

Ψa : Sa −→ Scups(a) = S⌊k
2
⌋

(z1, . . . , zk) 7−→ (y1, . . . , y⌊k
2
⌋)

(4.9)

where yr = σ(r)zir , 1 ≤ r ≤ ⌊k2⌋ defines a homeomorphism.

Proof. The inverse map (Ψa)
−1 is given by zt = σ(ir)yr if t = ir, zt = σ(ir)yr

if (ir < jr = t) ∈ cups◦(a), zt = −σ(ir)yr if (ir < jr = t) ∈ cups•(a) and
zt = −p or zt = p otherwise, depending on if the ray is dotted or not. �

Example 4.2. Consider the following cup diagram

a =

(1) (2) (3)(4)

and number the cups according to their left endpoints from left to right (as
indicated by the bracketed numbers). Then

(Ψa)
−1(x1, x2, x3, x4) = (−x1,−x1,−x2, x2, x3,−x4,−x4,−x3,− p).

The following lemma follows directly from the definitions:

Lemma 4.3. The subset Sa ∩ Sb 6= ∅ if and only if the corresponding circle
diagram (a∗b) can be oriented. Furthermore if (a∗b) can be oriented then
Sa ∩ Sb ∼= Sr, where r is the number of closed circles in (a∗b). For the
cohomology this implies

H(Sa ∩ Sb) ∼=
{ (

C[x]/〈x2〉
)⊗r

if Sa ∩ Sb 6= ∅ and r as above,
0 otherwise.

Each orientation of (a∗b) corresponds then exactly to one standard basis
vector b1 ⊗ · · · ⊗ bl, bl ∈ {1, x} in cohomology, by setting bi = 1 if the
corresponding circle is oriented anticlockwise and bi = x if it is oriented
clockwise.

Remark 4.4. Note the difference to [Kho04, Section 3], where the subsets
Sa ∩ Sb are never empty.

Let S̃ =
⋃
a∈Bk

Sa ⊂ X. If a ∈ B
even
k and b ∈ B

odd
k then Sa ∩ Sb = ∅ by

Lemma 4.3; thus we can decompose S̃ into the disjoint subsets

S̃even =
⋃

a∈Beven
k

Sa and S̃odd =
⋃

a∈Bodd
k

Sa. (4.10)

We call S̃ the topological Springer fibre, as it is the topological substitute
for the Springer fibre FN , see Remark C, and (4.10) corresponds to the
decomposition of FN into the two copies of F ′

N . Our goal is to show that

the cohomology H(S̃) of S̃ is isomorphic to the cohomology of the Springer

fibre. We do this by identifying H(S̃) with the centre of a diagrammatically
defined algebra introduced in [LS12], [ES12a] of which we know that it has
the desired centner.
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4.2. The cohomology rings H(Sa). We first realize all the involved co-
homology rings as quotients of

H(X) = C[x]/〈x2〉⊗k = C[x1, . . . , xk]/
〈
x2i | 1 ≤ i ≤ k

〉
. (4.11)

where xi denotes the top class of the ith copy of S.

Notation 4.5. For a, b ∈ Bk and 1 ≤ i, j ≤ k we write i ∼a;b j if there exists
a sequence i = i1, i2, . . . , ir = j such that for all l the points il and il+1 are
connected by a cup in cups(a)∪ cups(b) (i.e. (il, il+1) ∈ cups(a)∪ cups(b) or
(il+1, il) ∈ cups(a) ∪ cups(b)). We call such a sequence a path connecting i
and j. This is obviously an equivalence relation on the set {1, . . . , k}. For
a chosen path from i to j we denote by α(i, j) the number of undecorated
cups used in the path. The parity of α(i, j) is independent of the chosen

path and so (−1)α(i,j) is well-defined. For i, j ∈ {1, . . . , k} we define

ǫ(i, j) =

{
0 if i ≁a;b j,

(−1)α(i,j) if i ∼a;b j.

We denote the set of equivalence classes by Conn(a, b), (they are in canon-
ical bijection with the connected components of the corresponding circle
diagram) and by i the equivalence class corresponding to the point i. We
denote by Conn◦(a, b) those classes that correspond to closed circles in the
diagram. We will later use the map

mxa;b : {1, . . . , k} −→ {1, . . . , k}
i 7→ max{j | j ∼a;b i}.

which maps each element to the maximal element in its equivalence class.

Lemma 4.6. (1) Let a ∈ Bk. The canonical map induces a surjection

πa : H(X) ։ H(Sa)

with kernel

Ja =

〈
xi + xj if (i, j) ∈ cups◦(a),
xi − xj if (i, j) ∈ cups•(a),

xi if i ∈ rays(a)

〉
.

(2) Let a, b ∈ Bk, then the canonical map induces a surjection

πa;b : H(X) ։ H(Sa ∩ Sb)
which in case Sa ∩ Sb 6= ∅ (i.e. (a∗b) can be oriented) has kernel

Ja;b =

〈
xi − ǫ(i,mxa;b(i))xmxa;b(i) if i ∈ Conn◦(a, b),

xi if i /∈ Conn◦(a, b)

〉
.

Proof. Part a): The map is induced from the embedding of Sa into X.
In case of an undecorated cup this is the induced map of embedding a
sphere diagonally into a product of two spheres, hence gives the first type
of relations in the ideal. If there is a dotted cup, then the embedding is
twisted by the antipodal map on one side, which produces a sign change
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and we obtain the second line of generators for the ideal. The last line is the
induced map of embedding a point into a sphere. The generators of H(Sa)
are obviously in the image of the map. By comparing the dimensions the
statement follows.

For part b) it is again clear that the kernel ker(πa;b) contains both Ja and
Jb and thus we have a well-defined map

H(X)/(Ja + Jb) −→ H(Sa ∩ Sb)
which contains the generators of H(Sa∩Sb) in the image. By part a), Ja+Jb
has the asserted generators. Comparing the dimensions using Lemma 4.3
implies the claim. �

For a, b ∈ Bk, the canonical maps

ψa;a,b : H(Sa) −→ H(Sa ∩ Sb) and ψb;a,b : H(Sb) −→ H(Sa ∩ Sb),
induced by the inclusions of the corresponding spaces, satisfy πa;b = ψa;a,bπa
and πb;a = ψb;a,bπb, and they are compatible with the (H(Sa))-module struc-
ture (resp. (H(Sb))-module structure) given by the cup product.

4.3. Connection with the type D Khovanov arc algebra.

Definition 4.7. For k still fixed let Kk be the vector space with basis

Bk := {b∗λc | b, c ∈ Bk such that bλ and λc are oriented} , (4.12)

the set of oriented circle diagrams for k points, where the involved cup
and cap diagrams have the maximal possible number of cups. The degree,
deg(bλc), of a basis vector bλc is defined to be the number of clockwise
oriented cups and caps in the sense of [LS12] (i.e. oriented cups and caps
labelled ∧∨ or ∨∨ in this order from left to right; e.g. the first two diagrams
in (3.6) have 1 respectively 2 clockwise cups).

We have Kk =
⊕

(a,b)∈Bk×Bk
a(Kk)b, where a(Kk)b is spanned by all basis

vectors aλb ∈ Bk with a, b fixed. By [ES12a], Kk can be equipped with a
multiplication turning it into a non-negatively graded associative algebra,
Kk, where the grading is given by the degree function deg. The degree zero
part is semisimple and spanned by the idempotents b1b := bλb for b ∈ Bk,
where λ is the unique weight such that bλb is oriented of degree zero.

Definition 4.8. More generally, if a, b ∈ Bk such that aλb ∈ Bk for some
λ we denote by a1b the unique basis vector of a(Kk)b of minimal degree,
d(a, b) (for an explicit formula see Lemma 4.20).

By [ES12a] and Lemma 4.6 we have for a, b ∈ Bk canonical isomorphisms
of graded vector spaces

a(Kk)a ∼= H(Sa), a(Kk)b ∼= H(Sa ∩ Sb)〈d(a, b)〉 (4.13)

sending a basis vector aλb to b1⊗· · ·⊗bl, bl ∈ {1, x} where bi = 1 if the circle
at vertex i is anticlockwise and bi = x if it is clockwise. Here 〈d〉 denotes
the grading shift upwards by d. By the multiplication rules of the algebra
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Kk, a product (aλb)(cµd) of two basis vectors in Kk can only be nonzero if
b∗ = c, moreover there are induced linear maps

γa;a,b : a(Kk)a −→ a(Kk)b and γb;a,b : b(Kk)b −→ a(Kk)b, (4.14)

defined as d 7−→ d a1b and d 7−→ a1b d, and turns them into left a(Kk)a-
module respectively right b(Kk)b-module homomorphisms. With the vertical
isomorphisms (4.13) we obtain

Proposition 4.9. The following diagram commutes

H(Sa)
ψa;a,b

//

∼=
��

H(Sa ∩ Sb)
∼=
��

H(Sb)
ψb;a,b

oo

∼=
��

a(Kk)a
γa;a,b

//
a(Kk)b b(Kk)b

γb;a,b
oo

(4.15)

Proof. Using the isomorphisms from Lemma 4.6 it is enough to show that

H(X)/Ja //

∼=
��

H(X)/Ja;b

∼=
��

a(Kk)a //
a(Kk)b

commutes for any a 6= b. By definition of the maps 1 ∈ H(X)/Ja is sent to

a1b ∈ a(Kk)b in both ways. Using first the vertical map, xi is sent to the
basis vector which differs from a1b by making the circle (if it exists) passing

through vertex i clockwise and multiply with (−1)α(i,mxa;b(i)) and sent to
zero otherwise, see [ES12a]. On the other hand, the horizontal map sends
xi to xi which, by Lemma 4.6, equals (−1)α(i,mxa;b(i))xmxa;b(i) which is then

sent to the same basis vector as above, since i and mxa;b(i) lie on the same
component. Since the xi generate H(X)/Ja as ring, the claim follows. �

The modules P (a) :=
⊕

b∈Bk
b(Kk)a for a ∈ Bk form the indecomposable

left Kk-modules with endomorphism rings a(Kk)a. The centre Z(Kk) is
therefore the subalgebra of D := ⊕a∈Bka(Kk)a =

∏
a∈Bk

a(Kk)a given by all

elements (za)a∈Bk
such that zaf = fzb for all f ∈ HomKk

(P (a), P (b)) =

a(Kk)b, b ∈ Bk. Since a(Kk)b is a cyclic a(Kk)a-module generated by a1b,
and a(Kk)a is commutative, [ES12a], it follows that Z(Kk) = Eq(γ), where

Eq(γ) =

{
(za)a∈Bk

∈ D γa;a,b(a1aza1a) = γb;a,b(b1bzb1b),
for a, b ∈ Bk, a 6= b

}
,

i.e. the equalizer of γ =
∑

a6=b γa;a,b + γb;a,b :
∏
a a(Kk)a −→

∏
a6=b a(Kk)b.

From (4.15) we obtain also an algebra isomorphism

Z(Kk) ∼= Eq(ψ), (4.16)

where ψ and Eq(ψ) are defined analogously. Since the inclusion of Sa ∩ Sb
into S̃ is the same regardless if it is viewed as a subset of Sa or of Sb, the
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canonical map τ ′ : H(S̃) −→∏
aH(Sa) factors through Eq(ψ) and yields

τ : H(S̃) −→ Eq(ψ).

Our goal in Section 4.5 will be to show

Theorem 4.10. The map τ is an isomorphism.

To show Theorem 4.10 we follow closely [Kho04]. However, we have to
reprove most of the involved steps since there are a few difficulties when
transferring the arguments to type D. We start by introducing a partial

order on Bk and a cell decomposition of S̃ and show that it behaves nicely
with respect to the partial order.

4.4. Partial Order on Diagrams. Define a partial order on Bk as chains
of arrows as follows: For a, b ∈ Bk we write a→ b if a and b only differ locally
by one of the following moves. (The diagrams might have many more cups
even separating the involved cups; we only depict the ones which change in
the move from a, depicted in the first column, to b depicted in the second
column. The move always exists whenever both sides of the diagram give
an allowed cup diagram. For instance there can’t be a dotted cup between
the two cups of a in case (I), since then b would have a nested dotted cup.)

a b

I)
i j k l i lj k

a b

II)
i lj k i j k l

III)
i j k l i lj k

IV)
i lj k i j k l

I’)
i j k i j k

II’)
i j k i j k

III’)
i j k i j k

IV’)
i j k i j k

(4.17)
We extend this to a partial order on Bk by setting a ≺ b if there exists

a finite chain of arrows a → c1 → . . . → cr → b. Since the local moves
listed above always preserve the parity of the number of dots, an element
from Beven

k is never ≺-comparable with an element from Bodd
k . On the other

hand, it is easy to see that the arrows induce connected graphs on B
even
k and

B
odd
k . From now on we will work with the two sets separately (each of them

could be seen as the analog of [Kho04]), and fix a refinement of these two
partial orders to a total order, denoted by <.
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Figure 4.1. The partial ordering on B
even
3 with outer cups

in (dashed) green. For Bodd
3 just add or remove (whatever is

possible) a dot on the cup passing through the leftmost point.

Remark 4.11. The graphs on B
even
k resp. B

odd
k appear after doubling the

arrows as the Ext-quiver of the category of perverse sheaves on isotropic
Grassmannians, constructible with respect to the Schubert stratification and
describe the microlocal geometry there, see [ES12a] and [Bra02].

Definition 4.12. Given a cup diagram c a cup is called outer if it is not
nested in any other cup and does not contain any dotted cup to the right.
We call it inner if it is not outer. The degree of nesting of a cup is defined
inductively: it is zero if it is outer and d if it is outer after removing all cups
with degree of nesting strictly smaller than d. (Note that the local moves
a→ b never decrease the degree of nesting.)

Example 4.13. Every cup diagram has at least one outer cup, i.e. a cup
with degree of nesting equal to zero, for instance the outer cups for (1.2) are
the cup (3, 4) in i), the cup (1, 4) in ii), and both cups (1, 2) and (3, 4) in
iii). In addition we have here cups with degree of nesting equal to 1, namely
the cup (1, 2) in i) and the cup (2, 3) in ii).

4.5. The cell decomposition. We will construct a cell decomposition of
the topological Springer fibre by defining a paving of each Sa, a ∈ Bk,
by even dimensional real spaces which we then show to behave well under
intersections. To define a cell decomposition of Sa for a ∈ Bk, we first
attach to each cup diagram a ∈ Bk a directed graph Γa as follows: The set
of vertices

V(Γa) = cups(a)

is the set of cups in a; while the set of edges E(Γa) is defined as follows:
For two vertices (i1, j1), (i2, j2) ∈ V(Γa) we put an arrow (i1, j1) → (i2, j2)
if there exists a b ∈ Bk with b→ a such that a is obtained from b by a local
move of type I)-IV) at the positions i1, i2, j1, j2 and furthermore we demand
that the degree of nesting of (i2, j2) is greater than the one of (i1, j1).

Example 4.14. An example of a cup diagram a with associated graph Γa:
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a
1 2 3 4 5 6 7 8 9 10 11 12 13

Γa
degree of
nesting

3

2

1

0

(3, 4)

(2, 5) (6, 7)

(1, 8) (10, 11)

(9, 12)

By construction Γa is a forest, i.e. a union of trees. The roots R(Γa) of
Γa are precisely the outer cups. Any cup is either a root or it is the target
of a unique arrow, hence #R(Γa) + #E(Γa) = ⌊k/2⌋ and we have a natural
bijection between R∪ E and cups(a).

Now assign to each subset J ⊂ R(Γa)∪E(Γa) the subspace C ′
J of Scups(a)

given by all elements (xc)c∈cups(a) satisfying the following

(C1) If c ∈ R(Γa) ∩ J then xc = p,
(C2) if c ∈ R(Γa) but c 6∈ J then xc 6= p,
(C3) if (c→ d) ∈ E(Γa) ∩ J then xc = xd,
(C4) if (c→ d) 6∈ E(Γa) ∩ J then xc 6= xd.

Example 4.15. Consider the following cup diagram a with its graph Γa

1 2 3 4 (1, 2)

(3, 4) .

We have one root α and one edge e. The possible subsets J are thus ∅, {α},
{e}, and {α, e}. The corresponding cells in S × S ∼= Sa are then

J C ′
J ⊂ S × S Cj = (Ψa)

−1(C ′
J )

∅ {(x, y) | x 6= y, y 6= p} {(x,−x,−y, y) | y 6= p, x 6= y} ,
{α} {(x,p) | y 6= p} {(x,−x,− p,p) | x 6= p} ,
{e} {(x, x) | x 6= p} {(x,−x,−x, x) | x 6= p} ,

{α, e} {(p,p)} {(p,− p,− p,p)} .
Lemma 4.16. With the notations above there is a decomposition

Scups(a) =
⊔

J⊂R(Γa)∪E(Γa)

C ′
J

into disjoint affine cells C ′
J homeomorphic to R2(n−|J |).

Proof. The above decomposition is by construction disjoint. To see it is
exhaustive we construct to each point P ∈ Scups(a) a set J such that P ∈ C ′

J .
First note that conditions (C1) and (C2) precisely define J ∩ R(Γa). Now
we move upwards along the edges which uniquely determines J ∩ E(Γ) via
conditions (C3) and (C4) by comparing the values at the two ends of each
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edge. The construction obviously gives spaces homeomorphic to R
2(n−|J |)

and it is easy to verify that

C ′
J =

⋃

J⊂I
C ′
I .

The lemma follows. �

Pushing forward along (4.9) gives a cell decomposition

Sa =
⊔

J⊂R(Γa)∪E(Γa)

CJ , (4.18)

with CJ = (Ψa)
−1(C ′

J).

4.6. Compatibility with intersections.

Definition 4.17. For a, b ∈ Bk we define the distance d(a, b) between a and
b as the minimal length of a non-directed chain of arrows connecting a and
b. If no such chain exists we put d(a, b) =∞.

Remark 4.18. Since all local moves preserve parity we obviously have
d(a, b) = ∞ if a and b have different parity. Otherwise d(a, b) is always
finite, since the graphs for Bevenk and B

odd
k are finite and connected.

Lemma 4.19. Let a, b ∈ Bk with d(a, b) <∞. Then there exists c such that
d(a, b) = d(a, c) + d(c, b) and a ≻ c ≺ b.
Proof. Let (a = a0, a1, . . . , ar = b) a minimal non-directed chain from a
to b. If a0 ≻ a1 ≻ · · · ≻ ai ≺ ai+1 ≺ · · · ≺ ar for some i then we set
c = ai and nothing is to do. Otherwise there exists some subsequence
ai−1 → ai ← ai+1 and the idea of the proof is to successively eliminate all
such subsequences without changing the length of the chain. From the set
of all such subsequences, choose one (not necessarily uniquely defined) such
that its middle term ai is maximal in the order.

Due to the minimality of the chain we have ai−1 6= ai+1 and there exists
by [Bra02, Lemma 1.8.3] with the identification from [ES12a]

ai

ai−1

a′

ai+1

with the property that either a′ > ai−1 or a′ > ai+1 (indicated by the
double arrows). We now substitute ai with a′ in our chain of arrows. If
this procedure creates a subsequence such that ai−2 → ai−1 ← a′ or a′ →
ai+1 ← ai+2, then both ai−1 and ai+1 are lower in the order and we proceed
by induction. In the end this will produce a sequence of the form a← a′1 ←
. . . ← a′i → . . . → a′r−1 → b, which is still minimal and a′i satisfies the
conditions for the element c. (Note that a′i can be equal to a or b.) �
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As in type A, the distance function has a nice diagrammatical interpre-
tation also showing the consistency of our notation d(a, b):

Lemma 4.20. Let a, b ∈ Bk with d(a, b) < ∞ and let m = ⌊k2⌋. If b∗a
can be oriented then the two definitions of d(a, b) (Definition 4.8 and 4.17)
agree, and m− d(a, b) equals the numbers of circles in b∗a.

Proof. We first claim that the minimal degree equals m−γ = ⌊k2⌋−γ, where
γ is the number of circles in b∗a. We argue by induction on k. The base
cases k = 1 or k = 2 are easy to check. If a = b then a∗a has m circles
each containing exactly one cup and cap. Hence orienting each of them anti-
clockwise gives the minimal degree 0 and the claim follows. If a 6= b then
the diagram a∗b contains at least one kink. If we can find an undecorated
kink we remove it by the following straightening rules:

∧ ∧∨ ∧ ∨ ∨∧ ∨ ∧ ∧∨ ∧ ∨ ∨∧ ∨

This decreases m and the degree function d(a, b) by one, but keeps the
number of circles and we are done by induction. If there is no such un-
decorated kink, then there is at least one decorated kink. The kink can be
followed on both sides by rays which means it is part of a subdiagram from
the following list (recalling that dotted cups can’t be to the right of rays):

∧ ∧ ∨ ∨ ∨ ∨ ∧ ∨ ∨ ∨ ∧ ∨ ∧ ∧ ∨ ∨

Then we apply the “dot removal trick”, that means we remove the two
dots and adjust the orientation in the unique possible way. Observe that the
degree of the diagram is not changed. The result contains an undecorated
kink and we can argue by induction as above.

In all other cases, the kink is part of a subdiagram from the following
list (recalling the assumption that there is no undecorated kink and also the
rules for placing the dots):

∨ ∨ ∧ ∧ ∧ ∧ ∨ ∨ ∨ ∨ ∧ ∧ ∧ ∧ ∨ ∨

Apply again the dot removal trick, so remove the two dots and adjust
the orientation such that the two outer labels, thus the type (clockwise or
anticlockwise) as well as the degree of the diagram is preserved. Again, the
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result contains an undecorated kink and we can argue by induction as above.
This proves the claim.

Starting from a∗a we apply the minimal path to a to obtain b. In each
step the number of circles decreases at most by one, hence the distance
d(a, b) is at least m minus the number of circles. To show equality consider
a∗b. If a = b then there is nothing to do, so assume a 6= b. If there is a
circle containing two outer cups then we can apply a move b→ b′ or b← b′

which splits the circle into two. Otherwise, we find two cups on the same
circle paired by an edge such that one of the cups is outer. Again we can
apply some move to split the original circle. Repeating the procedure we
finally give a path d(a, b) of the required length starting at a∗b and changing
successively b. It ends in a∗a since in each step one new circle was created
(resulting in m circles) without changing the cap diagram a∗. �

Lemma 4.21. Let c be such that d(a, b) = d(a, c) + d(c, b) then

Sa ∩ Sb = Sa ∩ Sc ∩ Sb.
Proof. If Sa ∩Sb = ∅ there is nothing to show, so we assume Sa ∩Sb 6= ∅. In
case a = b we have c = a = b and the claim is again trivial. Now we argue
by some twofold induction, namely on d(a, b) starting with d(a, b) = 1 and
on d(a, c) starting with d(a, c) = 1.

In case d(a, b) = 1, there is again nothing to show since either c = a
or c = b, so we assume now d(a, c) = 1 (and a 6= b arbitrary). Since
Sa∩Sb 6= ∅ the circle diagram a∗b can be oriented and contains ⌊k2⌋−d(a, b)
circles by Lemma 4.20. Since c lies on a minimal length path between b and
a there is a sequence of moves from a∗b to a∗c and then to a∗a which in
each step creates a new circle. In particular, every orientation of a∗b gives
rise to an orientation of a∗c and then obviously also of a∗a and therefore
Sa ∩ Sb ⊂ (Sa ∩ Sc) ∩ Sb.

It remains to show the statement for d(a, b) = r, d(a, c) = s > 1 with
c 6= b. We assume that it holds for all a′, b′, c′ such that d(a′, b′) = d(a′, c′)+
d(c′, b′) < r and all x such that d(a, b) = d(a, x) + d(x, b) and d(a, x) < s.

Choose x 6= a, c on a minimal path connecting a and c thus satisfying
d(x, b) = d(x, c) + d(c, b) < r. Then by assumption,

Sx ∩ Sb = Sx ∩ Sc ∩ Sb.
Since d(a, x) < s and d(a, b) = d(a, x) + d(x, b) we also have

Sa ∩ Sb = Sa ∩ Sb ∩ Sx.
Altogether this gives

Sa ∩ Sb = Sa ∩ (Sb ∩ Sx) = Sa ∩ Sb ∩ Sx ∩ Sc = Sa ∩ Sb ∩ Sc
and the lemma follows. �

Let S<a =
⋃
b<a Sb and S≤a =

⋃
b≤a Sb.
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Lemma 4.22. For any a ∈ Bk we have

S<a ∩ Sa =
⋃

b→a

(Sb ∩ Sa). (4.19)

Proof. The right hand side, say R, of (4.19) is by definition contained in
the left hand side L. For the other inclusion, L ⊂ R, we have to show
that Sb ∩ Sa ∈ R for b < a, b 6= a. Using Lemma 4.19 (and its proof)
we can chose c such that d(a, c) + d(c, b) = d(a, b) and c → a and thus
(Sa ∩Sb) ⊂ (Sa ∩ Sb ∩ Sc) by Lemma 4.21. Hence (Sa ∩ Sb) ⊂ (Sa ∩ Sc) and
the claim follows. �

The cell decompositions behave well under pairwise intersections:

Proposition 4.23. Let a, b ∈ Bk and b→ a. Then the following holds:

(i) If b → a is of type I)-IV) then, by definition of Γa, the local move
determines a unique edge e ∈ E(Γa) and we have

Sa ∩ Sb =
⋃

J⊂R(Γa)∪E(Γa),e∈J
CJ .

(ii) If b → a is of type I’)-IV’), there exists a unique cup α ∈ cups(a)
such that α /∈ cups(b). Furthermore α ∈ R(Γa) and

Sa ∩ Sb =
⋃

J⊂R(Γa)∪E(Γa),α∈J
CJ .

Proof. This follows directly from the moves (4.17): in (i), the cups involved
in the move determine a new edge in Γa; in case (ii), the move creates a new
cup which is outer, hence contained in R(Γa). Now any point in Sa ∩ Sb
is contained in one of the cells on the right by construction and (C1)-(C4).
Conversely, points from other cells are not contained in the intersection. �

We call the unique cup in R(Γa) obtained from some fixed b→ a via the
construction from Proposition 4.23 (ii) special. Let R(Γa)sp be the set of
special cups in a.

Remark 4.24. For a ∈ Bk with k odd, the moves I’)-IV’) in (4.17) imply
that all outer cups are special if the ray involved in a is dotted whereas only
outer cups to the right of the ray are special if the ray is undotted.

Corollary 4.25. Let a ∈ Bk.

(i) If k is even then

S<a ∩ Sa =
⋃

J ⊂ R(Γa) ∪ E(Γa)
J ∩ E(Γa) 6= ∅

CJ .
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(ii) If k is odd then

S<a ∩ Sa =
⋃

J ⊂ R(Γa) ∪ E(Γa)
J ∩ (E(Γa) ∪R(Γa)

sp) 6= ∅

CJ .

Proof. This follows directly from the definition of S<a from Proposition 4.23
using the definition of special cups from the moves (4.17). �

4.7. Proof of Theorem 4.10 and combinatorial dimension formula.
The following cohomology vanishing is completely analogous to [Kho04].

Proposition 4.26. Let a, b ∈ Bk.

(1) The subset S<a ∩ Sa has cohomology in even degrees only. The map
H(Sa) −→ H(S<a ∩ Sa), induced by the inclusion, is surjective.

(2) The homomorphism

H(S<a ∩ Sa) −→
⊕

b<a

H(Sb ∩ Sa)

induced by the inclusion is injective.
(3) The subset S≤a has cohomology in even degrees only. The Mayer-

Vietoris sequence for (S<a, Sa) breaks down into short exact se-
quences

0→ H2l(S≤a)→
H2l(S<a)
⊕

H2l(Sa)
→ H2l(S<a ∩ Sa)→ 0,

for 0 ≤ l ≤ k.
Proof. For the proof of part (1) we refer to [Kho04, Proposition 4], for part
(2) see [Kho04, Lemma 5] and for part (3) see [Kho04, Proposition 3]. In
all cases the arguments directly apply to our situation. �

Now we are prepared to give the proof of Theorem 4.10.

Proof of Theorem 4.10. From Proposition 4.26 we deduce as in [Kho04, Pro-
position 3] that the following sequence is exact

0 −→ H(S≤a)
φ−→

⊕

b≤a
H(Sb)

ψ−

−→
⊕

b<c≤a
H(Sb ∩ Sc),

where φ is induced by the inclusion Sb ⊂ S≤a, and φ− :=
∑

b<c≤a(φb,c−φc,b),
where φb,c : H(Sb) −→ H(Sb ∩ Sc), again induced by the corresponding
inclusion. When a is chosen maximal in B

even
k we obtain that

0 −→ H(S̃even) −→
⊕

b∈Beven
k

(Sb) −→
⊕

b,c∈Beven
k

,b<c

(Sb ∩ Sc)

is exact; analogously for S̃odd. This is equivalent to Theorem 4.10. �

The dimension of H(S̃) can be computed now purely combinatorially.
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Proposition 4.27. We have the following dimension formulas

dimH(S̃) = 2dimH(S̃even) = 2dimH(S̃odd) = 2k.

Proof. We have the cell decomposition on Sa ∩ S<a by Corollary 4.23. To
determine the dimension of cohomology it is enough to count for each a ∈ Bk

the cells contained in Sa but not in any intersection Sa ∩ Sb with b < a by
considering the induced cell partition, see [Kho04, Lemma 6].

We start with the case of even k. For fixed a ∈ Bk, the number of cells
that do not lie in an intersection of the form Sa ∩ Sb for b < a is equal to
2outer(a) by Lemma 4.23, where outer(a) denotes the number of outer cups
of a. To count these we proceed by induction. The case k = 2 is obvious.
For arbitrary even k, consider the cup C in a which contains the last vertex.
Say it connects vertex k with vertex k − (2j − 1) (with 1 ≤ j ≤ m = k/2).
If this cup is dotted then it is the only outer cup of the diagram and the
number of cells to be counted for such a is just twice the number of diagrams
with a cup of this form, which gives

2

[(
2(m− j)
m− j

)
· 1
j

(
2(j − 1)

j − 1

)]
,

where the second factor is the Catalan number Cj−1 counting the, neces-
sarily undecorated, diagrams inside our fixed cup C of width 2(j − 1),
while the first factor is the number of diagrams to the left of the fixed
cup, see Remark 3.3. We claim that the sum over j = 0, . . . ,m of these
terms gives

(2m
m

)
. Indeed using induction hypothesis in (4.21), the equal-

ity
(2(m−j)
m−j

)
= (4 − 2

m−j )
(2(m−1−j)
m−1−j

)
in (4.20), and the Segner recurrence

∑m−2
j=0 CjCm−2−j = Cm−1 in (4.22) we have

m∑

j=1

2
[(2(m−j)

m−j
)
· 1j

(2(j−1)
j−1

)]
= 2

m

(2(m−1)
m−1

)
+

m−1∑

j=1

2
[(2(m−j)

m−j
)
· 1j

(2(j−1)
j−1

)]

= 2
m

(2(m−1)
m−1

)
+ 4

m−1∑

j=1

2
[(2(m−1−j)

m−1−j
)
· 1j

(2(j−1)
j−1

)]
(4.20)

−4
m−2∑

j=0

[
1
j+1

(2j
j

)
1

m−1−j
(2(m−2−j)
m−2−j

)]

= 2
m

(2(m−1)
m−1

)
+ 4

(2(m−1)
m−1

)
− 4

m−2∑

j=0

[
1
j+1

(2j
j

)
1

m−1−j
(2(m−2−j)
m−2−j

)]
(4.21)

= 2
m

(2(m−1)
m−1

)
+ 4

(2(m−1)
m−1

)
− 4

m

(2(m−1)
m−1

)
(4.22)

=
4m− 2

m

(2(m−1)
m−1

)
=

(2m
m

)
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If the cup C is undotted it is an outer cup, but the outer cups to the left
still contribute to the number of cells, giving us

2

[
2k−2j · 1

j

(
2(j − 1)

j − 1

)]
,

where we have again the number of diagrams inside our fixed cup C times
the contribution from the part to the left of C, which is 2k−2j by induction.
Altogether we get

m∑

j=1

2
[(2(m−j)

m−j
)
· 1j

(2(j−1)
j−1

)]
+

m∑

j=1

2
[
22m−2j 1

j

(2(j−1)
j−1

)]

=
(2m
m

)
+ 2

m

(2(m−1)
m−1

)
+ 4

m−1∑

j=1

2
[
22(m−1)−2j 1

j

(2(j−1)
j−1

)]

=
(Induction)

(
2m
m

)
+ 2

m

(
2(m−1)
m−1

)
+ 4

[
22(m−1) −

(
2(m−1)
m−1

)]
= 22m = 2k.

Now let k = 2m + 1 be odd. We distinguish the case where the ray has
a dot from the case where it has not. In the first case the diagram only
contributes a single cell since all outer cups are special, thus we only have
to count the possible diagrams when the dotted ray is at position k− 2j for
a fixed 0 ≤ j ≤ m giving us

(
2(m− j)
m− j

)
· 1

j + 1

(
2j

j

)
,

with the first factor being the number of possible decorated cup diagrams
to the left of the ray and the second factor the number of undecorated cup
diagrams to the right. If instead the ray is undotted, then only outer cups
to the right of the ray are special and we have to count the cells contributed
from the outer cups to the left, which gives us 22(m−j) · 1

j+1

(
2j
j

)
.

Hence it is enough to verify
∑m

j=0

[(
2(m−j)
m−j

)
+ 22(m−j)

]
· 1
j+1

(
2j
j

)
= 22m+1

which is clear for m = 0. The left hand side equals

2
m+1

(
2m
m

)
+

m−1∑

j=0

[(
2(m−j)
m−j

)
+ 22(m−j)

]
· 1
j+1

(
2j
j

)

= 2
m+1

(2m
m

)
+

m−1∑

j=0

[(2(m−j−1)
m−j−1

)
+ 22(m−j−1)

]
· 1
j+1

(2j
j

)

+

m−1∑

j=0

[(2(m−j)
m−j

)
−

(2(m−j−1)
m−j−1

)
+ 3 · 22(m−j−1)

]
· 1
j+1

(2j
j

)
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=
(Induction)

2
m+1

(2m
m

)
+ 22m−1

+

m−1∑

j=0

[
3(m−j)−2
m−j

(2(m−j−1)
m−j−1

)
+ 3 · 22(m−j−1)

]
· 1
j+1

(2j
j

)

= 2
m+1

(2m
m

)
+ 22m−1 + 3

m−1∑

j=0

[(2(m−j−1)
m−j−1

)
+ 22(m−j−1)

]
· 1
j+1

(2j
j

)

−2
m−1∑

j=0

1
m−j

(2(m−j−1)
m−j−1

)
· 1
j+1

(2j
j

)

=
(Induction)

2
m+1

(2m
m

)
+ 22m−1 + 3 · 22m−1 − 2

m−1∑

j=0

1
m−j

(2(m−j−1)
m−j−1

)
· 1
j+1

(2j
j

)

=
(Segner rec.)

2
m+1

(2m
m

)
+ 22m+1 − 2

m+1

(2m
m

)
= 22m+1

The lemma follows. �

5. Domino Tableaux and combinatorial bijections

In the following let λ be a partition of 2k. We denote by Y (λ) the set of
Young diagrams with shape λ (i.e., the parts of λ will denote the length of
the rows of our diagram). We will picture them using ”English notation”.

5.1. (Signed admissible) domino tableaux and clusters.

Definition 5.1. A domino diagram T with k dominoes of shape λ is a
Young diagram T ∈ Y (λ) with a partitioning of the boxes into subsets of
order 2, called dominoes, such that the paired boxes share a common edge
(vertically or horizontally). The set of all domino tableau with shape λ will
be denoted by DY (λ).

When picturing a domino tableaux we omit the common edge of a pair:

Example 5.2. Here is an example of a domino tableaux of shape λ =
(4, 3, 1), the left diagram shows the 2-subsets, which are then turned into
dominoes in the right diagram:

Recall from Section 2 the notion of admissible partition which was used
to label conjugacy classes of nilpotent elements. We now define admissible
domino tableaux:

Definition 5.3. An admissible domino tableaux t is a filling of the say 2k
boxes in a domino diagram in DY (λ) with the integers between 1 and k
such that
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(ADT1) Each integer occurs exactly twice and the two boxes it appears in
form a domino.

(ADT2) The entries in each row and column are weakly increasing from left
to right and top to bottom.

(ADT3) The sequence of partitions starting with t and then obtained by
successively eliminating the domino labelled with the largest inte-
ger consists only of admissible partitions as in Definition 2.3.

We denote the set of all admissible domino tableaux of shape λ by ADT (λ).
If we drop the last condition (ADT3) then we get more generally the set
DT (λ) of standard domino tableaux of shape λ.

We again abbreviate admissible domino tableaux by drawing dominoes
(instead of pairs of boxes) with only one number per domino (instead of
twice the same number in the corresponding two boxes from a pair).

Example 5.4. There are two admissible domino tableaux of shape (3, 3),

ADT ((3, 3)) ={ t1 = 1 2 3
,
t2 = 1

2

3 }
(5.23)

Indeed, we first fill the Young diagram of shape (3, 3) with the integers
1, 2, 3, each occurring twice such that the fillings are weakly increasing in
rows and columns:

t1 =
1 2 3
1 2 3

t2 =
1 2 2
1 3 3

t3 =
1 1 3
2 2 3

t4 =
1 1 2
2 3 3

To satisfy (ADT1) we have to remove t4, since the two boxes labelled 2 do
not form a domino. Since t3 violates (ADT3) we are left with t1 and t2
which indeed satisfy (ADT1)-(ADT3).

From now on we restrict ourself to partitions λ = (λ1, λ2) with only 2
parts. Note that the definition of an admissible domino tableaux forces hor-
izontal dominoes to occur with the left box in an even column. In particular
we must have a vertical domino in the first column (e.g. t3 is not possible).

Definition 5.5. Let T ∈ ADT ((λ1, λ2)) be an admissible domino tableaux
and p a domino in T . We define the type of p as

type(p) =





V0 if p is vertical and in an even column,
V1 if p is vertical and in an odd column,
H if p is horizontal.

Remark 5.6. In [vL12] dominoes of type V0,V1,H are called of type
I−, I+,N respectively.

To get a labelling set for the irreducible components of the Springer fibre
we need to introduce an additional data in form of a sign for the dominoes
of type V1.

Definition 5.7. A signed domino tableaux is an admissible domino tableaux
with signs (i.e., an element in {+,−}) attached to each domino of type V1.
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The set of signed domino tableaux of shape λ is denoted ADTsgn(λ).

Example 5.8. There are six signed domino tableaux of shape (3, 3) (with
the underlying domino tableaux from Example 5.4):

t1,++ = 1

+
2

3

+
t1,+− = 1

+
2

3

−
t1,−+ = 1

−
2

3

+
t1,−− = 1

−
2

3

−

t2,+ = 1

+

2

3
t2,− = 1

−

2

3

The admissibility condition (ADT3) implies that dominoes of typeH have
their left part in an even column which means that our tableaux are built
up from two basic building blocks, called clusters.

A closed cluster is a connected part of an admissible domino tableaux
containing all dominoes between a domino of type V1 and the next domino
to its right of type V0, including the two vertical dominoes. Hence after
removing the filling, it is a part of the underlying Young diagram of the
following form (starting at an odd column with an even number of dominoes
of type H arranged in two rows of the same length between the two vertical
dominoes)

. . .

An open cluster is a connected part of an admissible domino tableaux given
by a domino D of type V1 with no domino of type V0 to its right and all
dominoes of type H to the right, i.e. a diagram of the form

. . . . . .

.

Clearly every (signed) admissible standard domino tableau decomposed
uniquely into a finite disjoint union of closed clusters and possibly one extra
open cluster. Such an open cluster exists if and only if the shape is (λ1, λ2)
with λ1 (and then also λ2) odd.

Example 5.9. The following admissible domino tableau

t = 1
2

4

3

5
6 7 8 9

10

11
12 13

14

15

16

17

18 19

,

has three closed clusters C1(t) = {1, 2, 3, 4, 5, 6}, C2(t) = {7, 8}, and C3(t) =
{9, 10, 11, 12} and one open cluster C4(t) = {13, 14, 15, 16, 17, 18, 19}.

Since by definition each of the clusters includes exactly one domino of
type V1 we can speak of the sign of a cluster for a signed domino tableaux.

Definition 5.10. Let t, t′ ∈ ADTsgn(λ) be two signed domino tableaux that
coincide if we forget the signs. Then t ∼cl t

′ if the signs of all closed clusters
of t and t′ coincide. This is obviously an equivalence relation. We denote
the equivalence classes for ∼cl by ADTsgn,cl(λ).
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Since in our case there is at most one open cluster for a given admissible
domino tableaux, the equivalence classes consist of either one element, if
there is no open cluster, or of two elements, if there is an open cluster.

5.2. Combinatorial bijections. Given a cluster C in a (signed) domino
tableau we call the part consisting of the dominoes of type H the standard
tableau part of C, since viewing the dominos as ordinary boxes of a tableaux
we have in fact a standard tableaux T (C). Recall the well-known bijection

{(ordinary) standard tableaux of shape (r, s)}
1:1↔ (5.24)

{undecorated cup diagrams on r + s vertices with s cups}
sending a standard tableau T to the unique cup diagram C(T ) where the s
numbers appearing in the bottom row mark the right endpoints of the cups
and the number in the top row are the left endpoint of cups or rays, see e.g.
[SW12, Proposition 3].

Example 5.11. The following five standard tableaux T

1 2 5
3 4

1 3 5
2 4

1 3 4
2 5

1 2 4
3 5

1 2 3
4 5

correspond to the undecorated cup diagrams C(T ):

•
✝✆
• •

✚✙
• • •

✝✆
• •

✝✆
• • •

✝✆
• • •

✝✆
• • •

✝✆
•

✝✆
• • • •

✚✙
•
✝✆
• •

We extend the bijection (5.24) and assign to a signed closed cluster C with
standard tableaux part containing 2m dominoes of type H a cup diagram
on 2m + 2 vertices with m + 1 cups by adding an additional vertex to the
left and right of C(T (C)) connected by a cup. This cup is dotted if the sign
of C is − and undotted if the sign is +. If the cluster C is open we again
take the cup diagram C(T (C)) associated with its standard tableaux part
and add an additional vertex with a ray to the left of C(T (C)). This ray
is dotted if the sign of C is − and undotted if the sign is +. Since every
signed standard tableaux is a concatenation of closed and possibly one open
cluster, our assignment

closed
. . . { C(T ) if −

C(T ) if +

open { c(T ) if −

c(T ) if +

extends to a map F which assigns to each admissible tableaux a cup dia-
gram obtained by putting the cup diagrams associated to the single clusters
next to each other (in the same order as the clusters).
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Lemma 5.12. Let r, s be natural numbers, such that (r, s) is an admissible
shape. The assignment F defines a bijection

ADTsgn((r, s))
1:1↔

{
cup diagrams on

r + s

2
vertices with

⌊s
2

⌋
cups

}

Proof. The map is indeed well-defined, since no closed cluster appears to the
right of an open cluster thus no dotted cup to the right of a ray and of course
no dotted cup nested inside another cup. The inverse map is given as follow:
take a cup diagram a of the above form and first ignore all dots. Then create
a domino tableau with vertical dominoes exactly in the rows labelling the
endpoints of outer cups to the left of all the rays in a and the leftmost ray in
a. Fill them with their column number and add additionally a sign in case
the column number is odd. This sign is + if the corresponding cup/ray was
originally undotted and − in case it was dotted. Then forget these outer
cup and the leftmost ray and add dominoes of type H in between and to the
right of these vertical dominoes to get the correct shape. Turn them into
standard tableaux parts of the clusters using the bijection (5.24). For the
filling the numbers labelling the rows between the corresponding two vertical
dominos or to the right of the rightmost vertical dominos should be used (so
the bijection (5.24) has to be slightly adjusted by shifting the numbers for
the filling by the column number of the next vertical domino to the left).
Since inside an outer cup or to the right of the leftmost ray we have only
undotted cups, the assignment makes sense. We omit the straightforward
calculations to verify that this is indeed the inverse map. �

Corollary 5.13. The bijection from Lemma 5.12 restricts to bijections

{T ∈ ADTsgn((r, s)) | the number of − signs is even (resp. odd)}
1:1↔{

cup diagrams on r+s
2 vertices with ⌊ s2⌋ cups

and an even (resp. odd) number of dots

}

and gives in the special case r = s = k the following two bijections

{T ∈ ADTsgn((k, k)) | the number of − signs is even} 1:1↔ B
even
k

{T ∈ ADTsgn((k, k)) | the number of − signs is odd} 1:1↔ B
odd
k

Proof. This follows directly from the definitions and Lemma 5.12. �

Remark 5.14. Lemma 5.12 transfers the notion of closed and open clusters
to cup diagrams: a closed cluster consists there of a cup c together with all
cups contained in c, with the property that c is not contained in any other
cup and is lying to the left of all rays, whereas an open cluster consists of
the leftmost ray and all cups and rays to the right of it.

A cycle move on a closed cluster is the move illustrated in the following
diagram changing a closed cluster C into a (not admissible) standard domino
tableaux Cyc(C) containing only horizontal dominoes:
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Cycle : a b c d e

f g h i
j

a b c d e

f g h i j
(5.25)

Note that neither the shape nor the set of numbers used for the filling is
changed. The numbers are consecutive from a set of 2m numbers for the
shape (2m, 2m). In contrast, it is important to observe that the filling in the
subdiagrams of shape (2m′, 2m′) using the first 2m′ dominoes for m′ < m
is not a set of consecutive numbers.

The concept of cycle moves goes back to [Gar90]. We use them here to
establish a bijection between signed domino tableaux of a fixed shape and
ordinary domino tableau of the same shape:

Lemma 5.15. Applying the cycle move (5.25) to each closed cluster with
sign −, and forgetting afterwards all signs determines a bijection

Cyc : ADTsgn,cl((r, s))
1:1↔ DT ((r, s))

for any admissible shape (r, s).

Proof. Obviously, the map is well-defined and injective. For surjectivity take
a standard domino tableau S ∈ DT ((r, s)). If there is no horizontal domino
starting at an odd column number then just place − signs at all vertical
dominoes in odd columns to obtain a preimage of S. Otherwise take the first
such horizontal domino D in the first row. We claim it is the top left domino
of a unique connected subdiagram S′ of S of the form shown on the right
hand side of (5.25), in particular it is the smallest such rectangular shaped
diagram containing consecutive numbers as filling. Hence the uniqueness
is clear and also the existence in case S has two rows of the same length.
Otherwise, S has shape (r, s) with r, s odd in which case there is at least
one vertical domino to the right of D and the existence is again clear. Now
use (5.25) and apply Cycle−1 to S′ and assign a + sign to the resulting
cluster. Repeat this procedure with the part of the diagram to the right of S′

observing that this is again of admissible shape. The result is an admissible
signed domino tableau except that probably some signs are missing. Finally
insert −’s for all missing signs to get Cyc−1(S). �

Example 5.16. The bijection from Corollary 5.13 assigns to the cup di-
agrams from Figure 4.1 (read from left to right columnwise from top to
bottom) the following signed domino tableaux

1 2 3 4 5 6
+ + +

1 4 5 6
+ +

2
3

1 2 3 6
+ +

4
5

1 2 3 4 5 6
− − +

1 6
2 4
3 5+

1 2 3 4 5 6
+ − −

1 2 3 6
− −

4
5

1 6
2 3
4 5+

1 4 5 6
− −

2
3

1 2 3 4 5 6
− + −
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They correspond via Lemma 5.15 to the following standard domino tableaux

1 3 5
2 4 6

1 2 5
3 4 6

1 3 4
2 5 6

1 2 3 4
5
6

1 2 4
3 5 6

1
2

3 4 5 6 1 2 3
4
5

6
1 2 3
4 5 6

1
2
3

4 5 6 1 2
3
4

5 6

Remark 5.17. Another bijection between signed domino tableaux of a fixed
shape and certain standard domino tableaux using cycle moves was estab-
lished already in [Pie04]. This bijection differs slightly from ours, since we
never apply a cycle move to open clusters, thus the shape stays unchanged;
we fix instead the parity of the total number of − signs.

Definition 5.18. A 2-row character of type Dk is an unordered pair {λ, µ}
of 1-row partitions λ, µ with a total number of k boxes. A special bitableaux
of type Dk is a 2-row character of type Dk filled with the numbers {1, . . . , k}
increasing in the two rows. Let Ωa,b = Ω(Dk)a,b be the set of such special
bitableaux where λ has a boxes and µ has b boxes.

The irreducible representations of the Weyl group W (Bk) are indexed by
ordered pairs of partitions (λ, µ), see e.g. [Mac95] or [Ser77, 8.2]. Their

restrictions S(λ,µ) to the index 2 subgroup W (Dk) stay either irreducible,
but two irreducible representations become isomorphic (namely the one in-
dexed by (λ, µ) and (µ, λ) in case λ 6= µ) or split into two non- isomorphic
irreducible summands Sλ,µ,+, Sλ,µ,− (if λ = µ). Let si, 0 ≤ i ≤ k − 1 be
the Coxeter generators of W (Dk) labelled by the vertices of the Dynkin di-
agram. We choose the labelling such that there is an edge between 0 and 2
and between i and i+ 1 for 1 ≤ i ≤ k − 2. Then {si | 1 ≤ i ≤ k − 1} gener-
ate a subgroup isomorphic to Sk. The 2-row characters appear naturally as
summands in the following induced module:

Lemma 5.19. The induced trivial representation Ind
W (Dk)
Sk

1 of Sk decom-
poses into a multiplicity free sum of 2-row characters.

Proof. Let A = (Z/2Z)k−1. SinceW (Dk) ∼= A⋊Sk we can apply the Wigner-
Mackey little group argument, [Ser77, 8.2] to construct the irreducible char-
acters of W (Dk). The Sk-action on the group of characters of A has exactly
⌊k/2⌋ + 1 orbits and we can chose representatives χ0, . . . , χ⌊k/2⌋ such that
the stabiliser Hi of χi equals Si×Sk−i if i < k/2 and Z/2Z⋉ (Sk/2×Sk/2) if
i = k/2. An irreducible character of W (Dk) is of the form Ind

W (Dk)
A⋊Hi

(χi⊗ ρ)
for some i and ρ an irreducible character of Hi. Using Frobenius reciprocity
and the Mackey formula we obtain

HomW (Dk)

(
Ind

W (Dk)
A⋊Hi

(χi ⊗ ρ), IndW (Dk)
Sk

1)
∼= HomSk

(
Res

W (Dk)
Sk

Ind
W (Dk)
A⋊Hi

(χi ⊗ ρ),1)
∼= HomSk

(
IndSk

Hi
ResA⋊Hi

Hi
(χi ⊗ ρ),1) = HomSk

(
IndSk

Hi
ρ,1) .
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The latter is non-trivial if and only if ρ is the trivial representation of Hi,
i.e. the induced representation is of 2-row type and in case of i = k/2 equal

to S(k/2),(k/2),+ or S(k/2),(k/2),−, depending on our choice W (Dk) ∼= A ⋊ Sk
of isomorphism. As the dimension is at most 1, the claim follows. �

We finish this section with a bijection between cup diagrams and a la-
belling set of the basis elements of our irreducible representations ofW (Dk).
Given a cup diagram a on k vertices consider all the cups c which have no
ray to the left and are not contained in any other cup. If c is undotted (resp.
dotted), mark its left (right) endpoint and also the left (right) endpoints of
all the cups contained in c. Then mark the vertices at rays (if they exist)
and all left endpoints of cups which are to the right of at least one ray. Let
x be the number of marked vertices. The special bitableau Ω(c) of type Dk

associated with c is then the pair (λ, µ), where λ has x boxes and µ has
k − x boxes filled in increasing order with the number of the marked (resp.
not marked) vertices. The following bijection identifies cup diagrams with
special bitableaux, explaining the counting formula from Remark 3.3:

Lemma 5.20. The assignment c 7→ Ω(c) defines for odd r, s bijections
{

cup diagrams on k = r+s
2 vertices with ⌊ s2⌋

cups and an even (resp. odd) number of dots

}
1:1↔ Ω r+1

2
, s−1

2

and a bijection Bk
1:1↔ Ω k

2
, k
2

for even r = s = k.

Proof. The number of marked points equals the number of cups plus the
number of rays. �

Remark 5.21. a.) The induced sign representation was identified in [LS12,
Theorem 5.17] with a vector space with basis all cup diagrams on k
vertices together with a diagrammatical action of W (Dk), and the de-
composition into irreducible modules given by the span of cup diagrams
with a fixed number of cups, [LS12, Remark 5.24]. We get the refined
decompositions of Lemma 5.19:

Ind
W (Dk)
Sk

1 ∼=
k−ǫ
2⊕

l=0

S((k−l),(l)) (5.26)

where ǫ = 1 for k odd and ǫ = 0 for k even with S((k/2),(k/2)) then de-
noting one out of the two S((k/2),(k/2)),± depending on the choices made,
as in the proof of Lemma 5.19. The summands can be identified with
Kazhdan-Lusztig cell modules. Lemma 5.20 does not induce a W (Dk)-
equivariant isomorphism (even after twisting with the sign representa-
tion) of the corresponding irreducible representations of W (Dk), but
only compares the dimensions. To establish an explicit isomorphism be-
tween the two representations one has to link the canonical basis for the
cell module (the cup diagrams) with the analog of a Specht basis (the
bitableau) using for instance [Nar85], as was done successfully for type
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A in [Nar89]. Note however that outside of the class of 2-row characters
the cell modules are not necessarily irreducible.

b.) The bijection from Lemma 5.20 induces via Lemmas 5.12 and 5.15 bijec-

tions DT (r, s)
1:1↔ Ω r+1

2
, s−1

2
if r, s odd and DT (r, s)

1:1↔ Ω k
2
, k
2

if r = s = k

even. They are in fact special cases of known bijections between standard
domino tableaux and pairs of partitions with standard fillings established
in [SW85]. These Stanton-White bijections were used for instance in the
study of decompositions of tensor products of representations of gln and
generalized Littlewood-Richardson theory, see e.g. [CL95] and in the
representation theory of the Weyl group W (Bk), see e.g. [Pie10].

Example 5.22. Here is an example summarising our bijections: (we only
display half of the bitableaux, since the second half is then determined)

1 3 4 1 2 3
+ +

4

2 3 4 1 2 3− −
4

1 2 4
+
1

2
3

4

1 2 3
+
1

2
4

3

1 3 41 2 3
+ −

4

2 3 41 2 3− +

4

1 2 4
−
1

2
3

4

1 2 3
−
1

2
4

3

1 3 1 2 3 4
+ +

2 4 1 2 3 4− −

1 2
+
1

2
3

4

1 41 2 3 4
+ −

2 31 2 3 4− +

3 4−1
2
3

4

Note once more the different behaviour for the shape (r, s) depending on
r 6= s or r = s = k.

6. Irreducible components of the algebraic Springer fibre

We consider again the algebraic Springer fibre of type Dk from Defini-
tion 2.4. The irreducible components of FN for classical G were parameter-
ized and partly described by Spaltenstein in [Spa82]. We briefly recall the
constructions needed in our case.



34 MICHAEL EHRIG AND CATHARINA STROPPEL

6.1. Classification of irreducible components. Let λ = λN be the par-
tition corresponding to the nilpotent element N ∈ g and let F• ∈ F . Then
N defines a sequence of induced endomorphisms on Fn−i/Fi = (Fi)

⊥/Fi,
for k ≥ i ≥ 0. Their Jordan types give us a sequence of domino diagrams
where successive shapes differ by exactly one domino. Putting the number i
into the ith domino added in this way defines an admissible domino tableau
SN (F•) of shape λN , thus an assignment

SN : FN −→ ADT (λN ) (6.27)

For details we refer to [Spa82] or [vL12].
The analogous construction in type A (to each ordinary full flag F• one

assigns an ordinary standard tableaux SAN (F•) encoding the Jordan types of
the restriction of N to the ith part of the flag) gives rise to the well-known
Spaltenstein-Vargas classification of irreducible components of Springer fi-
bres for SL(n):

Theorem 6.1 ([Spa76], [Var79]). Let N ∈ sl(n,C) be nilpotent and let FA
be the flag variety for SL(n,C) containing the Springer fibre FAN . The map

SAN defines a surjection onto the set oSY T (λN ) of ordinary standard Young
tableaux which separates the irreducible components Irr(FAN ) of FAN . That
is, it defines a bijection

SAN : Irr(FAN ) −→ oSY T (λN ).

Given T ∈ oSY T (λN ), the irreducible component XA
T = (SAN )−1(T ) equals

the closure of (XA
T )

0 = {F• | SAN (F•) = T}.
In type D, admissible tableaux do not fully separate the components of

FN . It is still true that F•, G• ∈ FN with SN (F•) 6= SN (F•) lie in different
irreducible components, but the converse fails, since of course (XT )

0 = {F• |
SAN (F•) = T} and its closure XT need not be connected. The signed domino
tableaux were introduced to account for this disconnectedness in form of the
following classification of Van Leeuwen [vL12, Lemmas 3.2.3 and 3.3.3]:

Theorem 6.2. Let N ∈ g be nilpotent of admissible Jordan type λN =
(λ1, λ2) and T ∈ ADT (λN ).

(1) XT is a union of irreducible components of FN , labelled by all signed
domino tableaux which equal T after forgetting the signs.

(2) All irreducible components of FN are obtained in this way.
(3) There is a bijection between the set of admissible signed standard

domino tableaux of shape λN and the set of irreducible components
of FN ,

ADTsgn(λN )
1:1↔ Irr(FN ). (6.28)

Remark 6.3. For general Jordan type the labelling set of irreducible com-
ponents is given by certain equivalence classes of signed domino tableaux,
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[vL12, Definition 3.3.2], but in the special case of 2-row shapes the equiva-
lence relation becomes trivial, since every cluster contains only one domino
of type V 1.

If N has Jordan type (r, s), irreducible components are of dimension ⌊ s2⌋,
[vL12, Lemma 2.3.4 and p.14]. Hence the dimension equals the number of
cups in the cup diagram associated to the admissible signed domino tableaux
from Theorem 6.2 via the bijection from Lemma 5.12.

6.2. Components as iterated P1(C)-bundles. The rest of this section
gives an inductive construction of the irreducible components and proves
the following refinement of Theorem 6.2:

Definition 6.4. A topological space X1 is an iterated fibre bundle of base
type (B1, . . . , Bl) if there exist spaces X1, B1,X2, B2, . . . ,Xl, Bl,Xl+1 = pt
and maps p1, . . . , pl such that pj : Xj → Bj is a fibre bundle with typical
fibre Xj+1.

Theorem 6.5. Let N ∈ g nilpotent of type λN = (λ1, λ2) and T ∈ ADT (λN ).
(1) The assignment SN from (6.27) lifts to a bijection

Ssgn
N : ADT (λN )

1:1↔ Irr(FN ). (6.29)

where (Ssgn
N )−1(T ) is obtained by the algorithm in Section 6.4.

(2) Every irreducible component Y is an iterated fibre bundle of base type
(P1(C),P1(C), . . . ,P1(C)) where the number of components equals
the number of cups in the cup diagram corresponding to (Ssgn

N )−1(T )
via Lemma 5.12.

6.3. Explicit linear algebra conventions. Let W = Wa,a be a complex
vector space of dimension n = 2a. We fix a basis w1, . . . , wa, w−1, . . . , w−a
and set w0 = 0 = w−a−1. Define the bilinear form β = βa on W by

β(wi, wj) = δi,−j . (6.30)

Setting N(wi) = σ(i)wi−1 for −a ≤ i ≤ a with σ(i) = −1 if i < 0
and σ(i) = 1 if i > 0, defines a linear endomorphism of W . It satisfies
β(Nw,w′) + β(w,Nw′) = 0 for w,w′ ∈W , hence N ∈ o(W,β).

Let Va,b = Ca+b be a complex vector space of dimension n = a + b with
a, b odd. We fix a basis e1, . . . , eb, e−1, . . . , e−a, set e0 = 0 = e−a−1 and fix
the symmetric bilinear form γ = γa,b on V defined by

γ(ei, ej) =





(−1)i+1δi+j,−a−1 for −a ≤ i, j ≤ −1,
(−1)iδi+j,b+1 for 1 ≤ i, j ≤ b
0 for i < 0 < j or j < 0 < i.

(6.31)

Setting N(ei) = ei−1 for −a ≤ i ≤ −1, 1 ≤ i ≤ b defines a linear endo-
morphism N of V satisfying γ(Nv, v′) + γ(v,Nv′) = 0 for v, v′ ∈ V . Hence
N ∈ o(V, γ).
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We identity Va,a with Wa,a via the following isomorphism

Lemma 6.6. For odd a, the following defines an isomorphism

ϕ : Va,a −→ Wa,a

ei 7−→
{

1√
2

(
(−1)i+1wi + wi+a+1

)
if i < 0,

1√
2

(
(−1)i+1wi−a−1 − wi

)
if i > 0.

(6.32)

of vector spaces satisfying β(ϕ(v), ϕ(v′)) = γ(v, v′) for any v, v′ ∈ V .

Proof. The claim follows by a straightforward direct calculation. (The in-
verse map is given by ϕ−1(wi) = 1√

2
(−1)i+1(ei + ea+i+1) for i < 0 and

ϕ−1(wi) =
1√
2
(ei−a−1 − ei) for i > 0.) �

6.4. Inductive construction of the irreducible components. In this
section we prove Theorem 6.5 by constructing the irreducible component
(Ssgn
N )−1(T ) corresponding to a signed domino tableau T . This will be done

by induction on the number of dominoes. We distinguish the following basic
cases (displaying the rightmost cluster and indicating the position of the
domino with the largest entry):

I)

1
+

1
−

IIa) IIb) III) IV) V)

(6.33)

Proof of Theorem 6.5. To each admissible signed domino tableaux T with
say d dominoes, we construct now the corresponding irreducible component.

Our starting point is d = 1. Then N has two Jordan blocks of size
1 and we consider W = W1,1. The possible signed domino tableaux are
displayed in (6.33) (I). The 1-dimensional isotropic flags in W are F1 =
〈w−1〉, and F1 = 〈w1〉 which are automatically in the kernel of N . Each of
them defines an irreducible component in FN . We assign F1 = 〈w−1〉 to
the first (negative) signed tableaux and F1 = 〈w1〉 to the second (positive)
signed tableau. The signs indicate the components of F with respect to
our chosen basis. (Alternatively we could work with V = V1,1 and take
F1 = 〈e1 + e−1〉 and F1 = 〈e−1 − e1〉 respectively.)

Let now d > 1 and assume the theorem holds for less than d dominoes.
Let D be the domino in T filled with the highest number.

First assume T has shape (a, b) with a > b. Consider V = Va,b. Assume
first D is in the first row, see Case (IIa). Then a line in the kernel of N is of
the form F1 = 〈αe−a + βe1〉 for some α, β ∈ C and automatically isotropic.
For generic α, β (e.g. α = 1, β 6= 1) pick a new basis Bnew of V as follows

βe−a, βe−a+1, . . . , βe−b−1, βe−b + αe1, . . . , βe−1 + αeb,
αe−a + βe1, αe−a+1 + βe2, . . . , αe−a+b−1 + βeb
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Then N maps a basis vector to its left neighbour, the two leftmost to zero.
Since F⊥

1 is spanned by all these vectors except of αe−a+b−1 + βeb, the by
N induced endomorphism on F⊥

1 /F1 is of Jordan type (a, b− 2). To get the
required Jordan type (a − 2, b) we need therefore F1 = 〈e−a〉. This means
F1 is totally determined (which fits with the fact that it corresponds to an
undotted ray in the associated cup diagram). Moreover, F⊥

1 = 〈ej | −a ≤
j ≤ −2, 1 ≤ j ≤ b〉 and F⊥

1 /F1 = Va−2,b with the standard basis element
ei of Va−2,b corresponding to ei + F1 for i > 0 and to iei−1 + F1 for i < 0,
because of (6.31). The statement follows then by induction.

If D is in the second row, see Case (IIb), then again F1 = 〈αe−a + βe1〉
for some α, β ∈ C. Consider again the basis Bnew which now induces the
required Jordan type on F⊥

1 /F1 for generic α, β (e.g. α = 1, β 6= 0). Hence
we have an A

1(C)-choice for F1 (corresponding to a cup in the associated cup
diagram), hence a P1(C)-choice if we take the closure. The statement follows
again by induction by identifying F⊥

1 /F1 = Va,b−2 by mapping ei ∈ Va,b−2

to ei + F1 for i < 0 and to iei+1 + F1 for i > 0.

Let now T be of shape (a, a). There are the three possible configurations,
(III)-(V). In case (III) we argue exactly as in Case (IIb). Hence assume we
are in Case (IV) or (V) and consider the space Wa,a. Any 1-dimensional
isotropic subspace in the kernel of N is of the form F1 = 〈αw−a + βw1〉.
Pick for generic α, β (e.g. α = 1, β 6= 0) the basis

αw−a − βw1, αw−a+1 + βw2, . . . , αw−2 − ǫβwa−1, αw−1 + ǫβwa.

αw−a + βw1, −αw−a+1 + βw2, . . . , ǫαw−2 + βwa−1, −ǫαw−1 + βwa

with ǫ = −1 in case (IV) and ǫ = 1 in case (V). Then N sends each vector to
its left neighbour (but multiplied by −1 in the first row), the leftmost ones
to zero. All these vectors except of αw−1+βwa span M := 〈αw−a+βw1〉⊥,
since (αw−a + βw1, αw−1 − βwa) = 0.

In Case (IV), N induces on M/〈w−a +βw1〉 Jordan type (a, a− 2) which
is not what we wanted. However if we take F1 = 〈w−a〉 or F1 = 〈w1〉 then
F⊥
1 = 〈wi | −a ≤ i ≤ −1, 1 ≤ i ≤ a− 1〉 and F⊥

1 = 〈wi | −a ≤ i ≤ −2, 1 ≤
i ≤ a〉 respectively. Moreover, F⊥

1 /F1
∼=Wa−1,a−1 with the induced bilinear

form, and N induces an endomorphism of Jordan type (a − 1, a − 1). We
assign the choice F1 = 〈w−a〉 to the negative sign in D and F1 = 〈w1〉 to
the positive sign in D. (It corresponds to a dotted resp. an undotted ray in
the cup diagram.) Then the statement follows by induction.

In Case (V), N induces on M/〈w−a + βw1〉 an endomorphism of the re-
quired Jordan type (a − 1, a − 1). Hence we have a P

1(C)-choice for F1

(corresponding to a cup in the associated cup diagram) and the statement
follows again by induction. Note that the left endpoint of the cup corre-
sponds to a vertical domino whose sign is then handled by (I) and (IV).

By construction, the first part of Theorem 6.5 holds. Moreover, we have
shown that the components are iterated P

1(C)-bundles of the correct base
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type. Hence they are smooth (see e.g. [Sch12, Section 8] for a detailed
argument). �

6.5. An explicit example. We illustrate the inductive construction of the
irreducible components for the admissible shape (5, 3) and refer to Exam-
ple 5.22 for the corresponding cup diagrams. We identify C

5+3 with the
vector space V5,3 with our chosen basis e−5, e−4, e−3, e−2, e−1, e1, e2, e3.

The irreducible components attached to the four diagrams 1 2 3
± ±

4 :

We start with Case (IIa) for the domino labelled 4. This implies F1 =
〈e−5〉 and removing the domino means passing to 〈ei | −5 ≤ i ≤ −2, 1 ≤ i ≤
3〉/F1 which we identify with W3,3 via Lemma 6.6 with basis

w−3 =
1√
2
(ie−4 + e1) w−2 =

1√
2
(−ie−3 − e2) w−1 =

1√
2
(ie−2 + e3)

w1 =
1√
2
(ie−4 − e1) w2 =

1√
2
(ie−3 − e2) w3 =

1√
2
(ie−2 − e3)

Now in Case (IV), F2 = F1 + 〈w−3〉 if the sign is − and F2 = F1 + 〈w1〉 if it
is +. The images of w−2, w−1, w1, w2 (resp. w−3, w−2, w2, w3) form a basis
of F⊥

2 /F2 and we are in Case (V). Consider the vector spaces on bases

αw−2 − βw1, αw−1 + βw2,
αw−2 + βw1, −αw−1 + βw2,

resp.
αw−3 − βw2, αw−2 + βw3,
αw−3 + βw2, −αw−2 + βw3.

depending on the two choices made previously. In each case we get a P1(C)-
bundle (given by the generic points (w−2 + βw1) and (w−3 + βw2) respec-
tively).

For the final domino we are in Case (I) with the choice F4 = F3+〈αw−1−
βw2〉 corresponding to + and F4 = F3 + 〈αw−2 − βw1〉 to −; similar for the
second choice. Altogether, the four components are given by the following
generic choices (α = 1, β 6= 1) for each step in the complete full flags:

e−5 �

w−3

w1

−
−
w−2+βw1

w−3+βw2

�

�

w−1−βw2

w−2−βw1

w−2−βw3

w−3−βw2

−
−
−
−

w−2−βw1

w−1−βw2

w−3−βw2

w−2−βw3

�

�

w−1+βw2

w−2+βw3

−
−
w3

w−1
� e−1

Expressing these as flags in the original basis we get the isotropic flags F•
with Fj = Fj−1 + 〈xj〉, 1 ≤ j ≤ 4 with the following tuples (x4, x3, x2, x1)
assigned to the possible sign configurations:

−− ie−2 + e3 − β(ie−3 − e2), ie−3 + e2 − β(ie−4 − e1), ie−4 + e1, e−5

+− ie−3 + e2 + β(ie−4 − e1), ie−3 + e2 − β(ie−4 − e1), ie−4 + e1, e−5

−+ ie−3 + e2 + β(ie−2 − e3), ie−4 + e1 + β(ie−3 − e2), ie−4 − e1, e−5

++ ie−4 + e1 − β(ie−3 − e2), ie−4 + e1 + β(ie−3 − e2), ie−4 − e1, e−5,

(We denoted the flags in reversed order so they fit with the cup diagrams
and domino shapes.)

The irreducible components attached to the two diagrams
±
1 2

3
4 :

We have again F1 = 〈e−5〉 and identify F⊥
1 /F1 = V3,3 with the standard

basis the classes of the vectors ie−4, ie−3, ie−2, e1, e2, e3 and deal with Case
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(III). The normalized basis Bnew is given by
1√
β2−1

(iβe−4 + e1)
1√
β2−1

(iβe−3 + e2)
1√
β2−1

(iβe−2 + e3)

1√
β2−1

(ie−4 + βe1)
1√
β2−1

(ie−3 + βe2)
1√
β2−1

(ie−2 + βe3)
(6.34)

After applying then the Cases (IIa), (I) we obtain that the components are
given by the following generic flags (β 6= ±1):

− ie−3 + e2, iβe−4 + e1, ie−4 + βe1, e−5,
+ ie−3 − e2, iβe−4 + e1, ie−4 + βe1, e−5,

(6.35)

The irreducible components attached to the two diagrams
±
1 2

4
3 :

They are given by the following generic flags:

− e−4 + ie1 + β(ie−3 + e2), e−4, e−5, e−5 + βe1,
+ e−4 − ie1 − β(ie−3 − e2), e−4, e−5, e−5 + βe1,

(6.36)

7. Cohomology of algebraic and topological Springer fibre

We give a concrete description of the cohomology ring the algebraic
Springer fibres and prove Theorem B. Let n = 2k and G′ = SO(2k,C) and
g′ its Lie algebra with Cartan subalgebra h. Let P be a maximal parabolic
of type A with Lie algebra p and Levi component L. The connected centre
S of L is one-dimensional. Let s be its Lie algebra. Explicitly, we realize g′

as a Lie algebra of complex n×n-matrices A that are skew-symmetric with
respect to the anti-diagonal, i.e. Ai,j = −An−j+1,n−i+1. It has basis

Li,j = Ei,j − En−j+1,n−i+1, 1 ≤ i, j ≤ k
Xi,j = Ei,n−j+1 − Ej,n−i+1, 1 ≤ i < j ≤ k
Yi,j = En−j+1,i − En−i+1,j, 1 ≤ i < j ≤ k

where Ei,j denotes the elementary matrix with 1 at position (i, j) and zeros
elsewhere. We choose h to be the Lie subalgebra given by diagonal matrices
on which the Weyl group W =W (Dk) acts by w.Li,i = Lw(i),w(i) for w ∈ Sk
and s0.L1,1 = −L2,2, s0.L2,2 = −L1,1, and s0.Li,i = Li,i for i 6= 1, 2. The
Li,j’s form a Levi subalgebra isomorphic to gl(k,C) inside the subalgebra p

generated by the Li,j’s and Xi,j. In this realisation, s is the one-dimensional

subspace spanned by xL =
∑k

i=1 Li,i. (Note g′ = so(W,β)).

7.1. Algebraic Springer fibre. Following [KP11] we consider a closed
affine subvariety of h× h defined as follows

Zk = {(wx, x) ∈ h× h | x ∈ s, w ∈W}. (7.37)

Its coordinate ring C[Zk] has by an S(s∗)-algebra structure coming from
the projection onto s, where S(s∗) = C[s] denotes the algebra of regular
functions on s. To determine C[Zk], and then compute H(F ′

N ), we view Zk
as a closed subvariety of h× s and choose explicit coordinates: We identify
C[s] with C[T ] such that T evaluated on xL is equal to 1, and C[h] with
C[X1, . . . ,Xk] by identifying Xi with the dual basis element to Li,i.

For any I ⊂ {1, 2, . . . , k} we denote XI =
∏
i∈I Xi ∈ C[X1,X2, . . . ,Xk].
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Theorem 7.1. Let N ∈ g′ be nilpotent of Jordan type (k, k).

(1) The S-equivariant cohomology ring of F ′
N equals

HS(F ′
N )

∼=





C[X1,X2, . . . ,Xk, T ]

〈{X2
i − T 2,XI −XJ}〉

if k is even,

C[X1,X2, . . . ,Xk, T ]

〈{X2
i − T 2,XI −XJT}〉

if k is odd,
(7.38)

where 1 ≤ i ≤ k, I, J ⊂ {1, 2, . . . , k} with I∩J = ∅ and |I| = k
2 = |J |

if k even (resp. |I| = k+1
2 = |J |+ 1 if k odd).

(2) In particular,

H(F ′
N )
∼=

{
C[X1,X2, . . . ,Xk]/〈{X2

i ,XI −XJ}〉, if k is even

C[X1,X2, . . . ,Xk]/〈{X2
i ,XI}〉, if k is odd.

Explicit bases are given by the images of the XI , |I| ≤ k−1
2 in case k

is odd, and by the XI for all I such that either |I| < k
2 or |I| = |k2 |

with k ∈ I for k even.

Proof. We first show that HS(F ′
N )
∼= AS(k), where AS(k) denotes the quo-

tient rings on the right hand side of (7.38) assuming [KP11, Theorem 1.2]
holds in our case. The comomorphism of the inclusion Zk ⊂ h× s as closed
subvariety induces a surjection

C[X1, . . . ,Xk, T ] −→ C[Zk] ∼= HS(F ′
N ). (7.39)

By [KP11, Theorem 1.2], its kernel is contained in the kernel of the corre-
sponding map to HS(F ′

N ) given by the equivariant Borel morphism on the
first factor and induces the indicated isomorphism.

Since Zk is a cone, to determine the vanishing ideal of Zk, it is enough
to look at homogeneous polynomials vanishing on all points of the form

(w.xL, xL). The W -orbit of xL =
∑k

i=1 Li,i is easy to determine, namely

W.xL =

{
k∑

i=1

ǫiLi,i | ǫi = ±1,
k∏

i=1

ǫi = 1

}
. (7.40)

It is a trivial calculation to check that the polynomials X2
i −T 2 andXI−XJ ,

resp. XI −XJT , as defined above vanish on W.xL×{xL} ⊂ s× h. Thus the
map (7.39) factors through AS(k).

Since F ′
N is equivariantly formal in the sense of [GKM98], HS(F ′

N ) is

naturally a free S(s∗)-module of rank |W/Sk| = 2k−1, which is the number
of S-fixed points, [KP11, Lemma 2.1]. On the other hand, AS(k) is also a
free module over C[T ] = S(s∗) with basis given by all XI for all I such that
|I| ≤ k−1

2 in case k is odd, and |I| < k
2 or |I| = k

2 with k ∈ I in case k is even.

The rank equals
∑ k−1

2

l=0

(k
l

)
= 2k−1 if k is odd and 1

2

( k
k/2

)
+
∑ k

2
−1

l=0

(k
l

)
= 2k−1 if

k is even. Thus, (7.39) induces an isomorphism between AS(k) and HS(F ′
N ).

Using again equivariant formality we get H(F ′
N )
∼= HS(F ′

N )⊗C[T ]C and part
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(2) follows. It remains to verify the surjectivity assumption of [KP11] which
is Proposition 7.2 below. �

Proposition 7.2. Let N ∈ g be a nilpotent endomorphism of C
2k with

Jordan type (k, k). Then the canonical map H(F) → H(FN ) is surjective.
The same holds for the canonical map H(F ′)→ H(F ′

N ).

Proof. We first claim that the top degree is completely contained in the im-
age of the canonical map for any nilpotent of admissible Jordan type (r, s)
of type Dk. Recall from Section 2 that for r = s = k even, the component
group is trivial. Then the claim is a special case of a general result of Hotta
and Springer [HS77, Theorem 1.1, Corollary 1.3]. In case of odd r = s = k,
the component group is Z/2Z and swaps between the two connected com-
ponents of FN , see [vL12, Section 3]. By Theorem 6.5 and Lemma 5.20,
the total number of irreducible components equals twice the dimension of
the corresponding irreducible representation of W (Dk) attached to N via
the Springer correspondence. Hence, when we replace F by the set B of
Borel subgroups and consider the top degree of H(BN ) for the correspond-
ing fixed point variety BN , then it carries the structure of an irreducible
W (Dk)-module. Hence the statement follows again by [HS77, Corollary
1.3]. Similarly for the remaining case r 6= s.

Let now N be of type (k, k). We claim there is a filtration by subvarieties

Y0 ⊂ Y1 ⊂ · · · ⊂ Y k−ǫ
2

= FN (7.41)

(with ǫ = 0 or ǫ = 1 depending on the parity of k) such that Yj = FNj
,

where the Jordan type of N is (k, k) if j = k
2 and (2k − 2j − 1, 2j + 1)

otherwise. To see this consider the labelling set, Cj, of Irr(FNj
) by cup

diagrams. The diagrams in Cj have exactly one cup less than the ones in
Cj+1 and can all be obtained (in a nonunique way) by replacing a cup by two
rays in some diagram from Cj+1. Now recall the inductive construction of
the components. Each cup corresponded to a P

1(C)-choice. If we interpret
replacing a cup by two rays as picking the nongeneric point in P

1(C) then this
gives exactly the construction of the components of the smaller dimensional
Springer fibres and thus constructs the required chain of subvarieties. By
construction it is independent of the choices and the claim follows. Now each
Yi is equidimensional of complex dimension i, so that it contributes only to
H2i(FN ), the degree 2i in cohomology. Moreover, by the beginning of the
proof the subspace spanned by the classes of the irreducible components is
in the image of the canonical map H(F) → H(FN ). Hence it remains to
show that all these (linearly independent) classes span H(FN ). We have
dimH(FN ) = 2k, since FN has a cell partition with 2 · 2k−1 strata by
[KP11, Lemma 2.1]. On the other hand, the parametrization of irreducible
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components from Theorem 6.2 together with Lemmas 5.12 and 5.20 gives

k−ǫ
2∑

l=0

| Irr(Yl)| =




2
∑ k−1

2

l=0

(k
l

)
=

∑k
l=0

(k
l

)
= 2k if k is odd,

( k
k/2

)
+ 2

∑ k
2
−1

l=0

(k
l

)
=

∑k
l=0

(k
l

)
= 2k if k is even.

Hence the canonical map is surjective. �

Remark 7.3. The last steps of this proof follow more directly from a general

result of Lusztig, [Lus04], providing an isomorphism H(F ′
N )
∼= Ind

W (Dk)
Sk

1

as W (Dk)-modules. The filtration (7.41) corresponds then to the decom-
position (5.26) into irreducible summands. The two possible choices of em-
bedding Sk into W (Dk) (using si, i 6= 0 or si, i 6= 1) give for even k the two
different representations labelled (k/2), (k/2) in top degree.

Remark 7.4. The action of si, i > 0, on H(F ′
N ) is given by permuting

the variables and s0 acts by swapping X1 and −X2. It is induced from the
natural left action on the first factor in (7.37). The different representations

S(k/2),(k/2),± arise in top degree depending on the two possible choices of p
of which we chose one.

7.2. Cohomology of topological Springer fibre. We are now ready to
prove Theorem B from the introduction:

Theorem 7.5. Let N ∈ g be a nilpotent endomorphism of C2k with Jordan
type (k, k). Then we have isomorphisms of graded rings

H(S̃) ∼= H(FN )
Proof. For the first isomorphism recall the isomorphism τ from Theorem 4.10

and then the identification of H(S̃) with the centre of the algebra Kk, which
is isomorphic to H(FN ) by [ES12a]. �

8. Jordan type (k, k): category O and W -algebras

Let now N ∈ g be nilpotent of Jordan type (k, k). In this case the S-fixed
points FSN of FN are easy to determine, namely all flags F• = F•(I) where
for each 1 ≤ j ≤ k we have Fj = 〈wl | l ∈ I〉 where I is a union I = I− ∪ I+
of two sets of consecutive indices of the form

I− = {−k,−k + 1,−k + 2, . . . − k + r + 1}, I+ = {1, 2, . . . , s}
such that |I| = r + s = j. (These are obviously fixed points and there are
altogether 2 · 2k−1 = 2k such choices which is the desired number by [KP11,
Lemma 2.1].)

In the following we will identify S-fixed points with combinatorial weights
via the following easy observation.

Lemma 8.1. There is a bijection between fixed points and combinatorial
weights of length k sending F•(I) ∈ FN to the combinatorial weight λ = λ(I)
which has at vertex i an ∧ if −i ∈ I and a ∨ if i ∈ I.
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The following generalizes [SW12, Lemma 12]

Proposition 8.2. Let N be of Jordan type (k, k). Then the following holds

(1) The fixed points F•(I) ∈ FSN contained in an irreducible component
Y are precisely the combinatorial weights λ = λ(I) such that λc is
an oriented cup diagram, where c denotes the cup diagram associated
with Y via Theorem 6.5 and Corollary 5.13.

(2) The fixed points P (I) contained in the intersection Y ∩ Y ′ of two
irreducible components are precisely the combinatorial weights λ =
λ(I) such that c∗λd is an oriented circle diagram, where c (resp. d)
denotes the cup diagram associated with Y and Y ′.

From the constructions we directly obtain a refinement of Theorem 6.5:

Corollary 8.3. Pairwise intersections of components are either empty or
again iterated P

1(C)-bundles, namely of base type (P1(C))c, where c is the
number of circles in the corresponding circle diagram.

Remark 8.4. Each P ∈ FSN defines a vector of H(FN ) as follows: take the
weight λ of length k identified with P . This defines the unique cup diagram
c = c(λ) on k vertices such that λc is oriented and of degree 0, see [LS12].
Using the filtration (7.41) it defines a subvariety of FN whose class defines
a vector in cohomology. By the proof of Theorem 7.2 these vectors form
indeed a basis.

Example 8.5. Consider FN , where N has Jordan type (4, 4) The S-fixed
points in the pairwise intersections of irreducible components labelled by
Bodd4 are displayed in the following table (the case Beven4 is similar).

∧ ∧ ∨∧ ∨ ∨ ∨∧
∧ ∧ ∧∨ ∨ ∨ ∧∨

∧ ∧ ∨∧
∨ ∨ ∧∨ empty intersection

∧ ∧ ∨∧
∨ ∨ ∧∨

∧ ∨ ∧∧ ∨ ∧ ∨∨
∧ ∨ ∧∧ ∨ ∧ ∨∨

∧ ∨ ∧∧
∨ ∧ ∨∨

empty intersection
∧ ∨ ∧∧
∨ ∧ ∨∨

∨ ∧ ∧∧ ∧ ∨ ∧∧
∨ ∧ ∨∨ ∧ ∨ ∨∨

Proof of Proposition 8.2. For part (1) we assume first that k is even. More-
over assume that the signed domino tableau attached to Y has only one
cluster. By construction of the component Y (Case V) in (6.33)) we choose
the basis y−k, . . . , y−1, y1, . . . , yk, where y−j = αw−j +(−1)j+1βwk+1−j and
yj = (−1)j+1αwj−k−1 + βwj for 1 ≤ j ≤ k and have F1 = 〈y1〉. To de-

scribe F2 we apply Case III) of (6.33) and choose a basis of F⊥
1 /F1 of

the form zk−1, . . . , z−1, z1, . . . , zk−1, where z−j = (−1)j+1yj + yk−j and
zj = (−1)j+1yj−k−yj for 1 ≤ j ≤ k−1 such that F2 = F1+〈δz−(k−1)+γz1〉
for δ, γ ∈ C. Now δz−(k−1) + γz1 = (γ + δ)y−(k−1) + (δ − γ)y1, thus
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choosing γ = δ gives us y−(k−1) and γ = −δ gives us y1. Choosing now
(α, β) ∈ {(0, 1), (1, 0)} gives us finally the required w’s. These arguments
can be repeated to give the claim for the standard tableaux part. For the
remaining vertical domino we have Fk = Fk−1 + 〈b + b′〉 if the sign is −
and Fk = Fk−1 + 〈b − b′〉 if the sign is +, where for b = γz−k/2 + δzk/2
and b′ = δz−k/2 + γzk/2, hence b + b′ = (γ + δ)z−k/2 + (γ − δ)zk/2. and
b − b′ = (γ − δ)z−k/2 + (γ + δ)zk/2. Hence choosing γ = δ or γ = −δ and
α, β as above shows part (1) in case there is only one cluster. In case there
is more than one cluster, we start as above with the first cluster and then
repeat the same arguments for the space W/Fk with the basis given by the
remaining w’s (i.e. in case the first cluster had shape (s, s) these are the
wi’s where −k + s/2 ≤ i ≤ −1 and s/2 + 1 ≤ i ≤ k if the sign was +, and
−k + s/2 + 1 ≤ i ≤ −1 and s/2 ≤ i ≤ k if the sign was −) etc. This settles
the case for even k. For k odd we argue as for k + 1 in the even case, but
remove afterwards the rightmost vertical domino which destroys half of the
fixed points and the claim follows again.

Part (2) follows then directly from part (1) and the definition of oriented
circle diagrams. �

Remark 8.6. Note that Proposition 8.2 is in general wrong for Jordan
types (r, s) where r 6= s. To see this consider Example 6.5. The diagram
combinatorics would predict in addition to the already existing intersections
nontrivial intersections (with one fixed point each) of the two components
in (6.36) with one of the four components corresponding to the shape with
two vertical dominoes. All these intersections are however empty.

8.1. Connections with the algebra Kk and category O. As a conse-
quence we obtain Theorem D from the introduction:

Theorem 8.7. Let N ∈ g be nilpotent of Jordan type (k, k). Then there
exists an isomorphism of graded vector spaces

Kk =
⊕

(Y1,Y2)∈Irr(FN )×Irr(FN )

H(Y1 ∩ Y2)〈d(a(Y1), a(Y2))〉 (8.42)

where a(Yi), i = 1, 2 denotes the cup diagram associated with Yi.

Proof. By Theorem 7.1 we have an isomorphism of vector spaces H(FN ) ∼=
C
|FS

N
| with basis naturally labelled by the S-fixed points. Hence there is at

least an isomorphism of vector spaces by Proposition 8.2 and the definition
of Kk. The filtration (7.41) determines the degree of each basis vector and
the theorem follows easily from the definition of the grading on Kk. �

Remark 8.8. Since circle diagrams encode the (Dk, Ak−1)-Kazhdan-Lusztig
combinatorics, Theorem 8.7 implies that the combinatorics of intersection
of components in FN is controlled by Kazhdan-Lusztig-polynomials.
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8.2. Connections with W -algebras and category O. Let e ∈ g be
nilpotent of Jordan type 2k for even k and consider the associated W-algebra
W(e) of finite type as introduced originally by Premet, [Pre02]. Let Fin0(e)
be the abelian category of finite dimensionalW(e)-modules with trivial cen-
tral character. By a result of Brown, [Bro11], the simple objects in Fin0(e)
are naturally indexed by the set Pk of s-tables of shape 2k.

An s-table is a Young diagram of shape (2k) with a filling with the numbers
±1, . . . ,±k such that the columns are strictly decreasing from top to bottom
and the rows are strictly increasing from left to right. Moreover the filling
needs to be skew-symmetric in the sense that the ith entry in the first column
equals the negative of the (k − i+ 1)th entry in the second column.

For an s-table P we denote by I = I(P ) the set of numbers in the
second column and encode the associated type Dk weight as in [LS12] as the
combinatorial weight with the ith symbol an ∧ if i ∈ I and ∨ if −i ∈ I, that
is the weight λ = λ(−I(P )) in the notation of Lemma 8.1. To this weight λ
we can assign the associated cup diagram c(λ) as in Remark 8.4. Hence we
get an assignment I 7→ Cup(I) sending an s-table to a cup diagram. For
instance, I = {1, 2, 3, 4}, I = {1,−2, 3, 4}, I = {−1, 2,−3, 4} define the cup
diagrams in (1.2). It is easy to check for a weight λ that c(λ) ∈ Bk if and
only if strictly to the left of each ∨ in λ there is at least one more ∧ than ∨.

Lemma 8.9. The assignment P(I) 7→ Cup(I) defines a bijection Pk 1:1↔ Bk.

Proof. Let P ∈ Pk. If there is a ∨ in Cup(P ) at position i then P has i in
column 1 and fewer numbers bigger than i in column 1 than in 2. Hence the
map is well-defined and obviously injective. To see it is surjective we have to
show that for any D ∈ Bk the associated filling P defines an s-table. This is
clear if D has only dotted cups, as then I = {1, 2, . . . , k}. Otherwise choose
an undotted cup c connecting vertices i and i + 1. Increase the numbers
below −(i+1) in the first column by 2 and decrease the numbers above i+1
in the second column by 2 and then remove ±i and ±(i+1) from the filling.
The result is the filling associated to D with c removed. The claim follows
then by induction observing that the base holds for even k. �

Let p and p′ be the two parabolic subalgebras in g with Weyl group gen-

erated by si, i 6= 0 and i 6= 1 respectively. Let Op
0(g) and Op′

0 (g) be the
corresponding principal blocks of parabolic category O. By [ES12a], the
(isomorphism classes) of indecomposable projective-injective modules are
naturally labelled by B

even
k respectively B

odd
k and have all the same Loewy-

length namely 2k+1. (Cup diagrams on k vertices label all indecomposable
projective modules. The number of cups encodes, as in [FSS12, Proposition
58], the GK-dimension of the corresponding simple quotient, and induces a
filtration categorifying the decomposition (5.26) by taking successive sub-
quotient categories.) Conjecture E implies with [Str03, Theorem 10.1]
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Corollary 8.10. O := Op(g)0 ⊕ Op′(g)0 is a quasi-hereditary cover of
Fin0(e) identifying the indecomposable projective module P (P(I)) with the
indecomposable projective module P (Cup(I)) in O via Lemma 8.9.

Remark 8.11. The indecomposable projective objects in Fin0(e) are then
also in bijection with orbital varieties of G, since k is even. Identifying
the two equivalent summands of O corresponds then to passing to orbital
varieties for the adjoint group. We normalized our setup using cup diagrams
with an even and odd number of dots such that they describe precisely the
fibres of the Spaltenstein-Steinberg map, see [McG99, Theorem 3].
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