SCATTERING THEORY FOR THE LAPLACIAN ON MANIFOLDS
WITH BOUNDED CURVATURE

WERNER MULLER AND GORM SALOMONSEN.

ABSTRACT. In this paper we study the behaviour of the continuous spectrum of the
Laplacian on a complete Riemannian manifold of bounded curvature under perturbations
of the metric. The perturbations that we consider are such that its covariant derivatives up
to some order decay with some rate in the geodesic distance from a fixed point. Especially
we impose no conditions on the injectivity radius. One of the main results are conditions
on the rate of decay, depending on geometric properties of the underlying manifold, that
guarantee the existence and completeness of the wave operators.

0. INTRODUCTION.

The basic objects of the time-dependent approach to scattering theory are the wave
operators. They are attached to a pair Hy and H of self-adjoint operators, acting in
Hilbert spaces Ho and H, respectively, and a unitary operator J: Hy — H. Let P,.(Hp) be
the orthogonal projection onto the absolutely continuous subspace of Hy. Then the wave
operators W, (H, Hy; J) are said to exist, if the strong limit

(0.1) Wi(H, Hy; J) = s-limy_ 1o e Je 0 P, (Hy),

exists. If the wave operators exist and are complete, they give rise to a unitary equivalence
of the absolutely continuous parts Hy,. and H,. of Hy and H, respectively. In this case
the scattering operator is defined by S = W} o W_. There exist several general tech-
niques to establish the existence and completeness of the wave operators. We will use the
Kato-Birman theory, especially the invariance principle. Scattering theory is intimately
connected with quantum mechanics and there is a vast literature dealing with the exis-
tence and completeness of the wave operators in this case. For a comprehensive account
of mathematical scattering theory we refer to [BW], [RS], [Ya].

In this paper we study scattering theory in the geometric context. The basic setup is as
follows. Let (M, g) be a complete Riemannian manifold and let A, be the Laplacian on
functions attached to g. Since M is complete, A, is an essentially self-adjoint operator in
L*(M) [Cn]. If M is non-compact, then A, may have a nonempty continuous spectrum.
We will consider perturbations h of the metric ¢ which decay with a certain rate in the
geodesic distance from a fixed point. Especially the metrics will be quasi-isometric so that
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the Hilbert spaces L?(M, du,) and L*(M, duy,) are equivalent. Let J be the corresponding
identification operator. The main purpose of this paper is to study the conditions on

the perturbation A which imply the existence and completeness of the wave operators
Wi(An, Ag; J).

Scattering theory for the Laplacian on manifolds has been studied in a number of cases.
In particular, it has been studied for manifolds with a special structure at infinity. So, for
example, the case of manifolds with asymptotically cylindrical ends has been treated in
[Me3]. Asymptotically Euclidean spaces were studied in [Me2]. In [Mul], [Mu3] generaliza-
tions of locally symmetric manifolds of finite volume and Q-rank one have been considered.
See [Mel] for an overview and a discussion of some of these examples.

Our goal is to study non-compactly supported perturbations of the metric on arbitrary
complete Riemannian manifolds with some restrictions on the curvature. To this end we
introduce a certain class of functions, called functions of moderate decay, which describe
the rate of decay of the perturbation of a given metric. Let (: [1,00) — R™ be a function
of moderate decay (see Definition 1.4). Then two complete metrics g and h are said to be
equivalent up to order k € N, if there exist C' > 0 and p € M such that

k—1
(0.2) (9= hlg(x) + D [(VY (V) = V)| (2) < CB(1L+dy(w,p)), =€ M,

j=0

where d,(z,p) is the geodesic distance of z and p with respect to g, and V¢ (resp. V")
the Levi-Civita connection with respect to g (resp. h). Note that V9 — V" is a tensor and
therefore, (V9)7(V9 — V") is a tensor field. Condition (0.2) turns out to be an equivalence
relation in the set of complete metrics on M. We denote this equivalence relation by
g Ng h. It implies, in particular, that the two metrics are quasi-isometric.

To develop scattering theory for the Laplacian we need to impose additional assumptions
on the metrics. In this paper we restrict attention to the class of complete metrics with
bounded sectional curvature. In some cases we will also demand that higher derivatives of
the curvature tensor are bounded. The assumption that the metric has bounded sectional
curvature allows us to control the behavior of the injectivity radius «(z) sufficiently well.
Let i(z) be the modified injectivity radius, defined by (2.1) which is bounded from above
by a constant that depends on the bound of the sectional curvature. Then one of our main
results is the following theorem.

Theorem 0.1. Assume g and h be complete metrics on M with bounded curvature up to
order 2. Let 3 be a function of moderate decay. Suppose that g N% h. Assume that there
exist real numbers a,b satisfying
i)b>1anda+b=2,
i) 5t e L),
n(n+2)

iii) B5i-~ = € L™(M).

Then e t?s — e7"n s a trace class operator.
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By the invariance principle for wave operators [Ka|, Theorem 0.1 implies that the wave
operators Wy (A, Ay; J) exist and are complete (see Theorem 7.1). To demonstrate this
result, we discuss three examples in section 7, namely manifolds with cylindrical ends,
manifolds with bounded geometry, and manifolds with cusps. Under additional assump-
tions on (M, g), the conditions on ( can be relaxed. This is, for example, the case for
manifolds with cusps and manifolds with cylindrical ends. In either case, the method of
Enss can be used to prove the existence and completeness of the wave operators.

The time-independent approach to scattering theory is based on the study of the re-
solvent. An important problem in this context is the question of the existence of an
analytic continuation of the resolvent as operator in appropriate weighted L?-spaces. We
study this problem in the geometric setting described above. Assuming that the resolvent
R,(\) = (A, — AId)™!, regarded as an operator in certain weighted L?-spaces, admits a
meromorphic continuation to some ramified covering of a domain in 2 C C, we show that
the same is true for the resolvent of the perturbed Laplacian Ay under suitable decay condi-
tions on h—g. See Theorem 8.4 for details. The existence of an analytic continuation of the
resolvent has been studied for several classes of metrics with special structures at infinity.
Examples are: manifolds which outside a compact set are isometric to a neighborhood of a
cusp of a locally symmetric space of Q-rank one [Mu2], asymptotically flat metrics [Me2],
cylindrical end metrics [Me3], and metrics with asymptotically constant negative curva-
ture [MM]. [Mel] contains a discussion of these examples. In [MV] and [Sm], the analytic
continuation of the resolvent of the Laplacian on a non-compact Riemannian symmetric
space has been studied. As shown in [MV], there is a certain analogy between spectral
theory of the Laplacian on symmetric spaces and N-body quantum scattering.

The structure of the paper is as follows. In section 1 we introduce our class of func-
tions of moderate decay and study some of its elementary properties. Then we set up
the equivalence relation mentioned above and prove some facts about equivalent metrics.
In section 2 we study the behavior of the injectivity radius on manifolds with bounded
sectional curvature. Then we introduce and study weighted Sobolev spaces in section 3.
In section 4 we show that certain functions of the Laplacian including the heat kernel and
the resolvent extend to bounded operators in weighted L?-spaces. Section 5 deals with
the comparison of weighted Sobolev spaces with respect to equivalent metrics. Then we
prove Theorem 0.1 in section 6. In section 7 we deal with the existence and completeness
of wave operators. First we prove a general result which is based on Theorem 0.1 and we
discuss some examples. Then we consider the case of a manifold with cusps and use the
method of Enss to establish the existence and completeness of the wave operators under
weaker assumptions on 3. The final section 8 deals with the analytic continuation of the
resolvent, regarded as operator in weighted L?-spaces.

1. EQUIVALENCE OF RIEMANNIAN METRICS.

Let M be an open, connected C'*°~manifold of dimension n and let M = M(M) be the
space of all complete Riemannian metrics on M. Eichhorn [Eil] has shown that M can
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be endowed with a canonical topology given by a metrizable uniform structure. We briefly
recall its definition.

For a given Riemannian metric g on M, denote by V9 the Levi-Civita connection of g
and by | - |, the norm induced by g in the fibers of @, ;>0(TM*®” @ T*M®9). Let h be any
other Riemannian metric on M. For k > 0 set

(1.1) *lg = hly(x) = [g = hly(2) + ‘ (V) (Ve = V)| (2), @€ M.
and
(1.2) *llg = b [l = sup *lg — hly(x).

zeM

Recall that two metrics g, h are said to be quasi-isometric if there exist C,Cy > 0 such
that

(1.3) Cig(x) < h(z) < Cag(z), forall x € M,

in the sense of positive definite forms. We shall write g ~ h for quasi—isometric metrics g
and h. If g and h are quasi-isometric, then (1.3) implies that for all p,q > 0, there exist
A, 4, Bpq > 0 such that for every tensor field T" on M of bidegree (p, q), we have

(1.4) Apal Tlg(x) <T[n(x) < Byg|Tly(x), =€ M.

Put V := V9 and V' := V". Let V?¢ and V'’” be the canonical extension of V and V',
respectively, to the tensor bundle 774(M ). Then for all p, ¢ € N there exists C},, > 0 such
that

(1.5) (VP — P () < C, |V = V', (z), =€ M.

For k> 1 and 6 > 0, set
Vs={(9.9) e M x M| g~ g and*|lg - g'[|,< 5}.

It is proved in [Eil], Proposition 2.1, that {Vs}s>¢ is a basis for a metrizable uniform
structure on M.

Lemma 1.1. Let g,h € M. Assume that there exists a compact subset K C M and
0 <d <1 such that |g — hlg(x) < for allx € M\ K. Then g and h are quasi-isometric.

Proof: Let x € M \ K. Choose geodesic coordinates w.r.t. ¢, centered at x. Then
gij(x) = 6;;. Let H = (h;j(z)) be the matrix representing h(z) in these coordinates.
Denote by || - || the supremum norm of linear maps in R™. Then by assumption, we have
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| H—1d ||< § < 1. Hence the Neumann series for H~! = (Id — (Id — H))™! converges in
norm which implies that || H~' ||[< 1/(1 —6). Thus for all £ € R", we get

=8 € 1P< (| H ) € 1P< (HE &) < H | €P< (1+6) [ € ]
This implies that
(1=90)g(x) <h(z) <(1+0d)g(x), forallze M\ K.
Since K is compact, it follows that g and h are quasi-isometric. 0
We need two results from the proof of Proposition 2.1 in [Eil] which we state as lemmas.
For the convenience of the reader we repeat the proofs.

Lemma 1.2. Let g,h € M be quasi—isometric. For every k > 0, there exists a polynomial
Py(Xy, ..., X), depending on the quasi-isometry constants, with nonnegative coefficients
and vanishing constant term, such that

g = hlu(2) < Pa(lg = Bly(@), [V9 = V(@) oo [(VE (VO = VD) (2)), @ € M.

Proof: From (1.4) follows that

(1.6) lg — h|n(z) < Cslg — hl,(z)
and
(1.7) (V9 — V' u(2) < Cy VI = V", (2), x€ M.

This takes care of the first two terms in (1.1) and settles the question for £ = 0,1. Now
we shall proceed by induction. Let k& > 2 and suppose that the lemma holds for | < k — 1.
For each p > 0, we have

(1.8) (VMP(Vh = V9) = VI(VMP (V" — V9) + (V= Vo) (VP (V- Vv9).

Let p < k. Using (1.7), (1.5) and the induction hypothesis, we can estimate the pointwise
h-norm of the second term on the right hand side of (1.8) in the desired way. To deal with
the first term, we use the formula

(VP (VI(Vh = V) =V (V) YV = V)

(19) + (vg)p(vh o Vg)(vh)l—l(vh _ Vg)

Applying the Leibniz rule, we get
(VP (VI =V (V)THV = V)] (2)
< CZ [(V(V" = V)], (@) [(VOP(V) UV = V)] (2)

for some C' > 0 and all z € M. Inserting (1.8) and iterating these formulas reduces
everything to the induction hypothesis. U
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Lemma 1.3. Let g; € M, i = 1,2,3, and suppose that g, ~ go ~ g3. For every k > 0, there
exists a polynomial Qy,, depending on the quasi-isometry constants, in the variables ®|g, —
G2lg () and 7|gs — g3lg(x), 4,7 = 0,...,k, with nonnegative coefficients and vanishing
constant term, such that

*lgr — 9319 (2) < Qr(*lg1 — g2lg (@), 7|92 — g3lgo(2)), € M.
If there exists § < 1 such that ||g1 — g2||s < 0 and ||g2 — gsl|g, < 9, the dependence on the
quasi-isometry constants can be removed.

Proof: Since g; ~ g¢o, it follows from (1.4) that

91 = 93lg: (%) < |91 — G2lg, (z) + Cilg2 — g3]g, ().
Set V,;, = VY% ¢ =1,2,3. By the same argument, we get
Vi = Vslg (2) < [Vi = Valg (2) + C2| Va2 — Vg, (2).

Thus, the lemma holds for £ = 0,1, and we can use induction to prove the lemma. First
observe that for p > 0,

VE(Vy — V3) = VE(Vy — V) + VE(V, — V).

The pointwise g;—norm of the first term on the right hand side gives already what we want.
The second term can be written as

VE(Vy — V3) = (Vi — Vo) VIV, — V3) + Vo VP (Vy — Vs).

Iteration of this formula and application of the Leibniz rule reduces again everything to
the induction hypothesis. The last statement again follows from Lemma 1.1. O

To set up our equivalence relation in M, we introduce an appropriate class of functions.

Definition 1.4. Let § : [1,00) — R be a positive, continuous, non-increasing function.
Then ( is called a function of moderate decay, if it satisfies the following conditions

1) sup zf(z) < oo
(1_10) z€[1,00)

2) 303> 0:p(x+y) = Cs B(z)B(y), z,y=1

Furthermore, 3 is called of sub-exponential decay if for any ¢ > 0, e 3(x) — o0 as * — 0.

Remark 1. The class of functions which are of moderate or sub-exponential decay are
closed under multiplication, and also under raising to positive powers. The function e,
t > 0, is of moderate decay and the functions 2! and exp(—z?®), 0 < a < 1, are of sub-

exponential decay. Thus the class of functions introduced in Definition 1.4 is not empty.

Next we establish some elementary properties of 3.

Lemma 1.5. Let 3 be of moderate decay. Then there exist constants C' > 0 and ¢ > 0
such that

(1.11) B(x) > Ce ™, x€]l,00).
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Proof: Given z € [1,00), write z as © = y + n, where y € [1,2) and n € N. Applying
condition 2) of (1.10) repeatedly, we get

(1.12) Bla) = By)(Cpo(1))".

By assumption, (3 is continuous. Hence there exists C' > 0 such that 3(y) > C for y € [1,2].
Since 3 is non-increasing, it follows that C33(1) < 1. Thus there exists ¢ > 0 such that
CsB(1) = e . Together with (1.12) the claim follows. O

Thus for a function  of moderate decay there exist constants ¢, C7, Cy > 0 such that
Cre™ < B(z) < O™, x>1.

Lemma 1.6. Let 3 be a function of moderate decay. Then for all x,y,q € M, we have

B(1+ d(z,q)) - 1
B(1+d(y,q) ~ CsB(L+d(z,y))

Moreover, for every q' € M there exists a constant C' > 0, depending only on q and ¢,
such that

(1.14) C B(1+d(z,q") <B(1+d(z,q)) <CB(1+d(z,q)).

(1.13) Cs B(1+d(z,y)) <

Proof: Since 3 is non-increasing, it follows from (1.10) that

B(1+d(z,q)) B(1+d(z,q))
ﬁ(1+d(y,q)) ﬁ(l+d(x,q)+1+d(x,y))
- 5(1 —l—d(:c,q))
~ Cp ﬁ(l + d(z, q))ﬁ(l +d(x, y))
1
T (1t d(x,y))

Switching the roles of x and y, we obtain the other inequality in (1.13). Furthermore,
switching the roles of x and ¢ and putting y = ¢/ in (1.13) gives (1.14). O

<

Lemma 1.7. Let (8 be a function of moderate decay. Let g,h € M, q € M, and suppose
that

(1.15) lg — hl|y(z) < B +dy(x,q), =€ M.

Then g and h are quasi-isometric and there exist constants C1,Cy > 0 such that
(1.16) Cidy(z,y) < dp(z,y) < Cody(z,y), x,y € M,

and

(1.17) Ci(1+dy(x,q)) < Bl +dp(z,q)) < CoB(1+dy(x,q)), =z € M.
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Proof: Let 0 < § < 1. From condition 1) of (1.10) follows that there exists rq such that
B(1+1r) <6 for r > rg. Thus by Lemma 1.1, g and h are quasi-isometric and this implies
(1.16). To prove the second part, we first note that it follows from the proof of Lemma 1.1
that

dn(z,q) < (14 8L+ dyg(x, q))dg(2,q), dy(z.q) = 0.
Moreover, by condition 1) of (1.10) there exists C' > 0 such that

B +dy(z,q))dy(z,q) <C, z €M
Then using (1.10), (1.16) and the assumption that 3 is non-increasing, we get

B+ du(w, ) > B+ (1 + B(1+ dylz, 0))dy(2,0)) > CoB(C)B(1 + dy(, 0)).
Switching the roles of g and h, we obtain the other inequality. OJ

Let £ > 0, and consider the following relation for metrics g,h € M:

There exist ¢ € M and C > 0 such that for all x € M we have
*lg — hlg(x) < CB(L +dy(x, q)).

Proposition 1.8. The relation (1.18) defines an equivalence relation in M.

(1.18)

Proof: Let g,h € M and suppose that (1.18) holds. Then by Lemma 1.7, g, h are quasi—
isometric. Then Lemma 1.2 combined with (1.17) implies that

“lg = hln(z) < C3B(1 + dy(x,y)) < CoB(1 + di(z,q)).

Thus the relation (1.18) is symmetric. The transitivity follows from Lemma 1.3 and (1.17).
By Lemma 1.6, the relation is independent of q. 0

This justifies the following definition.

Definition 1.9. Let § be a function of moderate decay. Two metrics g,h € M are said
to be B—equivalent up to order k if (1.18) holds. In this case we write g Ng h.

Example. Let (M, g) be a complete Riemannian manifold which is Euclidean at infinity,
that is, there exists a compact subset K C M such that (M \ K, g) is isometric to R™\ B,.(0)
for some r > 0, where R" is equipped with its standard metric. Let 3(r) = r=% a > 1,
and let h be a complete Riemannian metric on M such that h Ng g for some k£ € N. Then
h|anx may be regarded as metric on R \ B,.(0) and if h;; are the components of h|ynx
with respect to the standard coordinates xq,...,x, € R”, then the condition h Ng g is
equivalent to
80&

(1.19) W (hij(z)

—0y) | <COA+ =)™

for all multi-indices o with |a] < k and all x € R" \ B,(0). Such metrics are called
asymptotically Euclidean.
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To simplify notation, we will write §(x) in place of 3(1 + dy(z,q)). If g Ng h, it follows
from Lemma 1.7, that we may use both d, and dj in (1.18).

Next we show that the (B-equivalence can also be defined in a different manner. Namely
we have the following proposition.

Proposition 1.10. Let k > 0 and let g,h € M. Then g NE h holds if and only if there
exists C; > 0 such that

k
(V9)i(g = )| (2) < CuB(@), we M,

=0

Proof: Let g,h € M. The lemma holds obviously for £k = 0. Let k£ > 1. Recall that

V9¢g = 0 and V"h = 0. Using this fact, we get

(V9)E(g — h) = —(V9)Eh = —(V9)F~1 (V9 — V)R
Using the Leibniz rule it follows that there exists C; > 0 such that

(120) [(99)¥(g = )|, () < G0 D (V97 = V)] (@) - [(V)* 1) (o). € M.

Suppose that *|g — h|,(z) < CB(z), x € M, for some constant C' > 0. Then |h|,(z) < C’
for some constant C’ > 0. By induction it follows from (1.5) and (1.20) that

(1.21) o199 (g = W), @) < CaBla), we M,

for some constant Cy > 0, depending on C' and k.

Now assume that (1.21) holds. We observe that for any smooth vector fields X,Y, Z,
the following formula holds

WV = V5V, 2) = L {hlo~ Y. 2) + Vilg — (X, Z
- V(g - WX}

~—

(1.22)

From this formula we get
V" = V9, < C V(g — h)lp.

Taking covariant derivatives of (1.22) and using induction, we obtain

“lh = gla(x) < CY_|(V9)(g = h)], (2).

=0
By (1.4) and (1.21), we get
“Ih = glu(z) < CB(a),
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and Lemma 1.2 implies that
Mg —hly(z) < C1B(x), €M,

for some constant C; > 0. 0J

Thus, we may define S—equivalence also by requiring that (1.21) holds for some constant
C:. It follows from the previous proposition that this gives rise to an equivalence relation.

Finally, we study the behavior of the curvature tensor and its covariant derivatives under
[—equivalence. Given g € M, denote by RY the curvature tensor of g.

Lemma 1.11. Let k > 2 and let g, h € M. Suppose that g Ng h. Then there exists C > 0
such that
(V9 (RY — RM)|,(v) < ChB(x), € M, i =0,...,k—2.

Proof: Set V = V9, V' = V". We define the exterior differential
d¥ : C®(AP(T*M) @ TM) — C®(AP*HT*M) @ TM)
associated with V by the following formula

p

(d¥a)(Xo, ..., X,) :Z(—w‘vxi (a(Xoy ooy Xiy ey X))

=0
— Z(—I)Z—HO(([X“ Xj], Xo, ceey )?z ceey )?ja cees Xp)
i<j
Then, regarded as operators C°(T M) — C°°(A*(T*M) @ T M), we have
RY =dY odV,
and a corresponding formula holds for V. Set A = V' —V and let X,Y be smooth vector
fields on M. Then we have [Be, p. 25]

RY(X,Y) — RY(X,Y) = Vx(A(Y)) - Vy (A(X)) - A([X,Y])
— A(X) 0 A(Y) + A(Y) 0 A(X)
— (VA)(X,Y) — (VA)(Y, X)
—AX) 0 A(Y) + A(Y) 0 A(X).

Differentiating this equality and using induction gives the desired result. 0

Recall that a Riemannian manifold (M, ¢g) is said to have bounded curvature of order
k, if the covariant derivatives V'R, 0 < i < k, of the curvature tensor R are uniformly
bounded on M, i.e., there exists C' > 0 such that |[V'R|(z) < C,z € M,0<i<k.

Corollary 1.12. Let k > 2 and let g,h € M. Suppose that g Ng h. Then

1) (M,g) has bounded curvature of order k — 2 if and only if (M,h) has bounded
curvature of order k — 2.
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2) The sectional curvature of (M, g) is bounded from below (resp. from above) if and
only if the sectional curvature of (M, h) is bounded from below (resp. above).

3) The Ricci curvature of (M, g) is bounded from below (resp. from above) if and only
if the Ricci curvature of (M, h) is bounded from below (resp. above).

2. INJECTIVITY RADIUS AND BOUNDED CURVATURE.

In this section we establish some properties of the injectivity radius on a manifold with
bounded sectional curvature. Let (M, g) be a complete, n—dimensional Riemannian man-
ifold with bounded sectional curvature, say |Ky/| < K. Let p € M. Recall that the
injectivity radius i(p) at p equals the minimal distance from p to its cut locus C(p) (see
[CE], [KI]). Also note that i(p) is a continuous function of p € M [KI, Proposition 2.1.10].

Proposition 2.1. Let h be another complete Riemannian metric on M with bounded sec-
tional curvature |K%| < K and assume that g and h are equivalent. Given p € M, let
ig(p) and i,(p) denote the injectivity radii at p with respect to g and h, respectively. Then
there exist constants ¢, ¢’ > 0 such that

in(p) > min{ciy(p),c'}, pe M.

Proof: Since g and h are assumed to be equivalent, there exists £ > 0 such that
e fg<h<eyg.

Let x € M and suppose that i, (z) < min {6_257?/(2\/?), e_Eig(a:)/Q}. It follows from [CE,

Corollary 1.30] that distinct conjugate points along a geodesic (with respect to h) have
distance > /v K. Therefore, by [CE, Lemma 5.6], there exists a closed geodesic loop v"
at  with respect to the metric h, with

h-length(7") < min {e’%ﬂ/\/?, e’eig(:c)} :
Hence, we have
g-length(7") < min {67671'/\/?, ig(x)} :

In particular, g-length(7") < 7/vVK. Let rmax(x) be the maximal rank radius of exp, with
respect to g. Then we obtain g-length(7") < 7/vV K < rma (). By [BK], Proposition 2.2.2,
there exists a unique g-geodesic loop 7¥: [0,1] — M at z with g-length(y) < rpax(z),
which is obtained from 4" by a length decreasing homotopy H: [0,1] x [0,1] — M (cf.
[BK], 2.1.2). Hence, we have

g-length(y) < g-length(7") < min {ee\/%, ig(:c)} .

Since h-length(H (-, s)) < e‘g-length(y") < 27/VK for s € [0,1], it follows from [KI,
Lemma 2.6.4], that g-length(¥) > 0. Parameterize 5 by g—arc length. Then either 7(¢)
or ¥(length(y) — t) belongs to the cut locus of x for some ¢ < ig-length(7). Therefore
ig(x) < i4(x), a contradiction. d
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Let [ be a function of moderate decay. Suppose that g N% h. Then by Lemma 1.7, g and
h are quasi-isometric. Therefore, if A has bounded sectional curvature, then Proposition
2.1 can be applied to g, h. For x € M set

(2.1) i(z) := min { 127\;?, i(a:)} .

Then it follows, that under the assumptions of Proposition 2.1, there exists ¢y > 0 such
that

in(p) > caiy(p), pe M.

Next recall the Bishop—Giinther inequalities [Gra, Theorem 3.17], [Gro, Lemma 5.3], which
give estimates of the volume of small balls from above and below.

Lemma 2.2. Forr <i(x),

o2 " [ sintVK n o727 [ sinh tvV K "
@/0 <7> dtSVOI(BT(:EO))SF(%)/(]( TR ) dt.

We note that the inequality on the right hand side holds for all » € R, . In particular

(2.2) Vol(B, (o)) = O (emfwﬂ)

as r — 00.
It is also important to know the maximal possible decay of the injectivity radius.
Lemma 2.3. There exists a constant C' > 0, depending only on K, such that
(2.3) i(z) > Ci(p)re (- DIVE dwp)
for all x,p € M.

Proof: Let p € M and fix r, ro, s, with ro+2s < 7/VK, ro < 7/4V/K. By [CGT, Theorem
4.7] we get

(2.4) i(z) > 2 !

211 (VE./Vol(B,(p)) (Vdﬁ,pm/ VSK>’

where VX denotes the volume of a ball of radius s in the n—dimensional hyperbolic space of
curvature —K. Setrg =5 = 7=, 1 = i(p) and apply Lemma 2.2 to estimate Vol (B;(p) (p))
from below. Then (2.4) implies
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i(z) > Cy i(p)e” (W HVEE@D)+iP)
> C i(p)"e” (DVEd@p)

Corollary 2.4. Given p € M, there exists a constant C' = C(p) > 0 such that

i(z) > Cem(OVEd@D) 0 e B
0

Lemma 2.5. There ezxists a constant C, depending only on K, such that for each x,y € M
we have the inequality

(n—)m d(z,y)

(2.5) i(y) > Ci(x)e T 7@,

Proof: Let A = max{1
is given by

S 11 4KZ @) 2} Then the injectivity radius i) at z with respect to \g

i(x Jif i(x) > ===;
o) =) = { 1
2vE ! i(z) < 12VK'
Since A~! < 1, the sectional curvature K¢ with respect to Ag also satisfies | K7Y| < K.

Let r = 7= 1o =5 = 35 = o and set d = )\%dg(:p, y). Then d is the distance between

x and y with respect to Ag.

Let V(y) be the volume of the geodesic ball of radius s and center y with respect to \g
and let VX denote the volume of a ball of radius s in the n-dimensional simply connected
space of constant curvature —K. Then by [CGT, Theorem 4.3] we get

To 1 >r0V(y)

5 'r0+s - 4 V0+S.
Vs(y)

(2.6) ix(y) =
1+

Now, [CGT, Proposition 4.1, i)| states that

Valy) - Vasoly)
‘/SK — VK :

d+s

Together with (2.6) this gives

. To Vd+s< )VK
iy) 2 TR R
4 Vd{(i-s‘/;’f)(-f—s
From the definition of d it follows that, with respect to the metric Ag, the ball of radius
d + s around y contains the ball of radius s around z. Hence Vg (y) > Vi(x). Since
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$ = o = (@), it follows from Lemma 2.2 that there exists ¢ > 0 such that Vi(z) = ¢
for all x € M. Hence, we get

. ro Vi(x)VE VE —(n—1)\WEKd
i > s> (0= > (Ce 1
W)= GvE VR 2 R 2

(n=D)m d(z,y)

> Ce—(n—l)max{\/f,#m}d(x,y) —Ce T e 7

for some constant C' > 0. Now the lemma follows by dividing both sides of this inequality
by A2. O

We can now establish the following basic result about the existence of uniformly locally
finite coverings on manifolds with bounded curvature.

Theorem 2.6. Assume that M is non-compact. Let h be a continuous real valued function
on M such that

i) Vo : 0 < h(x) <i(z).
i) There exists constants Cy,Cy > 0 such that

d(z,zq)

h(ﬂf) > Clh(ﬂfo)e_CQ h(zq)

for all z,zy € M.

Then for each a > 1, there exists a sequence {x;}2, C M and a constant C3 < o0,
depending only on K, a, Cy and Cs such that

1)
U Bh(xi)(xi) = M.
i=0

2) Vi € N #{j | Ban(e;) (i) 0 Banay) (25) # 0} < Cs.

Proof: Let zy € M. For k € N define recursively
m(k) = min{m € N | Bo(z0) \ UrctBagey (1) # 0}

and pick z € By \ Uick Bh(a,) (@) In this way we get a sequence {x;}32, of points of M.
From the construction it follows that this sequence satisfies the following condition:

(2.7) Vi,j e N: d(x;,x;) > min{h(x;), h(z;)}.

Let m € N. Then by ii), there exists ¢ > 0 such that h(z) > ¢ for all x € B,,(zo). Hence
it follows from (2.7) that d(x;, z;) > c if x;,z; € By, (o). Since B,,(x¢) is compact, this
implies that only finitely many of the z;’s, say x1, ..., x, , are contained in B,,(xy). Hence

B (z0) C UBh(mi)(xi)
i=0
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which implies that
M = Baga (:).
i=0

It remains to prove 2). Let a > 1. For j € N put B; = Bap,)(z;). Let i € N be given and
put
Since h is bounded from above, €; is contained in a compact subset Y of M. By ii) there
exists ¢ > 0 such that h(z) > ¢ for all x € Y. Using (2.7), it follows that €; is a discrete
subset of ¥ and hence, 2; is a finite set. Let x; € ; be such that

h(z;,) = max{h(z;) | z; € Q:}.
Since B; N Bj, # 0, it follows that B; C Bgah(%)(le) which in turn implies that

Bz () C Bat)n(a;,)(T5)

for all z; € ;. Therefore by ii) we get

S

h(z;) > Cihl(z;)e 2 ) > Oyh(a;, )e1C,

Thus there exists C4y > 0 such that
(2.8) h(z;) = Cyh(x;,)
for all z; € ;. Obviously Cy < 1. Hence by i), we obtain
C4h(xj1) < i(xh) < Q0 .

2 2 24VK
Moreover, by (2.7) and (2.8) we have d(zg, ;) > Cyh(xj,) for all xy, z; € €;. Therefore,
the balls th(xv )(xj), x; € );, are pairwise disjoint. Using Lemma 2.2, we get

2 J1

(2.9)

[+ Dh(z,) <Sinhtﬁ> "

0 VK
(2.10) #Hwi | BiNB; # 0} < —=5m5 =
Jo () a
There exist constants ¢; > 0 and ¢y > 0 such that
4 1
sinh tvV' K <ct, 0<t< M;
120,VK
T

SintvK >ct, 0<t<

UK

. . . . c (8a+2)cl n
Hence by (2.9), it follows that the right hand side of (2.10) is bounded by £ (W)

This proves the lemma. Il

Finally we will define and estimate some global invariants of (M, g).
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Definition 2.7. Let s > 0. For s > ¢ > 0, let k.(M, g; s) € NU{oco} be the smallest number
such that there exists a sequence {x;}5°, such that {Bs_.(z;)}32, is an open covering of M
and

(2.11) sup #{i € N |z € Bsgio(2;)} < k.(M, g; ).

zeM
Further, let k(M, g; s) = ko(M, g,s). Put (M, g,0) = 1.

Lemma 2.8. k.(M,g;s) is finite for all s > €. Moreover, there exist constants C,c > 0,
which depend only on K, such that for s > % + &, we have

ke(M, g;s) < Ce.

Proof: We may proceed as in the proof of Theorem 2.6 and construct a sequence {z;}3°, C
M such that d(x;,z;) > s—e for all i, 7 € N and {Bs_.(x;)}2, is a covering of M. Let x €

M. If & € Bygie(w;), it follows that Ba:(x;) C Bss(x). Moreover, Ba: (1;) N B (;) = 0
if i # j. Hence, we get

Vol( Bs,

(2.12) 40| 2 € Byoro(z))} < — i Bau(7))

min; Vol(Bax ()

Next observe that for any z; with d(x,z;) < 5s we have Bss(x) C Byos(z;). Moreover, by
Lemma 5.3 of [Gro|, we have

Vol(Bios(;)) 3 folos (Sinht\/fy_l dt.
Vol(Bue (1)) — fo% (sinht\/FyL_1 dt

Then combined with (2.12) we obtain

n—1
folos <sinh t\/ K) dt
s—¢e n—1 :
foT (sinh tv/ K) dt

If (s —)/2 > 7/VK, the right hand side can be estimated by Ce® for certain constants
C,c > 0 depending on K. O

#{Z | T C B3s+s<xi)} S

3. WEIGHTED SOBOLEV SPACES

In this section we introduce weighted Sobolev spaces on manifolds with bounded curva-
ture.

Let (M, g) be a Riemannian manifold. Let V be the Levi-Civita connection of ¢ and let
A = d*d be the Laplacian on functions with respect to g. Let £ be a positive, measurable
function on M, which is finite a.e. Given m € Ny, and p € N, we define the weighted
LP-space Ly (M, TM®™) by

LY(M,TM®™) = {p € LY, (M, TM®™) | /P € LP(M, TM®™)}.

loc
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Then for k € N we define the weighted Sobolev space W/ (M) by
(3.1)  WPHM) = {f e LX(M) | V™ f € LE(M, TM®™) for all m = 1, ., k}

where V is applied iteratively in the distributional sense and the norm of f & Wg’ k(M ) is
given by

k 1/p
(32) |wm¢:@1wamw@mm0 .

Then ng k(M ) is a Banach space. In this paper we will only consider the case p = 2. To
simplify notation we shall write W} (M) in place of Wg’k(M ). The closure of C§°(M) in
WE(M) will be denoted by W§(M). We shall write W*(M) for W (M) and W (M) for
Wi, (M). Since 0 is not a weight, this cannot lead to any confusion. Note that Wk (M)

and W{¢(M) are Hilbert spaces. The weighted Sobolev space H{(M) is defined for even
integers [. Let £ € N. Then

(3.3) H2(M) = {f € LA(M) | Alf € LA(M) for all =1, k}

The norm is given by

k .
1 =3 [ |8 F@)Pe(a) duyto)

As an equivalent norm one can use the norm defined by

(3-4) 1F o=l (A +TA)"F Iz -

The closure of C§°(M) in Hgk(M) will be denoted by Hg’z(M) If £ = 1, the Sobolev space
HZ*(M) will be denoted by H?*(M) and Hg% by Hg"(M). Note that the Laplacian A
induces a bounded operator

(3.5) Ae: HX(M) — LX(M)

which is defined in the obvious way.

Next we establish some elementary properties of weighted Sobolev spaces.

Lemma 3.1. Assume that £ is continuous. Let p,k € N. Then C*(M) N ngk(M) is
dense in Wg’k(M) and C(M) N HZ*(M) is dense in HZ*(M).

Proof: We proceed as in the proof of Theorem 1 in [Ma, 1.1.5]. Let {U;: i € I'} be alocally
finite covering of M such that for each i € I there exists an open subset V; with U; C V;
and V; is diffeomorphic to the unit ball in R™. Let {p;: i € I} be an associated partition of
unity. Let u € ngk(]\/[) and let € € (0,1/2). For each i € I let u; = p;u. Then u; belongs

to ngk(M) with suppu; C U;. Since £ is continuous, it follows that u; € WP*(U,;) and
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supp u; is contained in the interior of U;. Hence there exists a mollification g; € C°(U;) of
u; such that

ci
| gi — i lwri< —————.
! ¢ 1T max_, g, ()

[Ev, Section 5.3]. Then
I 00— i s

Clearly g = >, g; belongs to C*°(M). Let w C M be a relatively compact open subset.
Then we have
uly =Y uila,

and the sum is finite. Hence

9=t i< 30 190 = s g o1 =€) < 2

This implies that || w ||Wp,k(w)§ | w |[wer +2€ for all relatively compact open subsets
¢
w C M. Hence by the theorem of Beppo-Levi, we have g € C*° N ng(M) and

9=t g < 2
The proof that C>(M) N HZ*(M) is dense in Hg"(M) is similar. O

Therefore we can use the following alternative definition of the Sobolev spaces. Let
CR(M) denote the space of all f € C°(M) such that [V/f| € L{(M) for j = 0,..., k.
Then W/ *(M) is the completion of Cf°(M) with respect to the norm (3.2). Similarly let
C°(M) the space of all f € C(M) such that (A + Id)*f € LZ(M). Then HZ(M) is
the completion of 6’,30(M ) with respect to the norm (3.4). This implies that we can define
HZ(M) for all s € R. Let (A + Id)*/? be defined by the spectral theorem. Let 5§°(M)
be the space of all f € C*°(M) such that (A + Id)*?f € LZ(M). Let H(M) be the

completion of 5§°(M ) with respect to the norm

1 f lmzon:=I (A +1d)"2f |z .

In general the Sobolev spaces W} (M) and Wi (M) (resp. HZ*(M) and Hg%(M)) will
not coincide. If (M, g) is complete and ¢ = 1, the following is known [Sa] .

Lemma 3.2. Assume that (M, g) is complete. Then for all k € N we have
WHOM) = WEQM),  H*(M) = H(M), and  W*(M) = H*(M),
Proof: For the proof we refer to [Sa]. The fact that C5°(M) is dense in H?**(M) is an

immediate consequence of [Cn]. Indeed by [Cn], (A + Id)* is essentially self-adjoint on
Ce° (M) for all k € N. Thus

(3.6) (A +1d)*(C=(M)) = L*(M).
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Let f € H*(M). Then (A +Id)*f € L?(M) and hence, by (3.6) there exists a sequence
{p;} € C*(M) such that

” f — Pj ”H%:H (A+Id)k<f - QOJ) HL2—> 0

as j — oQ. 0
Under additional assumptions on &, similar results hold for weighted Sobolev spaces [Sa].
In general the following weaker results hold.

Lemma 3.3. For all k € N, the natural inclusion W2F(M) — HZ*(M) is bounded.

Proof: Let k € N. Let f € W2¥(M). Then we have V7 f € L(M) for j =0, ..., 2k. Recall
that

(3.7) A = —Tr(V?f)
and V Tr = 0. Hence it follows that there exists C' > 0 such that
A7 fl(z) < CIV¥ flg(@)
for all j =0, ...,k and x € M. This implies A/ f € LE(M) for j =0,...,k, and
£ N < C 1L lhae
OJ
In order to deal with the inclusion in the other direction, we need some preparation.

Let By C R™ denote the ball of radius s > 0 around the origin in R™. Given m € N and
r, K, A > 0, denote by EII"(r, K, \) the set of elliptic differential operators

of order m in B, such that the coefficients of P satisfy:

(1) aq € C™(B,).
(2) Xiajem aa lloom) < K, X 0em | aa lers) < K.
B) A< D laj=m Ga(T)E S A E[[™ for all € R™ and x € B,

Given an open subset 2 C R™ and k € N, W¥(Q) is the usual Sobolev space.

Lemma 3.4. Let K, > 0 be given. There ezists 1o = ro(K,\) > 0 and C = C(\) >0
such that for all v < 1o, P € EI™(r, K, \) and xqg € B,:

| llwme)< C (|| Pullee,) + | ullzs,))
for all u € C§°(B,)
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Proof: Let 1 > r >0 and let P € ElI™(r, K, \). Put
Py= ) a,(0)D".
|a|=m
By Lemma 17.1.2 of [H] there exists C; > 0 which depends only on A such that for all
u € CP(B,):
I llwns)< C (I Powllres) + Il wllzas,) -
Now Pu = Pyu+ (P — Fy)u. Thus
(3.8) I llwen )< C (Il Pullzes,) + I (P = Poulles,) + [l v llzs,) -
Next observe that

(P—Plu= )Y (au(z) = aa(0))D*u+ > as(z)Du.

la|=m laf<m
Hence by 2):
I (P = Po)ullzzs)<r > |l aa lloraoll v llwes,)
|a|=m
(3.9) + > N aa ool @ llwn-s,)
|a|<m

<K (rllullwns) + |l ullwn-is,) -
By the Poincaré inequality there exists Cy > 0 which is independent of » < 1 such that for
all u € C§°(B,):
| ullwm-r)< 7 Co [l wllwms,) -
Using this inequality, it follows from (3.9) that
I (P = Ro)ullp2py< r C(K) [ ullwms,) -
Together with (3.8) we get
(1 =rCCE)) || u llwns)< C (I Pullrams,y + 1w llrs,)) -
Set .
=min{l, ———1}.
ro = min{ ’QCC’(K)}
Then it follows that for all » < ry and u € C§°(B,):
I llwe )< 2C (I Pu 2,y + 1w lram,) -
OJ

Lemma 3.5. Let k > 1 be even. Assume that M has bounded curvature of order k. Let
K > 0 be such that sup,¢, [VIR(x)| < K, 1 =0,...,2k. There exist constantsro = ro(K) >
0 and C' = C(K) > 0 such that for all xo € M and r < min{rg,1(xo)} one has

I lwor (s, @ < C Nl @ [ 248, (w0))
for all uw € C§°(B,(z9)).
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Proof: By [Ei2, Corollary 2.6 and 2.7] there exists a constant C; > 0, which depends only
on K, such that for every xy € M, every r < i(xg), and all 4, j,k = 1,...,n, one has

(3.10) sup |D%;i(x)| < C1, |af <2k, sup |D°TY(z)| < Cy, |68 <2k -1,

xE€By(z0) xE€B(z0)

where the g;; and Fék denote the coefficients of g and V|, respectively, with respect to
normal coordinates on the geodesic ball B, (x¢) of radius r with center x.

Let zg € M and r < i(x). Let B, C T, M denote the ball of radius r around the origin.
Let W2#(B,) be the Sobolev space with respect to the flat connection. Then it follows
from (3.10) that there exists Cy = Cy(K’) > 0 such that

(3.11) C3t | woexpy, lwars) <[ w llwers, @< Co || woexpy, llwexs,)
for all zg € M, r < (xg), and u € C°(B,(xo)). Let g be the metric on B, which is the

pull-back of g [ B,(xo) with respect to exp,, : B, — B.(xo). Let A be the Laplacian on B,
with respect to g. Then by (3.11) it is sufficient to show that there exists C3 = C3(K) > 0
such that

(3.12) I f woecso< Cs || (A +1d) S [l12(s,)

for all 2y € M, r < i(xo), and f € C°(B,). Set P = (A +1d)¥. By (3.10) there exists
Cy > 0, which depends only on K, such that P € £l1*(r,1,C,). Then by Lemma 3.4,
there exist 1 > 0 and C5 > 0 such that (3.12) holds for all x5 € M and r < min{rg, i(zo)}.
This completes the proof of the lemma. 0

Lemma 3.6. Let k € N be even. Suppose that (M, g) has bounded curvature of order 2k.
Let 3 : M — R*t be a function of moderate decay. Then there exists a canonical bounded
inclusions

(3.13) Hp (M) — WE(M) and  HE(M) — Wi, (M).

Proof: By Theorem 2.6, there exists a covering {B%(xi)(xi)}fil of M by balls and a
constant C' > 0 such that

(3.14) Ve e M : #{x; | v € By, (z:)} < C.

Let ¢ € C*(R) be such that ¢ = 1 on [0,1] and ¢ = 0 on [2,00). For z € M and
1 < j <k, we define

j d(@,y) _ )
(3.15) oialy) = 4 PETE ) ¥ € Bioy(@);
’ 0, otherwise.

Then ¢;, € C(M). Let f € H¥(M). Using Lemma 3.1, it follows that ¢;.f €
H*(Bj(y)(z)). Then by Lemma 3.5 we get ¢;,f € W¥(Bj)(z)), and by the Leibniz rule
there is C' > 0 such that

Vi (ora )], () < CY | VP0ral () - [V7P1)| (v), yeM, j=0,..k

p=0
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By estimating the supremum-norm of the derivatives of ¢, and using Lemma 3.5 , we get

k
kel lws < Ol lhyugy oy + €S (1)@ sad s
(3.16) " .
<Ol o)+ O % ()@l
kl_l(x) p:1 p

By induction, this yields
(3.17) ok flwe < CTH@) s, -
Let f € Hj. By Lemma 1.6, Lemma 3.5, (3.14) and (3.17) we get

Wit (2) < czﬁ%<xi>|r¢k,mif

1 lhwe < Y 32 (@) lpna S
(3.18) =
< CZﬁ @) | 1 e @)

By (2.3) there exists a constant C; > 0 such that
i(xy) Fi(x)" < Oy
for all i € N and x € By,,)(7;). This implies

Zﬁ i xz ”fHHk(B »(@i) < G H f ||szf2kn5’

which together with (3.18) gives the first inclusion. The proof of the second inclusion is
analogous. O

Remark 2. Lemma 3.6 is not optimal. Under additional assumptions on (3 one can show
that W3*(M) = HZF(M) [Sa].

4. FUNCTIONS OF THE LAPLACIAN.

Assume that (M, g) is complete. Then A: C°(M) — L?*(M) is essentially self-adjoint
and functions f(v/A) can be defined by the spectral theorem for unbounded self-adjoint

operators by
= / f(N)dE},
0

where dE) is the projection spectral measure associated with vA. Let f € L*(R) be even

and let .
= / f(z) cos(Az) dx
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Then f(v/A) can also be defined by
(4.1) F(VA) = %/m FN) cos(AWA) dA.

This representation has been used in [CGT] to study the kernel of f(v/A). We will use
(4.1) to study f(v/A) as operator in weighted L?-spaces. To this end we need to study
cos(A\V/A) as operator in L3(M). Given s > 0, let (M, g,s) be the constant introduced
in Definition 2.7.

Theorem 4.1. Assume that (M, g) has bounded curvature. Let 3 be a function of moderate
decay. Then cos(sv/A) extends to a bounded operator in L3(M) for all s € R and there
exist C,c > 0 such that

(4.2) I COS(S\/K)HLg,Lé <Ceddl s eR.

Moreover cos(sv/A): L3(M) — L3(M) is strongly continuous in, s.

Proof: Let s > 0. Choose a sequence {z}32; C M which minimizes x(M, g;s). For k € N
let P denote the multiplication by the characteristic function of By(zg) \ Uf:_ol By(z;).
Then each P is an orthogonal projection in L?(M) and L3(M), respectively. Moreover
the projections satisfy PPy = 0 for k # k' and >, | Py = 1, where the series is strongly
convergent. Obviously the image of Py consists of functions with support in B(zx). Now
recall that cos(tv/A) has unit propagation speed [CGT, p.19], i.e.,

supp cos(sVA)d, C By (x)
for all z € M and t € R. Let f € L*(M). Then it follows that
supp cos(sVA) P, f C Boy(xy,)

and
supp cos(sVA) (1 = XBys(@))f) C M — Bog(xy).
Hence

[e.9]

| cos(sVA)f |5 =) (cos(sVA)Pf, cos(sVA) f)g
(4.3) =1

[e.9]

> {cos(sVA)Puf, cos(sVA) (Xpau ) /)

k=1

Now observe that the norm of cos(sv/A) as an operator in L*(M) is bounded by 1. This
implies

[ {cos(sVA) P f, cos(sVA) (X o) ])) 5]
< sup B | Pef ez - [ XBaata /Nl -

yeBSs (l‘k)
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To estimate the right hand side, we write

swp 3 | S = [ PSP su (@)ﬁ@)dm

y€B3s (k) y€Bss () ﬁ@)

Since the support of P f is contained in Bg(zy), we can use (1.13) to estimate the right
hand side. This gives

1
sup  B(y) || Puf 7:< C5' ———= | Puf II72 -
yEB3s(xy) g A ﬁ(l +4s ) L5

A similar inequality holds with respect to || X B, (z,)f ||z2. Putting the estimations together,
we get

[{cos(sV/A) Py, cos(sv/A) (g, (e f ﬁ}
(4.4)
5 Giree | O Iy Ixseeof llzg -

Now recall that by Lemma 2.8 we have (M, g; s) < co. Hence we get

S s 12 < s, g; )| ]2 < oo
k=1

Together with 4.3 and (4.4) we obtain

| cos(sVA)f 75 < 65) IS ez Z I XBao @i f 2

- ﬂ(

1
0717 M 1/2 22 )
= Vg ﬁ(1+68)/€( ,g,S) ” f ”LB

Recall that by (1.10) we have 3(z) < C(1+d(z,p))~", € M. Therefore L*(M) C L3(M),
and L*(M) is a dense subspace of L3(M). This implies that cos(s V/A) extends to a bounded

operator in L3(M). Moreover by (1.11) and Lemma 2.8 it follows that there exist constants
C, ¢ > 0 such that

(4.5)

| cos(svVA) 175,02< Ce*, s €0,00).

Since cos(—sv/A) = cos(sv/A), this extends to all s € R such that (4.2) holds. The strong
continuity is a consequence of the local bound of the norm and the strong continuity on
the dense subspace L*(M) C L3(M). O

Using Theorem 4.1, we can study f(v/A) as an operator in L3(M). Given ¢ > 0, let

Fle) = {f € L'(R): /oo |F ) |[ePd < oo}.

—00
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Lemma 4.2. Assume (M, g) has bounded curvature and let 3 be a function of moderate
decay. Then there exists a constant ¢ = ¢(M, g, [3), such that for all even functions f €
F(c), the operator f(v/A) extends to a bounded operator in L%(M). Moreover, there exists
a constant Cy = C1(M, g, 3) > 0 such that

(4.6) ||f(‘/Z)HLg,Lg < CIHfHLiC‘.|

for all f as above. If K(M, g;s) is at most sub-exponentially increasing, then ¢(M, g, 3) > 0
can be chosen arbitrarily.

Proof: By Theorem 4.1 there exist constants C, ¢ > 0, depending on (M, g, (3), such that
llcos(VA) 13,1 < Cet,
for all s € R. Let ¢ € L*(M). Using (4.1), it follows that

c .
(4.7) 15/ BYellsg < =l el
Since L*(M) is dense in L3(M), it follows from (4.7) that f (v/A) extends to a bounded
operator in L3(M). The last statement is obvious. O

Remark 3. It is not difficult to see, that (4.1) is in fact strongly convergent in L%.

Corollary 4.3. Suppose that (M, g) has bounded curvature and let 3 be a function of
moderate decay. Then the following holds:

a) For every t > 0, the heat operator e=** extends to bounded operator in L%(M) Its norm

is uniformly bounded in t on compact intervals of RT.

b) In the region {\ € C: Re(v—X) > c¢(M,g,B)} the resolvent (A — X)~' extends to a
bounded operator in L3(M). The function of X — (A — X\)~" is locally bounded and holo-
morphic on this domain.

c) If B is of sub-exponential decay and k(M, g;s) is at most sub-exponentially increasing

fors > sq, then (A—=X)"": L3(M) — L3(M) is defined and bounded for all A € C\ [0, 00).

Proof: This follows from Lemma 4.2 and

> 2 y? & 1
TR AT A N s S

Let 8 be of moderate decay. There is a canonical pairing (-,-) between L3(M) and
L% (M) given by

O

(f.9) = /M f@)g() de, | e I3(M), g€ L2, (M).
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This pairing is non-degenerate so that L3 ,(M) is canonically isomorphic to the dual of
L3(M). Moreover, we have the following inclusions

L3 (M) C L*(M) C L3(M).

By duality it follows that Theorem 4.1, Lemma 4.2 and Corollary 4.3 also hold w.r.t.
-1, Especially, it follows that f(v/A) defined on L% (M) is the restriction of f (VA) 2.

Moreover, we have the identity
(4.9) FOVB) ez = (FVB)s)

Lemma 4.4. Let 3 be a function of moderate decay. If X\ and X satisfy condition b) of
Corollary 4.3, then

H(M) = (A = X) " (L5(M)).

Proof: First note that C§°(M) is dense in L3(M). Indeed C§°(M) is dense in L*(M),
and L*(M) is dense in L3(M). Let f = (A —X)"'g, g € L3(M). Then there exists a
sequence {@;}ien C Cg°(M) which converges to g in L3(M) and (A — X)~'p; converges to
fin L*(M). Let p € C§°(M). Then
(f, Ap) = lim (A = N)"i, Ag) = lim (p; + MA = X)7pi, 0) = (g + Af, ).

Thus Af =g+ Af € L%(M) and hence f € HE(M) Now suppose that f € HE(M) and
set g = (A — A)f. Then g € L3(M) and we need to show that f = (A — X\)7'g. Let
p € C5°(M). By definition of (A — \)"!g, there exists a sequence {g;}ien C L?(M) such
that (A — X)~'g; converges to (A — X\)~'g in L3(M) as i — oo. Using this fact, we get

(4.10) (A=N)7"g,0) = (g, (A= N)0) = (A= N, (A= N)To).

Now observe that (A — X)~'¢ belongs to H?(M). By Lemma 3.1, there exists a sequence
{pi}ien C C5(M) which converges to (A — X\) "y in H*(M). Thus

Together with (4.10) this implies that f = (A — X\)'g. O
Lemma 4.5. Let 3 be a function of moderate decay. Then (A + X)(C§°(M)) is dense in
L3(M) for every X € RY.

Proof: As in (3.6) it follows from the essential self-adjointness of A + AId that (A +
A)(C(M)) is dense in L?(M). Moreover since 3 is monotonically decreasing, we have
that L*(M) C L3(M) is dense and || f [[3< C || f || for f € L*(M). This implies that
(A + X)(C(M)) is also dense in L3(M). O

Corollary 4.6. Let 3 be of moderate decay. Then Cg°(M) is dense in H3(M).
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Proof: Let f € Hj(M). Let A > 0. By Lemma 4.4 there exists g € L3(M) such that

f = (A+X)"'g. By Lemma 4.5 there exists a sequence {@;}ien C C°(M) such that
(A + N)g; converges to g in L3(M) as i — oo. Thus ¢; — f in L3(M) and (A + N)y;
converges to g = (A + \)f as @ — oo. This implies that ¢; converges to f in Hj(M). O

5. EQUIVALENT METRICS AND SOBOLEV SPACES.

In this section we study the dependence of the Sobolev spaces on the metric. We will
prove, that if g Ng h for an appropriate (3, then the Sobolev spaces defined with respect
to g and h are equivalent up to order k. We assume that all metrics have bounded sec-
tional curvature. To indicate the dependence of the corresponding Sobolev space on the
Riemannian metric g, we will write Wf (M; g) and Hgk(]\/[ ; g), respectively.

Lemma 5.1. Let 8 be of moderate decay. Assume that g Ng h. Then the Sobolev spaces
WE(M; g) and WE(M; h) are equivalent.

Proof: First note that by Lemma 1.7 the metrics g and h are quasi-isometric. This implies
that LZ(M, g) and LZ(M; h) are equivalent. So the statement of the lemma holds for k = 0.
Let f € C*®(M). Let k € N. By induction we will prove that for I < k there exists C; > 0
such that for a,b € Ny, a + b =1,

a+b

(5.1) (VI f (@) < G|V flylw), @€ M.

Let [ = 1. Since on functions the connections equal d, (5.1) follows from quasi-isometry of
g and h.

Next suppose that (5.1) holds for 1 < [ < k. To establish (5.1) for [ + 1, we proceed
by induction with respect to a. Let a,b € Ny with a +b = [+ 1. We may assume that
a <[+ 1. Using

(5.2) (VO)UV)f = (V) (V" = VOV + (V)1 (V) L,
and g ~} h, it follows that (5.1) holds for I + 1.
Especially, putting a = 0 we get

(5.3) (V") fln(z) < Ci Z (V) fly(z), @€ M, 1<k

Suppose that f € C*(M)NW{(M;g). Then (5.3) implies that f € C*(M) N WE(M; h)
and

I g C 1l £ e
By Lemma 3.1, C*(M) N W¢(M; g) is dense in W[ (M; g). Therefore this inequality holds
for all f € ng (M, g). By symmetry, a similar inequality holds with the roles of g and h
interchanged. This concludes the proof. 0
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Next we compare the Sobolev spaces HZ"(M;g) and Hg*(M;h). Let A, denote the
Laplace operator with respect to the metric g. Recall, that

A, = (VI)'VY,
and that the formal adjoint (V9)* of VY is given by
(5.4) (V) = —Tr(g~'V),

where g=! : T*M — T'M is the isomorphism induced by the metric and Tr: T*M @ TM —
R denotes the contraction. Since contraction commutes with covariant differentiation and
V9g~1t =0, we get the well known formula

A=—Tr(g7'V?).
This can be iterated. For w; ® -+ ® wy, € (T*M)®* define
97 W1 @ Quwp) =W ® Qw1 ® g (W) Qi ® -+ ® wy,

and let Trivj(gj_l) denote gj_1 followed by the contraction of the i-th and j-th component.
Using that contraction commutes with covariant differentiation and V9¢~1

(5.5) A¥ = (=1)"Tris(g;") 0 - - 0 Trop—1 k(g5 ) (V9)*".

In a more traditional notation this means

E f11112222 Aklg

.....

=0, we get

For short notation we will write

Tr ((g7")%*) = Tri2(gs") 0 -+ © Tron—1.26(9a1,)-
Lemma 5.2. Assume that g N%"“ h. Then for each l, 0 <1 <2k and j, 0 < j < 2l, there

exist sections £, &l € C*°(Hom((T*M)®7,R)) such that

(5.6) Z o (V9) = Z

and there exists C' > 0 such that for 0<p<l
(5.7) (V)& ]g(a) < CB(x),  [(V"VPEIn(x) < CB(z), x € M.

Proof: Using (5.5) we get
(=D'(Ag = AL) =T ((g71)*) (V) = Tr ((7H™) (V")
(5.8) =Tr (7)) ((V)* = (V"))
+(Tr ((g7H®) = Tr ((R7H)*1)) (VM.
First consider the second term. Note that there exists C' > 0 such that

(5.9) (V)P (Tr ((g7)%) = Tr (™)) |y(x) < CI(V)P(g = h)lg(@).
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Since g N%’“ h, the right hand side is bounded by C; 3(x). By symmetry, the same estimation
holds with respect to h.

To deal with the first term on the right hand side of (5.8), we use
(99)) = (V) = (V9 (V7 = 94) 4 (V0 = (V) 9"
and proceed by induction with respect to j. 0

Corollary 5.3. Let 3 be of moderate decay. Assume that Bi~2*" is bounded, g Nf;k h
and (M, g) and (M, h) have both bounded curvature of order 2k. Then H?*(M,g) and
Hgk(M, h) are equivalent for all functions p of moderate decay.

Proof: Let f € C(M) N H2*(M;g). Using Lemma 3.6 and Lemma 5.1 we get

1S Ngeanay = Col F lwas, gy Co IS Hlwzg

74kn

p(M;h)Z Cs |l f ||W§§p(M;h) -

By Lemma 5.2 it follows that f € C°°(M) N H2*(M, h) and there exists a constant C' > 0,
which is independent of f, such that

| f ezzearmy < C Al azearg) -
By symmetry, a similar inequality holds with ¢ and h interchanged. 0

6. TRACE CLASS ESTIMATES

Let (M, g) be an n-dimensional Riemannian manifold with bounded sectional curvature,
|Ky| < K. Let e'®9(x,y) denote the heat kernel of A,. Let 0 < a; < ay < oo. Let 7
be the modified injectivity radius defined by (2.1). It follows from [CGT, Proposition 1.3],
that there exist C4,¢; > 0 such that

(6.1) ez, y) < Cile) ~Fa(y) R, € ar, a).

Let ¢ < ¢;. Then by (6.1) and (2.3) there exists C' > 0 such that

(6.2) e Bz, y) < C’Z(a:)*in(ngﬂ) e~ @)t e lay, as).

Lemma 6.1. Let 8 be a function of moderate decay. Assume that there exist real numbers
a,b such that

i)a+b=2,
ii) g€ L' (M),
i) gor " € Lo(M).
Let Mg the operator of multiplication by 3. Then for every p € Ny, the operator MﬁAge_mg

is Hilbert-Schmidt. Fort in a compact interval in R™, the Hilbert-Schmidt norm is bounded.
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Proof: we have
(6.3) MsAPe™2 = (Mﬁe*%A) (Ape’%A)

Note that the operator norm of APe=22 is bounded on compact subsets of RT. Hence we
may assume that p = 0. By Corollary 4.3, 1), it follows that e~** extends to a bounded
operator in L2%,(M) and its norm is uniformly bounded for 0 < a <t < b. The condition

B e LY(M) implies that 1 € L2,. Hence e **1 € L%,(M). Let e **(x,y) be the kernel of
B B

e~*». Then
(1,e A1) Lz _/ / GO (x)e R (z, y)dyda.

The integral converges since =4 (x,y) is positive. Thus we get

| [ s@e s wpPipis = [ | ) ) dyds

< sup () 0] [ / B () (z, y)dyda

“()i- n<n+1> _
< Csup |f(z |/ B (x) (72 )) (x)dx
<o e*m< ) HL;b
This proves the lemma. U

Lemma 6.2. Assume (3 is a function of moderate decay and that there exist real numbers
a,b such that

i)b>1anda+b=2,
i) 8 € (),
iil) B3 "5 € L=(M).
Let Mg be the operator of multiplication by (3. Then the operator Mi-2n MgAPe ™™ is a
trace-class operator for p € N. Fort in a compact interval, the trace-class norm is bounded.

Proof: We decompose the operator as
(6.4) Mo MpAAPe = { Mo Mpem3000 g b {0y Avems7]

Since [ is non-increasing and ((z) < 1/2 outside a compact set, it follows that /3 s < C’ﬁg

(n+1)

for b > 1. Hence by ii) we get ﬁ% e L'(M). Moreover by iii) it follows that 337~ 2
L>(M). Hence by Lemma 6.1, the second factor on the right hand side of (6.4) is a
Hilbert-Schmidt operator and its Hilbert-Schmidt norm is bounded for ¢ in a compact
interval in R*. It remains to show that the first factor is Hilbert-Schmidt and that the
Hilbert-Schmidt norm is bounded on compact intervals. By iii) we have

39~ e L=(M).

n(n+1)
—Z - 2n
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Using this observation together with (6.2), we get

/M /M |572n(x)ﬁ(l‘)eﬂ%(:p, y)ﬁ*%(yN?dxdy

n(n+l)

< Csup 52 () 57 )| /M /M B (@)e " (2, y) 5 (y)dudy.

zeM

(6.5)

Now observe that by ii), 373 belongs to LZbH (M). Since 3% < €8s, it follows from ii)
3

that ﬁHT4 is integrable. Hence by Corollary 4.3, e ** extends to a bounded operator in
L;bH (M). Therefore [, e *(z, y)ﬁ_%(y)dy € L;b+47 and the norm is uniformly bounded
3 3

for ¢ in a compact interval of R*. Next note that 3* € L? ,,,. Hence
B3

(6.6 | [ B s Smdedy = (5.6 257) < oo,

This implies the lemma. U

Lemma 6.3. Let 3 be a function of moderate decay, satisfying the conditions of Lemma
6.2. Let g,h be two complete metrics on M such that g N% h. Let A, and Aj be the
Laplacians of g and h, respectively. Then

(A, — Ap)e ™™ and e "9(A, — Ap)
are trace class operators, and the trace norm is uniformly bounded fort in a compact subset

of (0,00).

tA

Proof: We decompose e "2 as

(6.7) e MR = <6_%AgMﬁ,%> : (Mﬁ%e_%Ag) :

By Lemma 6.1, the second factor is a Hilbert-Schmidt operator and it suffices to show that
(A, — Ah)e_mgMﬁ,% is Hilbert-Schmidt and that the Hilbert-Schmidt norm is bounded
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for t in a compact interval. Using Lemma 5.2 and Lemma 3.6,it follows that the Hilbert-
Schmidt norm can be estimated by

2
O e /R ELDY | [ wne s s @) dady
—c [ e i) s, d

< / | e 2003 w) B dy
M

B2;74n

<G Y [ 180T OA 0 )y

=Cy ) | MpM;-2n Age B Ml

q=0

By Lemma 6.2 the right hand side is finite and bounded for ¢ in a compact interval of R*.
To prove that e=*A9(A, — Ay,) is a trace class operator, it suffices to establish it for its
adjoint (A, — (Ap)*)e "t with respect to g. By (5.6) and (5.4) we have

(6.8) By = (Bn) = (&) + (V) 0 (€h) + (V)] o (&)™

Using (5.4) and (5.7), it follows that there exist n; € C°°(Hom((T*M)®7,R)) such that
(6.9) Ay = (Ap)* =mo+m o VI 410 (V9)?

and these section satisfy

(6.10) Inilq(x) < CB(x), 0<j<2 xzelM

Using (6.9) and (6.10) we can proceed as above and prove that (A, — (Ap)*)e ™% is a

trace class operator. U

We are now ready to prove Theorem 0.1. We note that for equivalent metrics, the
Hilbert spaces L?(M,g) and L?(M,h) are equivalent. Hence we may regard e 'r as
bounded operator in L*(M, g).

Proof of Theorem 0.1: By Duhamel’s principle we have

t
eftAg . e*tAh — / efsAg (Ah . Ag)(gf(tfs)Ah ds
0
t/2
(6.11) = / e (A, — Ay)e 798 (s
0

t
+/ e R (A — Ag)e’(t’smh ds.
t/2
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The integrals converge in the strong operator topology. By Lemma 6.3 the first integral is
a trace class operator. In order to prove that the second integral is a trace class operator,
it is sufficient to prove, that its adjoint with respect to h is of the trace class. This adjoint
can be written as the strong integral

(6.12) e (@)

2

Since (e~(=*)A9)*» is uniformly bounded in s, it follows again from Lemma 6.3 that (6.12)

is a trace class operator. d

7. EXISTENCE AND COMPLETENESS OF WAVE OPERATORS

In this section we study the wave operators associated to (A,, A) for equivalent metrics
g and h. Let J: L*(M,du,) — L*(M, dus) be the identification operator.

Theorem 7.1. Let g and h be two complete metrics of bounded curvature on M which
satisfy the assumptions of Theorem 0.1. Let P,.(A,) be the orthogonal projection onto the
absolutely continuous subspace of A,. Then the strong wave operators

Wo(Ap, Ay J) = s — tlirin et Je_itAgPGC(Ag)

exist and are complete. In particular, the absolutely continuous parts of Ay and Ay, are
unitarily equivalent.

Proof: By Theorem 0.1, e7*As — ¢7*» is trace class. Then the existence and complete-
ness of the wave operators follows from the invariance principle of Birman and Kato [Ka,
Chapter X, Theorem 4.7]. O

Examples. We give some examples to demonstrate Theorem 0.1:

1) Let M be a manifold with cylindrical ends. Then 7 is bounded from below, and we may
take b = 2, a = 0. The condition 83 € L*(M) is satisfied for 3(t) = t~2< for any ¢ > 0.
We note that scattering theory on manifolds with asymptotically cylindrical ends has been
studied by Melrose [Me3], [Mel, Section 7|. A metric with “asymptotically cylindrical ends”
in the sense of [Me3] means a perturbation of a metric with cylindrical ends such that all
derivatives of the perturbation decay exponentially. This is a much stronger condition than
the decay condition we impose. On the other hand, it gives the existence of an analytic
continuation of the resolvent and the existence of generalized eigenfunctions.

2) More generally, let M be a manifold with bounded geometry of order 2. (i.e. there
is a lower bound for the injectivity radius and the covariant derivatives of the curvature
of order < 2 are bounded). Then we may choose o € M arbitrary and let §(t) <
vol(By(x0)) "2 for any £ > 0. To see this we first notice that if M is non-compact, the
volume of such a manifold is infinite. This follows from Giinther’s inequality because we
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may find infinitely many disjoint balls of the same radius. Let a(r) := 2 vol(B,(z)).
Then fol a(r)3(1 +r)3dr < oo and

2e
1 3

/100a(7*)5(1+r)§d7’§ /1°oa(r>5(r>§drg/lm or) </Ora(s)d5) dr

= / 15 dt < oco.
vol(B1(zo))

3) Let M be a Riemannian manifold with cusps in the sense of [Mul]. Assume that M has
bounded curvature. Then the injectivity radius is exponentially decreasing in the distance
and the volume of M is finite. Thus we may take b = 1. It follows a = 1, and we may take
B(t) = e_(wﬁn)d, where c is chosen such that i(z) > Ce @), Scattering theory on
manifolds with asymptotically cusp metrics has also been studied by Melrose [Mel, Section
8]. Again the decay conditions are stronger than in our case.

OJ

The assumptions on 3 in Theorem 7.1 that guarantee the existence of the wave oper-
ators are not optimal. Under additional assumptions on (M, g), the conditions on 3 can
be relaxed. For example, let (M, g) be a complete manifold which is Euclidean at infinity
and let A be a metric on M which satisfies (1.19), that is (M, h) is an asymptotically
Euclidean manifold. Then Cotta-Ramusino, Kriiger, and Schrader [CKS] proved that the
wave operators W4 (A,, Ay) exist. The condition (1.19) is weaker than the assumption
which is necessary in Theorem 7.1 in this case. The proof is based on Enss’s method [Si],
which applies to this scattering system. An abstract version of Enss’s method has been
developed by Amrein, Pearson and Wollenberg [APW], [BW, 16,IV,§15]. This method can
be applied in cases where the structure of the continuous spectrum of the “free Hamilton-
ian” is sufficiently well known. To explain this in more detail we need to introduce some
notation.

Let C(R) be the space of all continuous functions on R that vanish at infinity. For
any closed countable subset I C R let Co(R — I) of all functions f € C(R) satisfying
f(z) =0 for x € I. A subset A; of the space C'(R) of all bounded continuous functions on
R is called multiplicative generating for C', (R — I), if the linear span of the set

{f1f=hg, he A, geCZR-1)}

is dense in O (R — I) with respect to the norm || f ||= sup,cg | f(x)|. The main result of
[APW] can be stated as follows.

Theorem 7.2. Let H and Hy be two self-adjoint operators in a Hilbert space H. Let Ry (\)
and Ry, (\) denote the resolvents of H and Hy, respectively. Assume that there exist self-
adjoint operators P, and P_ in 'H and a set A; of multiplicative generating functions with
respect to some closed countable subset I C R satisfying the following properties

(1) Pi(Ho) = Py + P_ and s-limy_, o, €0 Pre=Ho P, (Hy) = 0.
(2) (Id —P..(Hop))a(Hp) is compact for all « € A;.
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(3) Ru(i) — Ry, (i) is compact.

(4) [ (Ru(i) — Ry (i))e~Hoa(Ho) Py || dt < oo for all o € A;.

Then the wave operators Wi (H, Hy) exist and are complete. Moreover H and Hy have
no singularly continuous spectrum and each eigenvalue of H and Hy in R — I is of finite
multiplicity. These eigenvalues accumulate at most at points of I U {£oo}.

For the proof see Corollary 19 in [BW, 16,1V §15].

As example, we consider a manifold X with cusps as defined in [Mul]. For simplicity we
assume that X has a single cusp. Then X is a complete Riemannian manifold of dimension
n + 1 that admits a decomposition

X=MUy Z

in a compact Riemannian manifold M with boundary Y and a half-cylinder Z = [1,00) XY,
and M and Z are glued along their common boundary Y. The metric g on X is such that
its restriction to Z is given by

(7.1) g7 = u(du® + g"),
where ¢¥ denotes the metric of Y. The metric g is the fixed background metric and we
consider perturbations h of g. As free Hamiltonian H, we are taking a modification of
the Laplacian A, which is defined as follows. We regard Y as a hypersurface in X that
separates X into M and Z. Let C§°(X —Y') be the subspace of all f € C2°(X) that vanish
in a neighborhood of Y. Let Ay denote Friedrichs’s extension of

Ay O (X —Y) — L*(X).
To begin with we need to study the spectrum of Ay. With respect to the decomposition
L*(X) = L*(M) ® L*(Z) we have
(7.2) Ao = Ano D Az,

where Ay and Az are the Dirichlet Laplacians on M and Z, respectively. Since M is
compact, Ao has pure point spectrum. Let

Ly(Z):={f e L*(2): / f(u,y) dy = 0 for almost all u € [1,00) }.
Y

The orthogonal complement LZ(Z)% of L3(Z) in L*(Z) consists of functions which are
independent of y € Y and therefore, can be identified with L?([1,00),u”"*"du). The
decomposition

(7.3) L*(Z) = L§(Z) & L§(Z)*
is invariant under Ay .

Lemma 7.3. The restriction of Az to L3(Z) has a compact resolvent. In particular, Az
has pure point spectrum.
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Proof: Let Ay be the Laplacian of Y. Let {¢;}32, be an orthonormal basis of eigenfunc-
tions of Ay with eigenvalues 0 = A\g < Ay < X\ < ---. Let f € C°(Z) N L3(Z). Then f
has an expansion of the form

= ar(u)gr(y)
k=1

where the series converges in the C*°-topology. Let b > 1 and put Z, = [b,00) x Y. Let
C = \[*'. Then we have

du
I B A 3y Tl

Now observe that the Laplacian Ay with respect to the metric (7.1) equals

2

e, 0
(7.5) —u? Ee + (n — 1)ua— +uAy.

Moreover, since a; € C°((1,00)), we have

/100 (—ua}(u) + (n — L)uaj,(u)) ax(u) ucﬁl = /100 |a, (u)]Pur™™ du > 0.

This together with (7.4) implies

C C C
(7.6) 1 f 72z < 5 (Azf, Pizz) = = 5w VS 722 < w S 1z -

SR
Let H{(Z) := H'(Z) N L3(Z). By continuity, (7.4) holds for all f € H}(Z). By Rellich’s
lemma, the embedding

iy: H(Z — Zy) N L5(Z — 7)) — L*(2)
is compact. It follows from (7.6) that as b — oo, 7, converges strongly to the embedding
i: Hy(Z) — L*(Z).

Hence i is compact which implies the lemma. O]

Let
2

Dy =~ + (1 = D C2((1,00)) — L3([1, 00), ™)

and let Ly be the self-adjoint extension of Dy with respect to Dirichlet boundary conditions
at 1. By (7.5), the restriction of Ay g to L2(Z)* =2 L*([1, 00),u~ " Vdu) is equivalent to
Ly. The spectrum of Lg is absolutely continuous and equals [n?/4,00). Thus we get the
following lemma.

Lemma 7.4. The spectrum of Aq is the union of a pure point point spectrum and an abso-
lutely continuous spectrum. The point spectrum consists of eigenvalues of finite multiplicity
0 <A <Ay <---—00. The absolutely continuous spectrum is equal to [n?/4,00) and the
absolutely continuous part Ag .. of Ay is equivalent to Ly.
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Let € > 0 and let 3(t) = e~“". Let h be a complete metric on X. We put
H:=A;, and Hy:=Ay.
Since H and H, are positive operators, we can replace ¢ by —1 in Theorem 7.2. So let
(7.7) R, = (A, +1d)7", Ry = (A +1d) " and Ry := (A +1d)~"h
First we have the following lemma.

Lemma 7.5. Suppose that h N% g. Then R, — Ry is a compact operator.

Proof: First we show that R, — Ry is a compact operator. Let fi, fo € C*°(R") be such
that fi(u) = 1 for u > 3, fi(u) = 0 for u < 2, and fo(u) = 1 for u > 2, fo(u) = 0
for uw < 1. Put ¢(u,y) = fi(u) and ¥(u,y) = fa(u), (v,y) € RT x Y. Let M, and
M, denote the multiplication operator by ¢ and 1, respectively. By [Mul, Remark 4.29],
Ry,—My(Lo+1)"t M, is a compact operator. So it suffices to show that Ro—M(Lo+1) "M,
is compact. By (7.2) we have

(7.8) Ro=(Apo+ 1) (Age+1)71

Since M is compact, (Apro+ 1)7! is compact. By Lemma 7.3 it suffices to prove that
(Lo+1)"" = My(Lo+1)""My = My_¢(Lo +1)""My + (Lo + 1) "' M,y

is compact as operator inL?([1, c0), u~™*Ydu). To this end consider the kernel g(u, ') of
(Lo + 1)7t. Tt equals

(7.9) () = L))V S U0 I

. 'L[,7 )= —

g /n2/4 +1 (u/u’)‘/"2/4+1 . (uul)—‘/n2/4+l’ u > w.

From this formula follows that g(u,u) is bounded on [1, 3] x [1,00) and [1, 00) x [1, 3] and
therefore, the kernels of the operators M;_,(Lo + 1)"'M, and (Lo + 1)"*M;_,, are square
integrable w.r.t. the measure u~"*Vdu (v')~™*Ydu’. Hence (Lo+1)"' — My(Lo+1)"' M,
is compact.

So in order to prove the lemma, it suffices to show that Rj, — R, is compact. We have
(7.10) Ry, — Ry = —R,(An, — Ay)Ry,.

By Lemma 5.2 we have
2
(7.11) Ap =Dy =) &o (VY
=0

and §; satisfies

(7.12) |€(x)] < Cemedl@™) g € X

Now Ry,: L*(X) — W?(X) is continuous. Therefore by (7.11) and (7.12) it follows that
(Ap — ARy LX) — L*(X)
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is a bounded operator. Using again that R, — Ry is compact, it follows from (7.10) that it
suffices to show that Ro(A, — Ay) Ry, is a compact operator.

For a > 1 let
Xo= MUy ([1,a] xY).
Denote by x, the characteristic function of X, in X. We claim that Ryx, is a compact
operator. Let x[1,4 be the characteristic function of the interval [1, a] in [1, 00). Using (7.8)

and (7.9), this follows in the same way as above. Let M _,)s denote the multiplication
operator by (1 — x,)3. By (7.11) and (7.12), we get

| Ro(1 = Xa)(An = Bg) Ry ||

(7.13) <C (Z | (V™Y Ry, H) | Ro |l - || Ma—ya)s Il -

=0
Let Z, = [a,00) x Y. Then

H M(lfxa)ﬁ ||§ sup ﬁ@) = sup e—cd(@0)

TEZq TEZq,
Now observe that there exists C'; > 0 such that for all (u,y) € Z, we have
d((u,y), z0) = d((u,y), (1,y)) — C =logu — C\.
Hence together with (7.13) we get
| Ro(1 = xa)(Bn = Ag) B || < Coa™.

Thus Ro(An — Ay)Ry, can be approximated in the operator norm by compact operators
and hence, is a compact operator. 0]

Next we construct self-adjoint projections P, which satisfy the conditions of Theorem
7.2. Let
(7.14) e(u, A) i= w2 2 e [1,00), A €R.
Then e(u, \) satisfies

Doe(u, ) = (n?/4 + X\)e(u, \), e(1,\) =0.

Thus e(u, \) is the generalized eigenfunction for Ly. For ¢ € C°(1,00)) set

b0 i= 5 [ etuptn) S

The map ¢ — ¢ extends to an isometry
F: L*([1,00),u”"*Vdu) — L*(R")

such that B
FoLjoF* =Ly,

where Ly is the multiplication operator by (n2/4 + A2). Let
U: L*(RY) — L*([n®/4,00))
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be defined by
(YA —n2/4)
V2(\ —n2/4)1/4

Then U is an isometry such that U o ZO oU* = EO, where EO is the multiplication operator
by A. Thus U o F' provides the spectral resolution of Ly = Ag .. Let

J: L*([n?/4,00)) — L*(R)

denote the inclusion, let F: L?*(R) — L?*(R) be the Fourier transform, and let y+ denote
the characteristic function of [0, 00) and (—o0, 0], respectively. Set

Py = J*FxLF*J.

Then P, + P_ is the identity of L2([n2/4,00)). Let A = —id/du, regarded as self-adjoint
operator in L*(R). Then

UHA) =

Pie ' = J*Fxpe "F* .
Let f € L?(R). Using the Fourier transformation, it follows that (e=#4f)(u) = f(u — t).
Thus we get

Foo
xse s =+ [ 1) du— 0

t
as t — Foo. Hence we get

(7.15) s-limy 4 o0 eitlo ﬁqge_i“io =0.
Now put
Py = F*U*P,UF
on L%([1,00),u~"Vdu) and set Py := 0 on the orthogonal complement of L3(Z)* =
L*([1,00),u= " Vdu) in L?(X). Then P. are self-adjoint projections that satisfy

P, + P = P,.(Ao).
Furthermore we have
¢t PueitB0 P, (Ag) = FrU* "o Pye U F.
So it follows from (7.15) that
s-limy_ 4 oo eitHOPer*“HO P..(Hy) = 0.
Thus condition (1) of Theorem 7.2 is satisfied. Let I = {n?/4}. and put
Ap:=CXR-1).

Then it is clear that A; is multiplicative generating for C'\,,(R —I). By Lemma 7.4, A has
pure point spectrum in the subspace (Id —P,.(A¢))L*(X) consisting of eigenvalues of finite
multiplicity with no finite points of accumulation. Let o € A;. Then (Id —P,.(Ag))a(Ay)
is a finite rank operator. This is condition (2) of Theorem 7.2. Condition (3) holds by
Lemma 7.5. It remains to verify condition (4).
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Given t > 0, let x; be the characteristic function of [e!;00) x Y in X. Let § > 0. We
have

I (Rr = Ro)e™ (Do) Py ||
(7.16) <[l B = Ro || - Il (1= xa)e™ > a(Ao) Pe ||
+ || (Bn = Ro)xar || - [ (Do) || -
We will prove that for each o € C°(R — {n?/4}) there exists § > 0 such that the right

hand side is an integrable function of t € RT. To estimate the first term on the right hand
side we need the following auxiliary result.

Lemma 7.6. Let a € R and let f € C°(R —{a}). Let € > 0 such that f(A\* +a) =0 for
|A| < e. Then for every m € N there exists C > 0 such that fort € R—{0} and |u| < €t|/2
one has

/ 62iu>\+it)\2f()\2 +a[) d/\‘ S C|t|_m
0

Proof: Let t # 0 and set = u/t. Then the left hand side of the inequality equals

/ 6it(>\+$)2f(A2 + Cl) d)\'
0

N 1 d 1 mn
it(\x)? - - )\2 A\l
/0 ¢ <A+di ()\+:c)2) J +a)

Now assume that |u| < e[t|/2. Then |z| < £/2. On the other hand, we have f(A\* +a) =0
for [\| < e. Thus if f(A\?>+ a) # 0, then we have |\ + z| > |\| — |z] > £/2. Hence the right
hand side can be estimated by C|t|~™. O

— (0"

Let ¢ € L*([1,00),u” " Vdu) = P,.(A¢)(L*(X)). Then
(7" a(Ao)¢) (u)
(7.17) 1 [
=9 ).
Let v € C°((1,00)). Put ¢ = Pov and w = F*JUFv. Then w € L'(R) and Fy =
U*J*F(x+w). Using the definition of U, J and F, we get

(Fp)(\) = \/ﬁ/ooo e~ (5) ds.

e(u,n/2 — iX)e TN (N2 4 02 /4) (Fe)(N) dA.

Assume that ¢ > 0. If we insert this expression into the right hand side of (7.17) and switch
the order of integration, we obtain

(e7"2oa(Ag) Pyv) (u)

7.18 1 o0 o0 ‘
(7.18) = Ton / w(s) / e(u,n/2 — iX)e D2 0 (N2 4 2 /) N dA ds.
7 Jo 0



SCATTERING THEORY 41

Now there exists ¢ > 0 such that a(A\2+n?/4) = 0 for |\| < . Assume that |log(u)| < et /2.
Using the definition (7.14) of e(u, A) and Lemma 7.6, it follows that there exists C' > 0
such that

2
(7.19) e 0a(Ag)Pro(w)| < C Jlw Pt < O P unt

Thus for every a € C°(R — {n?/4}) there exist C' > 0 and § > 0 such that for ¢ > 6! one
has

5t
. “d
| (1= xa)e 0 a(Ag)Ps [[< Ot / M oo

1
Similarly one can show that

5t
. ¢ d
| (1= xa)e ™ a(Ag)P. [|< Ot / T

1

Hence for this choice of 0, the first term on the right hand side of (7.16) is an integrable
function of ¢t € RT.

Now consider the second term on the right hand side of (7.16). We have
(7.20) I (B = Ro)xs [[<I| (Bn = Bg)xor || + || (B — Rag)xst || -
Let M,,,s denote the multiplication operator by xs/3. By (7.10) - (7.12) we get
I (B = Bo)xor | <II By [ - | Xt (An = Ag) B ||
2
<C | My | (Z (V2 R H) < Cre™.

J=0

(7.21)

It remains to estimate the second term on the right of (7.20). Let ¢ € C*°(R) such that
f(u) =0, if u <2, and f(u) = 1, if u > 3. Define f € C*(Z) by f(u,y) = ¥ (u) and

extend f by zero to a smooth function on X. Then we have
Ry — Ry = (f =1)Ro — Re((Ag + 1d)(f Ro) — 1d).
Observe that
(Ay+1d)(fRy) —Id=f—-142Vf -VRy+ Af - Ry.
Moreover note that (f — 1)xs = 0 if ¢ > 0. Thus

(7.22) (Ry — Ro) xot = (f — 1) - Ro - xot — Ry(2Vf -V Ry x5+ Af - Ro - Xot)
for ¢ > 0. Tt follows from (7.2) that Rg - xs: acts in L?(Z) and preserves the decomposition
(7.3). Moreover || Ro - Xstlrzz) [I=Il Xot - Rolrzz) - Let ¢ € L§(Z). Then Ryp €

L3(Z) N H*(Z) and by (7.4) we obtain
(7.23) I x5 Row < Ce™™" || Row [h< Ce™" | o ||
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On the orthogonal complement L3(Z)*, the kernel of Ry is given by (7.9). Let h € C>°(Z).
Then it follows from (7.9) that

(724) ” h . RO . Xét‘Lg(Z)l ”S Cef5t1/n2/4+1 S Cef&.
Combining (7.23) and (7.24) we obtain
H h - Ro * X6t ”S 067&.

Similar estimations hold for VRy. This proves that the second term on the right hand
side of (7.16) is an integrable function of ¢ € R*. This is condition (4) of Theorem 7.2.
Summarizing we have proved the following theorem.

Theorem 7.7. Let (X, g) be a manifold with cusps and let Ay be defined by (7.2). Let
e >0 and put B(u) = e, u € R. Let h be a complete metric on X such that h N% g.
Then we have

(1) The wave operators Wi (Ap, Ao; J) ezist and are complete.
(2) Ay has no singularly continuous spectrum.

Corollary 7.8. Let g and h be as above. Then the wave operators Wy (Ap, Ay; J) exist
and are complete.

This is a considerable improvement of the result that we get from Theorem 7.1 in this
case.

Remark. Other cases of complete manifolds (M, g) with a sufficiently explicit structure
at infinity can be treated in the same way. This includes, for example, manifolds with
cylindrical ends and asymptotically Euclidean manifolds.

8. 3-EQUIVALENCE AND ANALYTIC CONTINUATIONS OF THE RESOLVENT

In this section we study the existence of an analytic continuation of the resolvent in
weighted L?-spaces. Provided that such a continuation exists, we are able to study the
behavior of the absolutely continuous spectrum under perturbation in more detail. The
method is a modification of the method used in [Mu2].

Definition 8.1. Let B be a Banach space, () C C a domain and F' : 2 — B a meromorphic
function. Let ¥ be a Riemann surface and let 7 : ¥ — C be a ramified covering. A
meromorphic continuation of F' to ¥ is a meromorphic function F : > — B such that

a) There exists §~2~§ 5 such that 7: Q — Q is biholomorphic.
b) Fom=F on Q.

Definition 8.2. Let ¢ be a function of moderate decay and let p € N. By H; ", we denote
the dual space of HY, with respect to the extension of the L2-pairing.



SCATTERING THEORY 43

Lemma 8.3. Let ((u) be a non-increasing continuous function on [1,00) with (u) — 0
as u — oo and let & be a weight function. Then the canonical inclusion j: L§C—1<M> —

H;*(M) is compact.

Proof: It is enough to prove, that the adjoint j* : H} (M) — L?,lC(M) is compact. For
k € N let

O ={reM|C1+d(x,x0)) > 1/k}.
Then each €2, is a compact subset of M. Let P, be the multiplication operator by the
characteristic function of Q4. By Rellich’s lemma, j5*P is compact. For f € Hi (M) we
have

[ r@ps ) de< 1S B
M—Qy, 5

1

Thus 7* P, converges to »* in the operator topology. Hence j* is compact. [

Let 4, p be functions of moderate decay. Then Lj_, (M) C L*(M) and H*(M) C H}(M).
Thus for A € C — [0, 00), the resolvent (A — \)~': L?(M) — H?(M) may be regarded as
a bounded operator

(A=) Lj (M) — H2(M).
Denote by L(L3_, (M), H2(M)) the Banach space of all bounded operators from L3_, (M)
into HE(M ), equipped with the strong operator norm.

Theorem 8.4. Let g, h be complete Riemannian metrics on M with bounded curvature of
order 2. Let 3, 6, ¢ and p be functions of moderate decay on M such that

(8.1) F(x) < Ci(@)p(x)d(2)C(x), @ € M,
and g ~% h. Let Q@ C C — [0,00) be open. Assume that there is a Riemann surface ¥ and
a covering > — ) such that the operator valued function

AE Q= (Ag = N7 € L(L5 (M, g), H) (M, g))
admits an analytic continuation to a meromorphic function

A€ X — Ry(A) € L(Lj- (M, g), Hy(M, g))

with finite rank residues. Then

AeQ (A —N)" e L(Li (M, h),H}(M, h))

also admits a meromorphic continuation to > with finite rank residues.

Proof: By assumption, 372" is bounded. Hence by Corollary 5.3, H*(M, g) and H*(M, h)
are equivalent and therefore, by duality, H2(M, g) and H2(M, h) are also equivalent. Let
A€ C—[0,00). Then

KO = (B = 2714 — A,)
is a bounded operator in L*(M). Moreover Id + K () = (A, —A) "' (A, — \) has a bounded
inverse in L*(M) which is given by

Id+K\) = (A =N HA, = N).
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Thus for A € C — [0, 00) we have
(8.2) (Ap =N =Td+K ) A, =)

By Corollary 4.3 there exists A € C—[0, 00) such that (A, —\)~! extends to a bounded op-
erator in L2(M). By Lemma 4.4 it follows that (A, —X)~" maps L2(M) into H7(M). More-
over by definition Ay — X is a bounded operator of H2(M) to L2(M). Hence (Id +K(X))~!
extends to a bounded operator in H(M). Let p € Q. Then

ld+K(p) = (Id+KN)) = {KQ) = K(n)}

(8:3) = (V) — A= ) (A, — 1) (A, = ) (A - A,).

By Corollary 4.3 we may choose A such that (A, — A\)~! extends to a bounded operator
in Lgc(M ). By duality, and Lemma 4.4, it defines a bounded operator

(Ag - )‘)713 Lgflgfl(M) - Hgflg“%(M)-

Using Lemma 3.6, Lemma 5.2 and the assumption on [, it follows that the operator
(A, — A\) (A — A,) is the composition of the following chain of bounded operators

Ap—A
HY(M) — Wi (M) 5= L0, (M) —

(8.4) o

Liic (M) HZ o (M) 25 L2, (M),

By Lemma 8.3, the inclusion j is a compact. Hence
(Ag = N7 (An = Ag): HY(M) — Li-.(M)

is compact operator. Set

(8.5) Ha(n) = (A= ) Ry(1) 0 (A, = N)M(An = A,), el
Then Hy (i), p € %, is a meromorphic family of compact operators and
(8.6) Id+K(p) = (Id+K(N) {Id — Id+K(N) " Ha(w)} -

It then follows from [St], that (Id+K(u))~! exists except for on a discrete set and is
meromorphic in . Thus, we may define

(5.7) Ba(p) = (14 +K (1) o Ry(p).
By (8.2) this is the desired meromorphic continuation of the resolvent (A, — \)~L. O
Examples.

1) Let M be a surface with cusps. Here by a cusp we mean a half-cylinder [a,00) x S*,
a > 0, equipped with the Poincaré metric y—2(dz? + dy?), and M is a surface with a
complete metric g which in the complement of compact set is isometric to the disjoint
union of finitely many cusps. Let ¢ > 0 and let g € M. Set

(8.8) §(z) i= e @) g M,
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and p = = 4. Then ¢, p, and ( are functions of moderate decay. Let
Q={seC|Re(s)>1/2, s¢ (1/2,1]}.

We consider the resolvent R,(s) = (A, — s(1 — s))~! as a function of s € Q. Then it
follows from [Mu2, Theorem 1] that R(s) admits an analytic continuation to a meromorphic
function on C with values in £(L3_, (M), L3(M)). Using the same method, one can show
that the R,(s) takes values in HZ(M). Now observe that the injectivity radius satisfies
1(z) ~ e @) Let € > 0 and set B(x) = e~ (1+9)4@20)  Choose the constant ¢ > 0 in
(8.8) such that ¢ < €/4. Then f is a function of moderate decay which satisfies (8.1)
with respect to our choice of the functions §, p, and (. Now note that the metric g has
bounded curvature of all orders. Let h be complete metric on M with bounded curvature
of order 2 which satisfies g N% h. Then it follows from Theorem 8.4 that the resolvent
Ru(s) = (Ap — s(1 —5))71, s € Q, also admits a meromorphic extension to C with values
in £L(L2_,(M),H3(M)). We think that the condition on (3 can be weakened.

2) Let M be a manifold with a cylindrical end. This means that M is a complete Riemann-
ian manifold that admits a decomposition M = My Uy (RT x Y) into a compact manifold
My with boundary Y and a half-cylinder (Rt x Y") which is glued to My along the common
boundary Y. The restriction of the metric g of M to the half-cylinder is assumed to be
the product metric. Then ¢ is a metric with bounded geometry, that is, g has bounded
curvature of all orders and the injectivity radius has a positive lower bound. Let Ay be the
Laplacian of Y and let 0 = py < ps < ug < --- be the eigenvalues of Ay. Let ¥ — C be
the Riemann surface to which the square roots A — /X — 1;, 7 € N, extend holomorphi-
cally. Define §, p, and ¢ as in example 1. Then it follows as in [Mu2, Theorem 5| that the
resolvent (A, — \)~! extends from C — [0, 00) to a meromorphic function A € ¥ +— R,(\)
with values in £(L3_, (M), Hi(M)). Now let € > 0, 2o € M, and set

B(z) = e @) g M.

Choose ¢ in the definition of ¢ such that ¢ < €/2. Then (3 satisfies (8.1) with respect to
our choice of the functions ¢, p, and . Let h be a complete metric on M with bounded
curvature of order 2, and suppose that g N% h. Then it follows from Theorem 8.4 that the

resolvent (A, — A)~! also admits a extension from C — [0, c0) to a meromorphic function
A € X — Ry(\) with values in £(L3_,(M), H}(M)).
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