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1 Introduction

The Grothendieck ring of varieties is an important part of current research
in algebraic geometry. For an algebraically closed field k it is defined to
be the ring K0(Vark) that is generated over Z by isomorphism classes of
algebraic k-varieties subject to the relations [X] = [X \ Y ] + [Y ] for closed
subvarieties Y ⊆ X, together with the product over k.

The Grothendieck ring of varieties appeared for the first time as the “K-
group” in Grothendieck’s letter [3] to Serre dated 16 August 1964. Since
then, many facts about this ring have been brought to light. For instance,
several invariants of K0(Vark) (which formally are ring homomorphisms
λ : K0(Vark)→ A) are well-known, such as Euler characteristics [12], Hodge
and Poincaré polynomials [12], and stable birationality classes [10]. Indeed,
Larsen and Lunts [10] proved that varieties are stably birational if and only
if their classes in K0(Vark) are equal modulo the class L of the affine line.

For many theories involving the Grothendieck ring L plays an important
role. Especially the cancellation problem that asks whether L is a zero divi-
sor in K0(Vark) is of particular interest: several statements have been proved
under the assumption that L is not a zero divisor, for instance propositions
on the rationality of smooth cubic fourfolds or the study of certain Fano va-
rieties [6]. Although Poonen [14] showed in 2002 that the Grothendieck ring
is not an integral domain, the cancellation problem remained unresolved. Fi-
nally, in 2014 Borisov [1] succeeded in proving that (contrary to widespread
belief) L is a zero divisor in K0(Vark) for any algebraically closed field k of
characteristic zero.

Another problem that has been open just as long as the cancellation
question is the cut-and-paste problem: given two k-varieties X and Y with
the same class in K0(Vark), is it possible to cut them into finitely many
pairwise disjoint locally closed subvarieties {Xi} resp. {Yi} such that Xi

∼= Yi
for all i?

For some special cases this is known to be true, cf. [12]. Larsen and Lunts
[11, Thm. 3.3] examined the rationality of motivic zeta functions based on
the conjecture that the cut-and-paste problem always has a positive solution.
Nevertheless, Borisov’s proof of L being a zero divisor also entails the neg-
ative solution of the general cut-and-paste problem. The correspondence of
both problems is reasonable especially in view of [12, Rem. 16], which states
that the cut-and-paste problem would have a positive answer for varieties
of dimension two (which still is unrefuted) if L would not be a zero divisor.

This bachelor thesis is dedicated to Borisov’s proof of L being a zero
divisor and the resulting negative solution to the cut-and-paste problem.

To begin with, we will see a couple of useful examples and properties of
the Grothendieck ring. Moreover, we introduce an important technical tool
for constructions in K0(Vark), namely Zariski locally trivial fibrations.
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Section 3 reproduces Borisov’s proof of L being a zero divisor. Using
results from Section 2, we first construct an element in K0(Vark) that anni-
hilates L. In order to show that this element is nonzero, we then introduce
the concept of maximal rationally connected fibrations (MRC-fibrations for
short).

In the final Section 4 we deduce from previous constructions that the
cut-and-paste conjecture fails.

Acknowledgements. I would like to thank my supervisor Daniel Huybrechts
for introducing me to this highly topical subject, and for continuously pro-
viding support. Furthermore, I am deeply grateful to my advisor Stefan
Schreieder, who never got tired of answering every question I brought up to
him. Going beyond his scope of duties, he motivated me not only for the
work on this thesis, but also for other (partly hardly related) fascinations of
algebraic geometry.

German summary. Diese Bachelorarbeit beschäftigt sich mit dem Grothen-
dieck-Ring der Varietäten K0(Vark). Für einen algebraisch abgeschlossenen
Körper k ist er definiert als der Quotient der freien abelschen Gruppe erzeugt
durch Isomorphieklassen von k-Varietäten ausgeteilt nach Relationen [X] =
[X \ Y ] + [Y ] für abgeschlossene Untervarietäten Y ⊆ X; die Multiplikation
ist durch das Faserprodukt über k gegeben.

Die Klasse der affinen Gerade L = [A1] spielt bei vielen Problemen, die
mit dem Grothendieck-Ring in Beziehung stehen, eine wichtige Rolle. Ob-
wohl Poonen [14] 2002 zeigte, dass der Grothendieck-Ring kein Integritäts-
bereich ist, war lange ungeklärt, ob L ein Nullteiler ist. Borisov [1] gelang
es 2014 schließlich zu beweisen, dass L entgegen einiger Vermutungen (vgl.
[6, Conj. 2.7]) tatsächlich ein Nullteiler ist. Sein Beweis erbrachte außerdem
mit geringem zusätzlichen Aufwand die Lösung des cut-and-paste-Problems:
Gegeben seien zwei Varietäten X und Y , deren Klassen in K0(Vark) über-
einstimmen. Ist es möglich, sie in paarweise disjunkte, lokal abgeschlossene
Untervarietäten {Xi}ni=1 bzw. {Yi}ni=1 zu zerlegen, sodass jedes Xi isomorph
zu Yi ist? Borisov [1] bewies, dass dies nicht immer möglich ist.

Zu Beginn dieser Arbeit werden wichtige Beispiele, Aussagen und Ar-
beitsstrategien zur Konstruktion von Gleichungen in K0(Vark) diskutiert.
Der Hauptteil beschäftigt sich dann mit Borisovs Beweis der Aussage, dass
L ∈ K0(Vark) ein Nullteiler ist. Es folgt außerdem ein Beweis der negativen
Lösung des cut-and-paste-Problems.
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2 The Grothendieck ring of varieties

The main aim of this section is to introduce the Grothendieck ring of varieties
and several interesting working methods, particularly the concept of Zariski
locally trivial fibrations. Moreover, we will discuss presentations of classes
in the Grothendieck ring for a couple of examples, such as the Grassmannian
or the general linear group. Most statements will be given with regard to
their application in later sections, whereby we always try to convey an idea
of how to think in the Grothendieck ring.

2.1 Definition and first properties

In this entire Section 2 we take k to be an algebraically closed field.

Definition 2.1. A variety over k (or k-variety) is a reduced and separated
scheme of finite type over k. We denote by Vark the category of k-varieties.

Note that any variety is by definition of finite type over k, hence noethe-
rian and especially quasi-compact.

Definition 2.2. The Grothendieck ring of varieties K0(Vark) is the quotient
of the free abelian group generated by isomorphism classes of k-varieties by
relations

[X] = [X \ Y ] + [Y ] (1)

for any closed subvariety Y ⊂ X; the multiplication is given by the product
of varieties (that is the fibre product).

We observe that the multiplication is well-defined. In particular, the fibre
product X ×k Y of any two varieties X and Y is again a reduced, separated
scheme of finite type over k. Note that this is in general not true over a field
that is not algebraically closed, since the product of reduced schemes over
a non-perfect field k is not necessarily again reduced. Nevertheless, in this
case the multiplication can be defined by the reduction of the product over
k.

It follows immediately from Definition 2.2 that the zero in K0(Vark) is
given by the class of the empty set, and we have 1 = [Spec(k)].

Definition 2.3. We denote by L the class of the affine line A1 in the Gro-
thendieck ring.

For many theories involving the Grothendieck ring (as well as for this
bachelor thesis), L plays an important role. Note that one has Ln = [An] in
K0(Vark).
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As a first easy example we consider the projective space Pn and its
equivalence class in the Grothendieck ring. Considering a standard open
set An ⊂ Pn and its complement Y ∼= Pn−1 we obtain by relation (1) the
description

[Pn] = [An] + [Pn−1] =

n∑
i=0

Li. (2)

The relation (1) is often called scissor relation as we think of cutting a
variety into disjoint subvarieties. In fact, this works not only for closed sub-
varieties and their open complement, but more generally for locally closed
decompositions:

Lemma 2.4. Let X be a k-variety with a finite decomposition X =
⊔
Xi

into pairwise disjoint, locally closed subvarieties Xi ⊂ X. Then in the
Grothendieck ring of varieties one has

[X] =
∑

[Xi].

Proof. We prove the statement by induction on the dimension of X and the
number of irreducible components in X with maximal dimension. The case
dim(X) = 0 is trivial.

Let X =
⋃m
j=1 Zj be the (up to permutation unique) decomposition of X

into irreducible components where Z1 is of maximal dimension. Let η ∈ Z1

be its generic point and i such that η ∈ Xi. Then we have Z1 ⊆ Xi (and
trivially Xi ⊆ Xi is open), hence Xi ∩ Z1 is open in Z1.

We define U := Xi ∩ (X \
⋃
j 6=1 Zj). Then U is non-empty as η ∈ U .

Moreover, X \
⋃
j 6=1 Zj is open in Z1. Hence, U is open in X \

⋃
j 6=1 Zj (using

that Xi ∩ Z1 ⊆ Z1 is open), which in turn is open in X. Therefore, U is a
non-empty open set in X with U ⊆ Xi∩Z1. Using relation (1), we find that

[Xi] = [U ] + [Xi \ U ], [X] = [U ] + [X \ U ]. (3)

Additionally, it holds X \ U = (Z1 \ U) ∪
⋃
j 6=1 Zj = (Xi \ U) t

⊔
j 6=iXj

and dim(Z1 \ U) < dim(Z1). If Z1 is the only irreducible component of
maximal dimension, then dim(X \ U) < dim(X). Otherwise, X \ U has
fewer irreducible components of maximal dimension than X. In both cases
we obtain by induction that [X \ U ] = [Xi \ U ] +

∑
j 6=i[Xj ]. With (3) the

claim follows immediately.

A note on irreducibility. Let X ∈ Vark be a variety with irreducible
components X =

⋃n
i=1Xi. Then in the Grothendieck ring of varieties one

has [
X
]

=
[⋃n−1

i=0 Xi

]
+
[
Xn \

(
Xn ∩

⋃n−1
i=0 Xi

)]
,
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where Vn := Xn \
(
Xn ∩

⋃n−1
i=0 Xi

)
is open in Xn and hence irreducible.

Inductively we can write

[X] =
n∑
i=0

[Vi]

for certain irreducible varieties Vi. Hence, the isomorphism classes of irre-
ducible varieties already generate K0(Vark).

In the literature k-varieties often are defined to be irreducible. After all,
this does not effect the definition and properties of the Grothendieck ring.

Definition 2.5. Varieties X,Y ∈ K0(Vark) are called stably birational if
there exist n,m ≥ 0 such that X×Pn and Y ×Pm are birational. We denote
by SB the multiplicative monoid of stable birationality classes of smooth,
projective, irreducible varieties, where the multiplication is again given by
the product of varieties.

Note that the multiplication is well-defined: let [X] = [X ′] in SB , i.e.
X ×Pn and X ′×Pm are birational for some n,m ≥ 0. Then for any variety
Y also Y × X × Pn and Y × X ′ × Pm are birational, and hence one has
[Y ×X] = [Y ×X ′] in SB if Y is smooth, projective and irreducible.

Proposition 2.6. Let k be algebraically closed with char(k) = 0. There is
a natural isomorphism of rings K0(Vark)/(L) ∼= Z[SB ] where Z[SB ] is the
monoid ring. Under this isomorphism the class of a smooth, projective,
irreducible variety X in the Grothendieck ring is identified with its stable
birationality class.

This Proposition has been proved by Larsen and Lunts [10, Sec. 2] for
k = C; indeed their proof is more generally valid over any algebraically
closed field of characteristic zero.

The statement is very interesting in view of equalities in the Grothendieck
ring: the classes of two smooth, projective, irreducible varieties are equal in
K0(Vark) modulo L if and only if the varieties are stably birational. This will
be used in Section 3 in order to prove that L is a zero divisor in K0(Vark).

2.2 Zariski locally trivial fibrations

The main tool for calculations in the Grothendieck ring of varieties are
Zariski locally trivial fibrations. In this subsection we will see important
definitions, properties and examples that will be frequently used for compu-
tations in Section 3.

Recall that the ground field k is algebraically closed in this section.
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Definition 2.7. A morphism of varieties φ : X → Y is called a Zariski lo-
cally trivial fibration with fibre F ∈ Vark if it fulfills the following property:
for every closed point y ∈ Y there exist a (Zariski) open set y ∈ U ⊆ Y and
an isomorphism φ−1(U) ∼= U × F such that φ corresponds to the projection
onto U .

In the Grothendieck ring Zariski locally trivial fibrations behave like
products. More specifically, the following holds.

Proposition 2.8. For a Zariski locally trivial fibration φ : X → Y with fibre
F it holds in the Grothendieck ring that [X] = [Y ][F ].

Proof. Considering for any y ∈ Y an open neighborhood U like in Definition
2.7 yields a covering of Y . Being a variety, Y is quasi-compact. Hence, we
find a finite covering Y =

⋃n
i=1 Yi of such open subvarieties, i.e. Xi :=

φ−1(Yi) ∼= Yi × F and φ : Xi → Yi corresponds to the projection onto Yi for
all i. We obtain X =

⋃n
i=1Xi and [Xi] = [Yi][F ] for all i.

Let Xr :=
⋃r
i=1Xi and Y r :=

⋃r
i=1 Yi. Since X = Xn and Y = Y n, it is

enough to show that [
Xr
]

=
[
Y r
][
F
]
.

for all r ∈ {1, . . . , n}. By assumption this holds for r = 1. Let it be true
for some r. Since φ : Xi

∼= Yi × F → Yi is the projection for all i, one has
Xr+1 ∩Xr = φ−1(Yr+1 ∩ Y r) ∼= (Yr+1 ∩ Y r)× F . It follows that[

Xr+1
]

=
[
Xr
]

+
[
Xr+1

]
−
[
Xr+1 ∩Xr

]
=
[
Y r
][
F
]

+
[
Yr+1

][
F
]
−
[
Yr+1 ∩ Y r

][
F
]

=
[
Y r+1

][
F
]
.

Inductively this proves the proposition.

Corollary 2.9. Let f ∈ k[Z0, . . . , Zn] be a homogeneous polynomial, Y :=
V (f) ⊆ Pn the corresponding projective variety, and X ⊆ An+1 the affine
cone over Y. Then in K0(Vark) it holds that

[X] = (L− 1)[Y ] + 1.

Note that this is exactly what one would assume: The affine cone over
Y consists, figuratively spoken, of the origin plus an affine line without the
zero over any point of Y .

Proof. Consider the morphism π : X \ {0} → Y mapping a closed point
0 6= (a0, . . . , an) to the line [a0 : . . . : an] ∈ Y containing this point. Then
all fibres are isomorphic to A1 \ {0}.
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For simplicity we may assume that y ∈ Y is contained in the open subset
U := Y ∩ {Z0 6= 0}. Observe that

π−1(U) =
{
a ∈ X \ {0}

∣∣ a0 6= 0, f(a) = 0
}

∼=
(
A1 \ {0}

)
×
{

[a] = [1 : a1 : . . . : an]
∣∣ f(a) = 0

}
=
(
A1 \ {0}

)
× U,

where π|π−1(U) corresponds to the projection onto U . Hence, π is a Zariski
locally trivial fibration. By Proposition 2.8 it follows that [X \ {0}] =
(L− 1)[Y ] and therefore [X] = (L− 1)[Y ] + 1.

Taking f = 0 in Corollary 2.9 it follows
[
An+1 \ {0}

]
=
[
A1 \ {0}

][
Pn
]

even though An+1 \ {0} and
(
A1 \ {0}

)
× Pn are not isomorphic. This ex-

plains why Zariski locally trivial fibrations are very useful for calculations
in K0(Vark): they often make it possible to represent the class of a variety
as a product although the variety itself is not a product.

Example 2.10. The general linear group. We claim that in K0(Vark)
one has [

Glk(n)
]

=
n−1∏
i=0

(
Ln − Li

)
.

Here, the description in the Grothendieck ring is again very figurative: we
understand an invertible matrix as the collection of n linearly independent
vectors in kn. Then the factor (Ln − 1) corresponds to the first (nonzero)
vector, and every other factor (Ln − Li) corresponds to a vector that is not
contained in the span of the previous i − 1 vectors. Despite the fact that
this does not give a global product of varieties, we can prove the equality in
the Grothendieck ring as follows.

Let V := kn with the standard basis e1, . . . , en. We define for r =
1, . . . , n the variety Vr ⊂ An×r to be the set of r-tuples of nonzero linearly
independent vectors in V . We find V1 = An \ {0} and Vn = Glk(n). We
show inductively that [Vr] =

∏r−1
i=0 (Ln − Li), which is trivial for r = 1 and

proves the claim for r = n.
Consider the projection πr : Vr → Vr−1 that forgets the last vector. It

is enough to show that this is a Zariski locally trivial fibration with fibre
An \ Ar−1 since then [Vr] = [Vr−1](Ln − Lr−1).

We define rational functions βi to be the solutions of the r− 1 equations
vrj =

∑r−1
i=1 βivij for formal variables vrj , vij , i, j ≤ r − 1. Then only the

variables vii appear in the denominators of the βi. Hence, the βi are regular
on π−1r (U) for the open set U := {(v1, . . . , vr−1) ∈ Vr−1 | ∀i : vii 6= 0} ⊂ Vr−1
where we write vi =

∑n
j=1 vijej .
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For any (v1, . . . , vr−1) ∈ U, vr ∈ V we define a vector v′r ∈ V with
components

v′rj :=

{
vrj if j ≤ r − 1

vrj −
∑r−1

i=1 βivij if r ≤ j.

Then v′r is contained in 〈e1, . . . , er−1〉 if and only if the βi are solutions
of all n equations vrj =

∑r−1
i=1 βivij , which is the case if and only if vr ∈

〈v1, . . . , vr−1〉. Therefore, we obtain an isomorphism

π−1r (U)
∼−→ U × (An \ Ar−1)

(v1, . . . , vr) 7→ (v1, . . . , vr−1, v
′
r).

Analogously, the fibre over any Uσ := {(v1, . . . , vr−1) ∈ Vr−1 | ∀i : viσ(i) 6= 0},
σ ∈ Sn is isomorphic to Uσ × (An \Ar−1). These sets form an open cover of
Vr−1 and hence πr is a Zariski locally trivial fibration with fibre An \ Ar−1,
which was to be proven.

Remark 2.11. Note that Gl(n) is an irreducible variety: It is the comple-
ment in An×n of the zero locus of the determinant and hence irreducible as
an open subvariety of the (irreducible) affine space.

Example 2.12. The Grassmannian. We take a look at the Grassmannian
G(r, n) for r ≤ n, that is the set of all r-dimensional linear subspaces of kn.
The Grassmannian becomes a projective variety by the Plücker embedding
G(r, n) ↪→ P(Λrkn), where an r-space W = 〈w1, . . . , wr〉 ⊂ kn is mapped to
[w1 ∧ . . . ∧ wr] ∈ P(Λrkn), cf. [7, Lect. 6].

For a vector space V over k of dimension n, we also write G(r, V ) :=
G(r, n). The r-planes in P(V ) correspond to the (r + 1)-dimensional linear
subspaces of V . Hence, the projective Grassmannian variety G

(
r,P(V )

)
:=

G(r + 1, V ) parameterizes the set of r-planes in P(V ).
In the Grothendieck ring the class of the Grassmannian fulfills for 2 ≤

r < n the equation

[G(r, n)] = [G(r, n− 1)] + Ln−r[G(r − 1, n− 1)]. (4)

This can be seen by taking a fixed hyperplane H := kn−1 ⊂ kn. Then
W ∈ G(r, n) either is contained in G(r,H) = G(r, n − 1), or H ∩ W ∈
G(r − 1, n− 1). To examine the latter case, observe that the morphism{

W ∈ G(r, n)
∣∣ W 6⊂ H} → G(r − 1, n− 1)

W 7→ W ∩H

is a Zariski locally trivial fibration with fibre An−r (see [13, Prop. 2.1] for a
detailed proof). Applying Proposition 2.8, we obtain equation (4).
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In Section 3 we will repeatedly use the following open covering of the
Grassmannian. For a set of (pairwise distinct) indices I = {i1, . . . , ir} we
consider the open subset

UI :=

W =

〈
ei1 +

∑
j 6∈I

α1jej , . . . , eir +
∑
j 6∈I

αrjej

〉 ∣∣∣∣∣ αij ∈ k
 ⊂ G(r, n),

where {ej} is the standard basis of kn. In other words, UI is the set of
r-spaces W = 〈w1, . . . , wr〉 such that ěi1 ∧ . . .∧ ěir(w1 ∧ . . .∧wr) 6= 0. Then
UI ∼= Ar(n−r). Moreover, these open sets form a finite open cover of G(r, n).
Since the UI are irreducible and their pairwise intersection is non-empty, the
following lemma immediately implies that the Grassmannian is irreducible
with dim

(
G(r, n)

)
= dim(UI) = r(n− r).

Lemma 2.13. Let X be a topological space with a finite decomposition X =⋃
Ui into irreducible, open subsets such that Ui ∩ Uj 6= ∅ for all i, j. Then

X is irreducible.

Proof. Let X1, X2 ⊆ X be closed such that X = X1 ∪ X2. Then Ui =
(Ui ∩X1) ∪ (Ui ∩X2), and Ui ∩Xj is closed in Ui for all i, j. Since the Ui
are irreducible, we obtain Ui ⊆ X1 or Ui ⊆ X2 for each i.

Assume that U1 ⊆ X1. Then clearly U1 ∩ Uj ⊆ X1 for all j. Moreover,
U1 ∩Uj is non-empty by assumption and hence dense in Uj . Therefore, one
has Uj ⊆ X1 for all j, which immediately implies X = X1. Thus, X is
irreducible, which was to be proven.

3 The cancellation problem

With the theoretical foundations from Section 2, we will now examine the
cancellation problem which asks whether L = [A1] is a zero divisor in the
Grothendieck ring. Contrary to expectations of Galkin and Shinder [6, Conj.
2.7], Borisov [1] proved that this is true over any algebraically closed field k
of characteristic zero.

In this section we elaborate on his construction of an element inK0(Vark)
that annihilates L. The proof of this element being nonzero is based on the
concept of maximal rational connected fibrations and will be discussed in
Subsection 3.3.

3.1 The construction

In this subsection we take k to be algebraically closed with char(k) = 0. We
compute an equation in K0(Vark) from which results that L is a zero divisor.
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Notations 3.1. Consider the vector space V = k7. One has a canonical
linear map Λ2V ∨ ↪→ Homk(V, V

∨), which is given as follows. For a skew
form ω ∈ Λ2V ∨ we look at the linear map k → Λ2V ∨, a 7→ aω. Tensoring
with V then yields

V → (Λ2V ∨)⊗ V ↪→ V ∨ ⊗ V ∨ ⊗ V → V ∨.

Whenever we speak of the rank resp. the kernel of a skew form ω, we
refer to the rank resp. the kernel of the corresponding linear map V → V ∨.

Let now {e1, . . . , e7} be the standard basis of V , and let {ě1, . . . , ě7} be
the corresponding dual basis of V ∨. For v ∈ V , we denote by v̌ the image
of v in V ∨ under the isomorphism ei 7→ ěi. This notation will be used
throughout this section.

With this fixed basis, we can describe the linear map corresponding to
a totally decomposable form ω = v̌1 ∧ v̌2 as

ω : V → V ∨, v 7→ v̌1(v) · v̌2 − v̌2(v) · v̌1.

Note that the 7 × 7-matrix describing the linear map corresponding to an
arbitrary ω is skew symmetric.

It will always be clear from the context whether we refer to ω as a linear
map V → V ∨ or as a bilinear map Λ2V → k.

Lemma 3.2. A nonzero skew form ω ∈ Λ2V ∨ is totally decomposable if and
only if its rank is two.

Proof. Let 0 6= ω be totally decomposable, i.e. ω = v̌1 ∧ v̌2 for linearly
independent vectors v1, v2 ∈ V , where we denote by v̌j the image of vj
under the isomorphism V ∼= V ∨, ei 7→ ěi like before. We can complete
v1, v2 to a basis v1, . . . , v7 of V such that v̌1(vj) = v̌2(vj) = 0 for all j ≥ 3.
Then Ker(ω) = 〈v3, . . . , v7〉 and hence rk(ω) = 2.

Conversely, let ω ∈ Λ2V ∨ with rk(ω) = 2. Choose a basis v1, . . . , v7 of
V such that Ker(ω) = 〈v3, . . . , v7〉 and v̌i(vj) = δij for all i, j. We write
ω =

∑
i<j ωij v̌i ∧ v̌j . Then we have

0 = ω(vk) =
∑
i<j

ωij
(
v̌i(vk) · v̌j − v̌j(vk) · v̌i

)
=
∑
k<j

ωkj v̌j −
∑
i<k

ωikv̌i

for all k ≥ 3. Since v̌1, . . . , v̌7 are linearly independent, we obtain ωik =
ωkj = 0 for all k ≥ 3, i < k < j. Hence, we find ω = ω12v̌1 ∧ v̌2, i.e. ω is
totally decomposable.

Essential elements of Borisov’s construction are two particular varieties
XW and YW that will prove themselves to be Calabi–Yau threefolds. Let

11



W ⊂ Λ2V ∨ be a seven-dimensional linear subspace. We define XW to be
the subvariety of the Grassmannian G(2, V ) given by

XW :=
{
T ∈ G(2, V )

∣∣ ∀ω ∈W : ω|T = 0
}
.

Here, we interpret a plane T = 〈t1, t2〉 ∈ G(2, V ) via the Plücker embedding
as the element [t1 ∧ t2] ∈ P(Λ2V ) like in Example 2.12. Then ω|T = 0
translates into ω(t1 ∧ t2) = 0.

Let Pf (V ) denote the Pfaffian variety of V , that is

Pf (V ) :=
{

[ω] ∈ P(Λ2V ∨)
∣∣ rk(ω) < 6

}
.

We define YW to be the subvariety

YW := Pf (V ) ∩ P(W ) ⊂ P(Λ2V ∨).

Remark 3.3. A matrix has rank r if and only if there exists a non-zero
r× r minor while all larger minors are zero. Moreover, the rank of any skew
symmetric matrix over a field k with char(k) 6= 2 is even. Therefore, any
[ω] ∈ YW is of rank two or four. Furthermore, the Pfaffian is the zero locus
of all 6 × 6 minors and as such indeed a projective variety. Note that by
construction also XW and YW are projective varieties.

Lemma 3.4. For a general choice of W and ω ∈W one has

rk(ω) =

{
4 if [ω] ∈ YW
6 if [ω] ∈ P(W ) \ YW .

Proof. Consider the subset W of the Grassmannian defined by

W :=
{
W ∈ G(7,Λ2V ∨)

∣∣ ∀ω ∈W, ω 6= 0: rk(w) > 2
}
.

Since the Grassmannian is irreducible (see Example 2.12), it is enough to
show thatW is a non-empty open subvariety of G(7,Λ2V ∨), as the assertions
immediately follow for any W ∈ W.

We denote by Z the closed subvariety in Λ2V ∨ ∼= k21 of skew symmetric
two-forms of rank less or equal two. Then W is the locus of 7-planes that
intersect trivial with Z.

Consider the incidence variety

Σ :=
{(

P(W ), [ω]
)
∈ G

(
6,P(Λ2V ∨)

)
× P(Λ2V ∨)

∣∣∣ ω ∈W}
with the natural projections π1 : Σ→ G

(
6,P(Λ2V ∨)

)
and π2 : Σ→ P(Λ2V ∨).

For W = 〈ω1, . . . , ω7〉 the condition ω ∈W is equivalent to ω∧ω1∧. . .∧ω7 =
0, which is a closed condition on G

(
6,P(Λ2V ∨)

)
× P(Λ2V ∨). Hence, Σ is a

projective variety.
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Note that the projection G
(
6,P(Λ2V ∨)

)
× P(Λ2V ∨) → G

(
6,P(Λ2V ∨)

)
is proper by base change. Since Σ is a closed subvariety of this product, π1
is proper as well. Therefore,

π1
(
π−12 (P(Z))

)
=
{
P(W )

∣∣ P(W ) ∩ P(Z) 6= ∅
}

is a closed subvariety in G
(
6,P(Λ2V ∨)

)
. We obtain that

W = G
(
6,P(Λ2V ∨)

)
\ π1

(
π−12 (P(Z))

)
is indeed an open subvariety, where we use the identification G(7,Λ2V ∨) ∼=
G
(
6,P(Λ2V ∨)

)
.

It remains to show that W is non-empty. For this, we observe that Z
is the locus of totally decomposable forms in Λ2V ∨ by Lemma 3.2. Hence,
the projectivization P(Z) is exactly the image of the Plücker embedding
G(2, V ∨) ↪→ P(Λ2V ∨) introduced in Example 2.12. Thus, dim(P(Z)) =
dim

(
G(2, V ∨)

)
= 10.

We know dim
(
P(Λ2V ∨)

)
= 20. Since the intersection of all hyperplanes

H ⊂ P(Λ2V ∨) is empty, there is a hyperplane H not containing P(Z) and
hence fulfilling dim

(
P(Z) ∩ H

)
< dim

(
P(Z)

)
= 10. Inductively, we find a

nine-dimensional plane H ⊂ P(Λ2V ∨) such that P(Z) ∩H = ∅. Therefore,
one has ∅ 6= G(6, H) ⊂ W, which was to be proven.

Proposition 3.5. (cf. [2, Thm. 0.3, Rem. 0.5]) For a general choice of W
the following assertions hold:

(i) Both XW and YW are irreducible, smooth Calabi–Yau threefolds (i.e.
the canonical bundles are trivial).

(ii) The varieties XW and YW are not birational to each other.

From now on we take W to be a general space fulfilling both Lemma 3.4
and Proposition 3.5.

Proposition 3.6. We define the Cayley hypersurface of XW by

H :=
{

(T, [ω])
∣∣ ω ∈W, ω|T = 0

}
⊂ G(2, V )× P(W ).

Then in the Grothendieck ring of varieties one has

[H] = [G(2, V )][P5] + [XW ]L6.

Remark 3.7. Consider T = 〈t1, t2〉 ∈ G(2, V ) with ti =
∑7

j=1 tijej , i = 1, 2,

and ω ∈W ⊂ Λ2V ∨ = 〈ěi∧ ěj | i < j〉 with ω =
∑

i<j λij ěi∧ ěj , λij = −λji.
Then one has

ω|T = 0 ⇔ ω(t1 ∧ t2) = 0 ⇔
∑
i 6=j

t1it2jλij = 0.
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Hence, ω|T = 0 is a linear condition in ω. Moreover, H is indeed a hyper-
surface in G(2, V )× P(W ) as it is described by one equation.

Proof of Proposition 3.6. We consider the projection onto the first factor
π1 : H → G(2, V ). By Remark 3.7 we know that ω|T = 0 is a linear condition
in ω. We obtain for any T ∈ G(2, V ) and the corresponding hyperplane
XT := {[ω] ∈ P(Λ2V ∨) | ω|T = 0} that the fibres of π1 are given by

π−11 (T ) ∼=
(
P(W ) ∩XT

) ∼= {P(W ) = P6 if T ∈ XW , i.e. P(W ) ⊂ XT

P5 if T 6∈ XW .

Since π−11 (XW ) = XW × P(W ) ⊂ H is closed, we obtain[
H
]

=
[
H \

(
XW × P(W )

)]
+
[
XW

][
P6
]
.

It remains to show that π1 : H \
(
XW × P(W )

)
→ G(2, V ) \XW is a Zariski

locally trivial fibration with fibre P5. It then follows by Proposition 2.8 that

[H] =
(
[G(2, V )]− [XW ]

)
[P5] + [XW ][P6]

= [G(2, V )][P5] + [XW ]
(
[P6]− [P5]

)
= [G(2, V )][P5] + [XW ]L6.

Let T̃ ∈ G(2, V )\XW . We construct an open neighborhood of T̃ fulfilling the
condition in Definition 2.7. We may assume for simplicity that T̃ = 〈e1, e2〉
and W = 〈ωk := ěik ∧ ějk | k = 1, . . . , 7〉 for certain indices ik 6= jk where
ω1 = ě1 ∧ ě2. Consider for T̃ the open neighborhood

U :=
{
T ∈ G(2, V ) \XW

∣∣ ω1|T 6= 0
}

=
{
T ∈ G(2, V ) \XW

∣∣ T = 〈t1, t2〉, t11t22 − t12t21 6= 0
}
.

For T = 〈t1, t2〉 ∈ U we always assume that t11t22 − t12t21 = 1 by rescaling
t1 if necessary.

Note that for arbitrary ω =
∑7

k=1 λkωk ∈W and T = 〈t1, t2〉 the condi-
tion ω|T = 0 is equivalent to

ω(t1 ∧ t2) =

7∑
k=1

λk(ěik ∧ ějk)(t1 ∧ t2)

=
7∑

k=1

λk(t1ikt2jk − t1jkt2ik) = 0.

Therefore, the morphism

ϕ : π−11 (U) −→ U × P5

(T, [ω]) 7−→ (T, [λ2 : . . . : λ7])
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is well-defined and bijective: for any (T, [λ2 : . . . : λ7]) ∈ U × P5 we define
λ1 := −

∑7
k=2 λk(t1ikt2jk − t1jkt2ik). Then ω :=

∑7
k=1 λkωk ∈ W fulfills

ω|T = 0, and [ω] is the unique completion of [λ2 : . . . : λ7] with this property.
In fact, ϕ is an isomorphism that respects the projection π1. Hence,

π1 : π−11

(
G(2, V ) \XW

)
→ G(2, V ) \XW

is a Zariski locally trivial fibration with fibre P5, which was to be proven.

Proposition 3.8. Let H̃ ⊂
(
V ×V ×P(W )

)
be the frame bundle of H, that

is the set of triples (v1, v2, [ω]) such that v1, v2 are linearly independent and
fulfill ω(v1, v2) = 0. Then in the Grothendieck ring one has[

H̃
]

=
[
H
][

Gl(2)
]

=
[
H
](
L2 − 1

)(
L2 − L

)
.

Proof. It is enough to show that the projection ϕ : H̃ → H that maps a
triple (v1, v2, [ω]) to the pair

(
〈v1, v2〉, [ω]

)
∈ H is a Zariski locally trivial

fibration with fibre Gl(2).
Considering a point (T = 〈t1, t2〉, [ω]) ∈ H we find its fibre to be

ϕ−1(T, [ω]) =
{

(v1, v2, [ω])
∣∣ T = 〈v1, v2〉

}
=
{

(v1, v2, [ω])
∣∣ ∃A = (aij) ∈ Gl(2) : vi = ai1t1 + ai2t2, i = 1, 2

}
∼= Gl(2).

Note that for this identification with Gl(2) we need the fixed basis t1, t2 ∈ T .
Consider the standard open covering of G(2, V ) from Example 2.12 con-

sisting of sets that are up to permutation of the basis vectors of the form
U :=

{
〈e1 +

∑7
i=3 α1iei, e2 +

∑7
i=3 α2iei〉

∣∣ αji ∈ k} ∼= A10. Then the sets
of the form U ′ := H ∩ (U × P(W )) cover H and we find

ϕ−1(U ′) =
{

(v1, v2, [ω])
∣∣ 〈v1, v2〉 ∈ U, ω(v1, v2) = 0

} ∼= U ′ ×Gl(2). (5)

Here,
(
(T, [ω]), A = (aij)

)
∈ U ′ × Gl(2) is identified with (v1, v2, [ω]), vi =

ai1t1 + ai2t2 where the basis t1, t2 of T is uniquely determined by the de-
scription of U . Moreover, ϕ|ϕ−1(U ′) corresponds to the projection onto U ′

and hence is indeed Zariski locally trivial with fibre Gl(2).

Remark 3.9. Note that the same argument shows that

[G(r, n)][Gl(r)] =
r−1∏
i=0

(Ln − Li) = [Vr],

where Vr ⊂ An×r is the variety of r-tuples of linearly independent vectors
in kn, see Example 2.10. The projection π : Vr → G(r, n) mapping vectors
(v1, . . . , vr) to 〈v1, . . . , vr〉 ∈ G(r, n) is a Zariski locally trivial fibration with
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fibre Gl(r): on the standard open sets U of the Grassmannian we have
π−1(U) ∼= U ×Gl(r) analogously to (5).

Here again, the Grothendieck ring reflects our figurative understand-
ing: for fixed linearly independent vectors v1, . . . , vr ∈ Vr every basis of
〈v1, . . . , vr〉 ∈ G(r, n) is obtained by applying elements of the general linear
group Gl(r).

For a further description of [H̃] in the Grothendieck ring we look at the
projection H̃ → P(W ) mapping (v1, v2, [ω]) to [ω]. Then H̃ is the disjoint
union of the closed preimage of YW ⊂ P(W ), denoted by H̃1, and its com-
plement H̃2, that is the preimage of P(W ) \ YM . Hence, in K0(Vark) one
has [H̃] = [H̃1] + [H̃2].

Proposition 3.10. In the Grothendieck ring the following relation holds:

[H̃1] = [YW ]
(
(L7 − L)(L3 − 1) + (L6 − L)(L7 − L3)

)
.

Proof. Let H̃1,1 be the closed set in H̃1 of all triples (v1, v2, [ω]) such that
v1 ∈ Ker(ω). We denote by H̃1,2 the complement of H̃1,1 in H̃1. Then
[H̃1] = [H̃1,1] + [H̃1,2], hence it is enough to show that the following two
equations hold:

[H̃1,1] = [YW ](L7 − L)(L3 − 1) (6)

[H̃1,2] = [YW ](L6 − L)(L7 − L3). (7)

For (6) we consider the projection

π1,1 : H̃1,1 → X1,1 :=
{

(v1, [ω])
∣∣ 0 6= v1 ∈ V, [ω] ∈ YW , v1 ∈ Ker(ω)

}
that maps (v1, v2, [ω]) to (v1, [ω]). We claim that π1,1 is a Zariski locally
trivial fibration with fibre A7 \ A1.

Let (v1, [ω]) ∈ X1,1. The sets Ui := {(v1, [ω]) ∈ X1,1 | v1i 6= 0} ⊂ X1,1

form an open cover ofX1,1. We may assume for simplicity that (v1, [ω]) ∈ U1,
then a second basis of V is given by v1, e2, . . . , e7. Moreover, (v1, v2, [ω]) is
contained in π−11,1(v1, [ω]) if and only if v2 ∈ V \ 〈v1〉. Hence, for such a

v2 = a1v1 +
∑7

i=2 aiei we have at least one nonzero coefficient ai, i ≥ 2.
Therefore, the vector v′2 :=

∑7
i=1 aiei is contained in V \ 〈e1〉. We find

π−11,1(U1) ∼= U1 × (V \ 〈e1〉), where (v1, v2, [ω]) ∈ π−11,1(U1) is identified with
((v1, [ω]), v′2).

This proves the claim that π1,1 is Zariski locally trivial with fibre A7 \A1

and we obtain by Proposition 2.8 that [H̃1,1] = [X1,1](L7 − L).
We now look at the projection X1,1 → YW . It can be shown that this

in turn is Zariski locally trivial with fibre A3 \ {0}. Indeed, the fibre over
[ω] ∈ YW can be identified with the kernel of ω, which is three-dimensional
by Proposition 3.4. Then equation (6) immediately follows.
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In order to prove equation (7) we claim similarly that the morphism

π1,2 : H̃1,2 → X1,2 :=
{

(v1, [ω])
∣∣ 0 6= v1 ∈ V, ω ∈ YW , v1 6∈ Ker(ω)

}
which again forgets v2 is a Zariski locally trivial fibration with fibre A6 \A1.

We write a skew form ω ∈ Λ2V ∨ as ω =
∑

i<j λij ěi ∧ ěj , λij = −λji as
in Remark 3.7. Let U := {(v1, [ω]) ∈ X1,2 |

∑
i 6=1 λi1v1i 6= 0, v12 6= 0} which

is open in X1,2. Then by Remark 3.7 it follows that for (v1, [ω]) ∈ U, v2 ∈ V
one has

ω(v1, v2) = 0 ⇔
∑
i 6=j 6=1

v1iv2jλij +
∑
i 6=1

v1iv21λi1 = 0

⇔ v21 = − 1∑
i 6=1 λi1v1i

∑
i 6=j 6=1

v1iv2jλij . (8)

We define an injective morphism ϕ : π−11,2(U) → U × A6 by mapping

(v1, v2, [ω]) to
(
(v1, [ω]), (v22, . . . , v27)

)
. Then for an element in U × A6

defining v21 by equation (8) is the unique completion of (v22, . . . , v27) to
a vector v2 ∈ V such that ω(v1, v2) = 0. Moreover, (v1, v2, [ω]) is then
contained in π−11,2(U) if and only if v2 6∈ 〈v1〉, and it is easy to check that
this in turn holds if and only if (v22, . . . , v27) 6∈ 〈(v12, . . . , v17)〉. Hence, the
modified morphism ψ : π−11,2(U) → U × (A6 \ 〈e1〉) that maps (v1, v2, [ω]) to(
(v1, [ω]), (v22, v2jv12 − v22v1j)j>2

)
is an isomorphism (note that this is the

same trick as in the construction of v′rj for r = 2 in Example 2.10).

Analogously, we find π−11,2(Ulm) ∼= Ulm×(A6 \A1) for all open sets Ulm :=
{(v1, [ω]) |

∑
i 6=l λilv1i 6= 0, v1m 6= 0} ⊂ X1,2. These sets form an open cover

of X1,2: By definition one has v1 6∈ Ker(ω) for any (v1, [ω]) ∈ X1,2, and
hence there is an l such that

∑
i 6=l λilv1i 6= 0. Therefore, π1,2 is Zariski

locally trivial with fibre A6 \ A1. We find by Proposition 2.8 that [H̃1,2] =
[X1,2](L6 − L).

Now consider the projection X1,2 → YW . The fibre over any closed point
is isomorphic to V \Ker(ω) ∼= A7 \ A3. It can be shown that this is Zariski
locally trivial and hence equation (7) holds, which was to be proven.

Proposition 3.11. In the Grothendieck ring the following relation holds:

[H̃2] = ([P6]− [YW ])(L7 − L)(L6 − 1).

Proof. The proof is completely analogous to the one of Proposition 3.10.
Splitting up H̃2 into the two subsets H̃2,1, defined by v1 ∈ Ker(ω), and
H̃2,2 := H̃2 \ H̃2,1 one finds that

[H̃2,1] =
(
[P(W )]− [YW ]

)
(L7 − L)(L− 1)

[H̃2,2] =
(
[P(W )]− [YW ]

)
(L6 − L)(L7 − L).
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Here, the only difference from the case in Proposition 3.10 is that a skew
form [ω] ∈ P(W ) \ YW has rank six and hence its kernel is of dimension
one.

Proposition 3.12. In the Grothendieck ring one has the following equality:

[H̃] = [P6](L7 − L)(L6 − 1) + [YW ](L2 − 1)(L− 1)L7.

Proof. This follows directly from [H̃] = [H̃1] + [H̃2] using Proposition 3.10
and 3.11.

Proposition 3.13. The following relation holds in K0(Vark):(
[XW ]− [YW ]

)
(L2 − 1)(L− 1)L7 = 0.

Proof. First note that [P6](L6 − 1) = [P5](L7 − 1) by using equation (2)
and expanding both sides. Moreover, from Remark 3.9 combined with the
description of [Gl(2)] in Example 2.10 one deduces

[G(2, 7)](L2 − 1)(L2 − L) = (L7 − 1)(L7 − L).

Using these two equations and Proposition 3.6 and 3.8, we obtain

[H̃] = [H](L2 − 1)(L2 − L) =
(
[G(2, 7)][P5] + L6[XW ]

)
(L2 − 1)(L2 − L)

= [P5](L7 − 1)(L7 − L) + [XW ](L2 − 1)(L− 1)L7

= [P6](L6 − 1)(L7 − L) + [XW ](L2 − 1)(L− 1)L7.

In view of Proposition 3.12 the claim immediately follows.

Remark 3.14. In fact, the stronger formula ([XW ] − [YW ])L6 = 0 has
been proved by Martin [13], which a few months later was improved to
([XW ]− [YW ])L = 0, see [8]. From each one of these formulas we will obtain
in the following subsection that L is a zero divisor in the Grothendieck ring.

3.2 Maximal rationally connected fibrations

In order to deduce from Proposition 3.13 that L is a zero divisor in the
Grothendieck ring of varieties, we need the concept of maximal rationally
connected fibrations (MRC-fibrations for short). In this subsection we intro-
duce key definitions and give an overview of the required statements. Most
propositions are elaborated by Kollár [9, Chap. IV] or Debarre [4] and will
not be proven here.

We initially take the ground field k to be arbitrary.

Definition 3.15. A variety X is called rationally chain connected if there
exist varieties U and Y with morphisms g : U → Y and u : U → X such that
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(i) g is a flat and proper morphism whose fibres are connected curves and
whose geometric fibres have only rational components,

(ii) the induced morphism u(2) : U ×Y U → X ×X is dominant.

A rationally chain connected variety X is called rationally connected if the
geometric fibres of g are rational curves.

Note that a pair of points (x1, x2) is contained in the image of u(2) if and
only if there exists a y ∈ Y such that x1, x2 ∈ u(Uy). Figuratively speaking,
there is a chain of rational curves (resp. a rational curve) on X connecting
the points x1 and x2. Indeed, the next proposition confirms this notion for
very general points x1, x2 ∈ X.

Definition 3.16. Let X be a variety over an uncountable field k. We say
that a very general point of X has a property P if there exist open dense
subvarieties Ui ⊆ X, i ∈ N such that every point x ∈

⋂
i∈N Ui has the prop-

erty P . Analogously, we say that a collection of very general points in X
has a property Q if every collection of points in a countable intersection of
open dense subvarieties has Q.

Remark 3.17. It is necessary that k is uncountable.
A variety X over k is locally given by Spec(k[z1, ..., zn]/a) for some ideal

a ⊂ k[z1, ..., zn]. If k is countable, then k[z1, ..., zn] is countable as well, and
hence X has only countable many points. Let X = {xi, i ∈ N}, then the
open sets Ui := X \ {xi} fulfill

⋂
i∈N Ui = ∅. Hence, the notion of a very

general point of a variety defined over a countable field makes no sense.

Proposition 3.18. [9, Prop. IV.3.6] Let k be algebraically closed and un-
countable. Then a k-variety X is

(i) rationally chain connected if and only if for very general closed points
x1, x2 ∈ X there exists a connected curve C ⊂ X containing x1 and x2
such that every irreducible component of C is rational,

(ii) rationally connected if and only if for very general closed points x1, x2 ∈
X there exists a rational curve C ⊂ X containing x1 and x2.

Example 3.19. [9, Ex. IV.3.2.6.1] The projective space Pn is rationally con-
nected.

Over an uncountable and algebraically closed field k this immediately
follows from Proposition 3.18 (ii) since any two points in Pn are contained
in a line.

More specifically, we consider the incidence variety

U :=
{

(p, l) ∈ Pn ×G(1,Pn)
∣∣ p ∈ l}
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of lines in Pn over an algebraically closed field k, together with the projec-
tions g : U → G(1,Pn) and u : U → Pn. The fibres of g are isomorphic to
P1
κ(l), hence g fulfills condition (i) in Definition 3.15. Moreover, any two

points in Pn are contained in a line l ⊂ Pn, hence u fulfills condition 3.15(ii).
Therefore, Pn is rationally connected over any algebraically closed field.

Actually, one can define the Grassmannian variety over an arbitrary field
k (analogously to the construction over Z, cf. [5, 5.1.6]). Similar to the above
argument it then follows that Pn is rationally connected.

Definition 3.20. Let X be a normal and proper variety over k.

(i) A rational map π : X 99K Z is called a fibration if it restricts on a dense
open subset X0 ⊂ X to a proper surjective morphism π0 : X0 → Z.

(ii) A fibration π : X 99K Z is called rationally chain connected if the fibres
of π0 are rationally chain connected, and π0∗OX0

∼= OZ .

(iii) A rationally chain connected fibration π : X 99K Z is called maximal
(MRCC-fibration) if it fulfills the following universal property. For all
rationally chain connected fibrations π′ : X 99K Z ′ there exists a unique
rational map τ : Z ′ 99K Z such that π = τ ◦ π′.

Remark 3.21. The condition π0∗OX0
∼= OZ in (ii) can be dropped in char-

acteristic zero, cf. [4, Def. 5.12 and Rem. 1.13].

Theorem 3.22. [9, Thm. IV.5.2] Let X be a normal proper variety. Then
the MRCC-fibration π : X 99K Z exists and is unique up to birational equiv-
alence.

Idea of proof. Consider the equivalence relation on X where two points
x1, x2 ∈ X are said to be equivalent if they can be connected by a chain of
rational curves in X. We want Z to be some kind of a quotient of X by this
relation. Set theoretically this exists but there is in general no such mor-
phism p : X → Z with all fibres being the equivalence classes of a relation,
see [9, Chap. IV]. Nevertheless, in our case the “quotient” exists on an open
X0 ⊂ X and yields the requested rationally chain connected fibres.

Proposition 3.23. [9, Thm. IV.3.10.3] Let X be a smooth variety over a
field of characteristic zero. Then X is rationally chain connected if and
only if X is rationally connected.

With this given, the main tool for the proof of L being a zero divisor
can now be introduced. Subsequently, we list some facts that will be needed
later.
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Remark and Definition 3.24. Let X be a smooth proper variety over a
field k of characteristic zero, and let π : X 99K Z be its MRCC-fibration
with π0 like in Definition 3.20. We can assume that π0 is smooth using
generic smoothness in characteristic zero (cf. [15, Thm. 25.3.3]). By Propo-
sition 3.23 every fibre of π0 is rationally connected. Therefore, we call π the
maximal rationally connected fibration (MRC-fibration) of X. The base Z
is often denoted by R(X) and is called the MRC-quotient.

Corollary 3.25. Let k be a field of characteristic zero, and let X ∈ Vark be
smooth and proper. Then the MRC-fibration π : X 99K R(X) exists and is
unique up to birational equivalence.

Proposition 3.26. (cf. [9, Compl. IV.5.2.1]) Let X ∈ Vark be a smooth
proper variety over an uncountable field of characteristic zero. Then a ra-
tionally chain connected fibration π : X 99K Z is an MRC-fibration if and
only if it has the following property: If z ∈ Z is a very general point and
C ⊂ X a rational curve with C ∩ π−1(z) 6= ∅, then C is already contained
in the preimage of z.

Proposition 3.27. [9, Thm. IV.5.5] Let k be a field with char(k) = 0. Let
X1, X2 be smooth proper varieties over k with a dominant rational map
fX : X1 99K X2. Denote by πi : Xi 99K Zi their MRC-fibrations. Then there
exists a rational map fZ : Z1 99K Z2 such that π2 ◦ fX = fZ ◦ π1. In partic-
ular, birationality of X1 and X2 implies birationality of Z1 and Z2.

In order to apply MRC-fibrations and their properties to the varieties
XW and YW that have been constructed in Subsection 3.1, we need the no-
tion of uniruled varieties. To relate both concepts, we will use the scheme of
morphisms from P1 to a projective variety. Then we will finally be able to
prove that L is indeed a zero divisor in the Grothendieck ring of varieties.

Definition 3.28. Let X be an integral k-scheme of dimension n. Then X
is called uniruled if there exists a k-scheme Y of dimension n − 1 and a
dominant map P1 × Y 99K X.

Lemma 3.29. [4, Rem. 4.2.2] A variety X is uniruled if and only if there
exist a variety Y , an open subvariety U ⊂ P1×Y with a dominant morphism
e : U → X, and a point y ∈ Y such that U ∩ (P1×{y}) 6= ∅ and e is not the
contraction to a point on this set.

Proposition 3.30. Let X ∈ Vark be smooth, proper and uniruled in char-
acteristic zero. We denote by ωX its canonical bundle. Then one has
H0(X,ωmX ) = 0 for all m > 0.
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Proof. This follows from [9, Cor. IV.1.11] in view of [9, Ex. IV.1.1.6.1].

Remark 3.31. (cf. [4, Sec. 2.1]) Let k be algebraically closed with char(k) =
0. A morphism f : P1 → Pn of degree d corresponds to polynomials F0, . . . , Fn
∈ k[u, v]d that have no nontrivial common zero (here we denote by k[u, v]d ⊂
k[u, v] the homogeneous degree d polynomials in two variables). By Hilbert’s
Nullstellensatz the Fi have no nontrivial common zero if and only if there is
an m ∈ N such that (u, v)m ⊂ (F0, . . . , Fn). This is the case if and only if
the linear map of k-vector spaces

ϕm :
(
k[u, v]m−d

)n+1 −→ k[u, v]m

(G0, . . . , Gn) 7−→
∑

FiGi

is surjective, which in turn holds if and only if there is a nonzero (m + 1)
minor of the matrix Mϕm determining ϕm. Note that the entries of Mϕm are
given by linear combinations of the coefficients of the Fi, hence ϕm being
surjective is an open condition on these coefficients.

Altogether, identifying a morphism f given by polynomials Fi with the
coefficients [F00 : . . . : F0d : F10 : . . . : Fnd] ∈ Pn(d+1), we obtain that

Mord(P1,Pn) :=
⋃
m∈N

{
[F00 : . . . : Fnd] ∈ Pn(d+1)

∣∣ ϕm is surjective
}

parameterizes all degree d morphisms f : P1 → Pn and is a quasi-projective
variety since Mord(P1,Pn) ⊂ Pn(d+1) is open. We denote by

Mor(P1,Pn) :=
⊔
d≥0

Mord(P1,Pn)

the scheme parameterizing all morphisms from P1 to Pn.
Consider a projective variety X ⊂ Pn given by the zero locus of homoge-

neous polynomials Gj . In characteristic zero a polynomial in k[z0, . . . , zn] is
zero if and only if it is zero evaluated at all points z ∈ kn+1. Hence, a mor-
phism f : P1 → Pn maps to X if and only if Gj(F0(u, v), . . . , Fn(u, v)) = 0
is the zero polynomial. This translates into polynomial conditions on the
coefficients of the Fi, hence all morphisms f : P1 → X are given by the
scheme

Mor(P1, X) :=
{
f ∈ Mor(P1,Pn)

∣∣ Gj(F0, . . . , Fn) = 0
}
,

which is the disjoint union of countably many quasi-projective varieties
Mord(P1, X) ⊂ Mord(P1,Pn).

Proposition 3.32. Let X be an irreducible smooth projective variety over
an uncountable algebraically closed field k of characteristic zero. If X is not
uniruled, then its MRC-fibration is given by the identity idX : X → X.
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Proof. We claim that a very general point of X is not contained in a rational
curve C ⊂ X. Then by the criterion for MRC-fibrations 3.26 it follows
immediately that the identity is the MRC-fibration of X.

Note that the case dim(X) = 0 is trivial. Therefore, we may assume
dim(X) ≥ 1.

Assume that a very general point of X is contained in a rational curve
C ⊂ X. Consider the evaluation map

ϕ : P1 ×Mor(P1, X)→ X,

whose image contains every rational curve on X. By assumption, a very
general point of X is contained in⋃

d>0

ϕ
(
P1 ×Mord(P1, X)

)
⊂ ϕ

(
P1 ×Mor(P1, X)

)
.

We denote by Vd the closure of ϕ
(
P1×Mord(P1, X)

)
in X. Suppose that

all Vd are proper closed subsets of X for d > 0. Then X \
(⋃

d>0 Vd
)

contains
a very general point x of X. Since x is contained in a rational curve in X,
one has x ∈

⋃
d>0 Vd, which is a contradiction. Therefore, we obtain Vd = X

for some d > 0, and hence the restriction

ϕd : P1 ×Mord(P1, X)→ X

is dominant. Note that ϕd is a morphism of varieties, whereas ϕ is only a
morphism of schemes.

Since d > 0, the evaluation morphism does not contract sets of the form
P1×{f} ⊂ P1×Mord(P1, X). Hence, Lemma 3.29 implies that X is uniruled
by choosing U := P1 ×Mord(P1, X) and e = ϕd. This is a contradiction to
the assumption and hence proves the claim.

3.3 The main theorem

The goal of this subsection is to prove that L is a zero divisor in the
Grothendieck ring of varieties. With the notion of MRC-fibirations from
the previous subsection, we can now deduce this result from Proposition
3.13.

Theorem 3.33. Let k be an algebraically closed field of characteristic zero.
Then L is a zero divisor in the Grothendieck ring of k-varieties.

Proof. Recall that we know from Proposition 3.5 that XW and YW are
projective (and hence proper), irreducible, smooth Calabi–Yau threefolds.
By Proposition 3.13 it is enough to show that in K0(Vark) one has

α :=
(
[XW ]− [YW ]

)
(L2 − 1)(L− 1) 6= 0.
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As a first step, we prove the theorem under the additional assumption
that k is uncountable.

Assume that α is zero in the Grothendieck ring. Then it is also zero
modulo L and hence [XW ] = [YW ] modulo L. By Proposition 2.6 it follows
that XW and YW are stably birational. Since they are of the same dimension,
there exists an m ≥ 0 such that XW × Pm and YW × Pm are birationally
equivalent.

We denote by ωXW
the canonical bundle of XW like before. As XW is a

projective Calabi–Yau variety, one has

H0(XW , ω
m
XW

) = H0(XW ,OXW
) = k

for all m > 0. We obtain by Proposition 3.30 that XW is not uniruled.
Therefore, its MRC-fibration is the identity morphism, and a very general
point of XW is not contained in a rational curve, see Proposition 3.32.

We claim that the MRC-fibration of XW ×Pm is given by the projection
π : XW ×Pm → XW . Since π is proper and all fibres are isomorphic to Pm, π
is a rationally chain connected fibration. Let now x ∈ XW be a very general
point, which is then not contained in a rational curve. Then any rational
curve C ⊂ XW ×Pm with C∩π−1(x) 6= ∅ is contracted by π. By Proposition
3.26 we obtain that π is the MRC-fibration of XW × Pm as claimed.

Analogously, we obtain that the MRC-fibration of YW is given by the
projection YW ×Pm → YW . From Proposition 3.27 we know that the MRC-
fibration is a birational invariant. Since XW × Pm and YW × Pm are bira-
tionally equivalent, their MRC-quotients XW and YW are birational as well.
This is a contradiction to Proposition 3.5 (ii), which proves the theorem in
the case of k being uncountable.

Let now k be a countable, algebraically closed field of characteristic zero.
We assume α = 0 and obtain that XW × Pm and YW × Pm are birationally
equivalent as before.

Consider a field extension k ⊂ K such that K is algebraically closed
and uncountable, then XW ×k PmK and YW ×k PmK are birational as well. We
denote by X ′W resp. Y ′W the varieties constructed in Subsection 3.1 over the
groud field K. Since these are defined by equations with integral coefficients,
we find X ′W = XW ×k Spec(K) resp. Y ′W = YW ×k Spec(K). Therefore,
X ′W ×K PmK = XW ×k PmK and Y ′W ×K PmK = YW ×k PmK are birationally
equivalent. Since K is uncountable, this yields a contradiction by the first
step and hence proves the theorem.

Remark 3.34. Note that this result equally follows from the stronger for-
mulas stated in Remark 3.14: Assume that [XW ]− [YW ] = 0 in the Grothen-
dieck ring, then Proposition 2.6 again yields that XW and YW are stably
birational. The contradiction follows just like before.
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4 The cut-and-paste problem

Borisov [1] did not only prove that L ∈ K0(Vark) is a zero divisor; his proof
of this theorem also shows with little additional effort that the cut-and-paste
problem stated by Larsen and Lunts [10, Quest. 1.2] has a negative solution.
In this Section we introduce the concept of piecewise isomorphism, present
and discuss the problem and finally reproduce Borisov’s proof of the nega-
tive answer [1, Thm. 2.13] to the cut-and-paste question.

Definition 4.1. Let X,Y ∈ Vark. Then X and Y are piecewise isomor-
phic if there exist decompositions X =

⊔n
i=1Xi and Y =

⊔n
i=1 Yi into locally

closed subvarieties such that Xi
∼= Yi for all i.

Remark 4.2. For two piecewise isomorphic k-varieties X and Y it follows
from Lemma 2.4 that [X] = [Y ]. This leads to the following question.

Cut-and-paste problem 4.3. Let X and Y be k-varieties such that their
classes in K0(Vark) are equal. Are X and Y piecewise isomorphic?

At first sight a positive answer to this question seems to be reasonable
as the only relation (1) on the Grothendieck ring is about decomposing a
variety into subvarieties. On the other hand, embedding varieties X and Y
into a variety Z such that their complements in Z are piecewise isomorphic
implies [X] = [Y ] but does not give any indication whether X and Y are
piecewise isomorphic.

Liu and Sebag [12] showed that the Cut-and-paste problem (for k al-
gebraically closed and of characteristic zero) has a positive answer in the
case of dimension at most one, in the case of smooth connected projective
varieties of pure dimension two, and in the case of varieties that contain
only finitely many rational curves. The general cut-and-paste problem is
of particular interest in view of motivic zeta functions: Larsen and Lunts
[11, Thm. 3.3] showed (for k = C) the irrationality of the zeta function af-
ter inverting L under the assumption that the cut-and-paste problem has a
positive solution. However, contrary to their conjecture Borisov [1] proved
the following.

Theorem 4.4. For an algebraically closed field k of characteristic zero the
cut-and-paste problem has a negative solution.

Proof. This statement follows with little additional effort from Borisov’s
construction [1] that we discussed in Section 3. Using the notation from
Subsection 3.1, we define X := XW ×Gl(2)×A6 and Y := YW ×Gl(2)×A6.
From Proposition 3.13 we obtain the equality [X] = [Y ] in the Grothendieck
ring in view of [Gl(2)] = (L2 − 1)(L2 − L). Moreover, as the product of
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irreducible varieties, X and Y are irreducible.
We assume that the cut-and-paste problem has a positive solution. Then

X and Y are piecewise isomorphic, hence there are locally closed decompo-
sitions X =

⊔n
i=1Xi and Y =

⊔n
i=1 Yi such that ∅ 6= Xi

∼= Yi for all i. We
claim that X and Y are birational. It is enough to show that Xj ⊆ X and
Yj ⊆ Y are open for some j.

Since X is irreducible and X =
⋃n
i=1Xi, one has X = Xj for some j.

As Xj is locally closed, it is the intersection of an open set Uj ⊆ X and a
closed set Vj ⊆ X. Then we already have Vj = X, as X = Xj ⊆ Vj . Hence,
Xj ⊆ X is open. It remains to show that also Yj ⊆ Y is open. This follows
from a look at the dimensions: one has

dim(Yi) = dim(Xi) = dim(X) = dim(Y ),

hence Yi ⊆ Y is dense and thus open, which proves that X and Y are
birational.

Considering an affine, open and hence dense U ⊂ Gl(2)×A6, we obtain
that also XW × U and YW × U are birational. This in turn implies stable
birationality of XW and YW , which is in contradiction to XW and YW not
being birational (analogous to the proof of Theorem 3.33). Hence, the cut-
and-paste problem has indeed a negative solution.
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