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Abstract

We show that the algebras describing blocks of the category of cuspidal
weight (respectively generalized weight) $\mathfrak{sl}_n$-modules are one-parameter
(respectively multi-parameter) deformations of certain Brauer tree alge-
bras. We explicitly determine these deformations both graded and un-
graded. The algebras we deform also appear as special centralizer subal-
gebras of Temperley-Lieb algebras or as generalized Khovanov algebras.
They show up in the context of highest weight representations of the Vi-
rasoro algebra, in the context of rational representations of the general
linear group and Schur algebras and in the study of the Milnor ﬁber of
Kleinian singularities.
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1 Introduction and description of the results

Weight modules, or, more generally, generalized weight modules, play an important role in the representation theory of semisimple complex Lie algebras. One reason for their importance is the fact that if we further assume the (generalized) weight spaces to be finite dimensional, then simple modules can be classified. No doubt, this classification theorem (finally completed by O. Mathieu in [Mat]) marks a major breakthrough in the field. Already from the results of S. Fernando ([Fe]) and V. Futorny ([Fu1, Fu2]) it was known that simple weight modules with finite dimensional weight spaces fall into two types:

- the so-called cuspidal modules, that is the ones which are not parabolically induced modules or equivalently on which all root vectors of the Lie algebra act bijectively ([Mat, Cor 1.4, Cor 1.5]); and

- the simple quotients of generalized Verma modules, parabolically induced from cuspidal modules.

The second type forms the bulk of simple weight modules (and also of the literature on weight modules); they are easy to classify, and their structure and Kazhdan-Lusztig type combinatorics is now relatively well understood, see [MS1], [BFL], [Maz4] and references therein. From [Fe] (see also [Mat, Prop. 1.6]) it is known that cuspidal modules only exist for the Lie algebras $\mathfrak{sl}_n$ (type $A$) and $\mathfrak{sp}_{2n}$ (type $C$), and it is the classification of simple cuspidal modules for these two series of Lie algebras, which was completed by Mathieu in [Mat].

The next natural step is thus to describe and understand the category of cuspidal (generalized) weight modules. In [BKLM] it was shown that for the algebra $\mathfrak{sp}_{2n}$ the category of cuspidal weight modules is semi-simple, hence completely understood. The very interesting rather recent paper [GS] deals with the remaining cases of weight modules and describes blocks of the category of cuspidal weight modules for the algebra $\mathfrak{sl}_n$ in terms of modules over the path algebra of a quiver with relations.

This latter paper has been the inspiration and motivation for our work, but we want to go much further. We first reprove the main result from [GS] by completely different methods, which also allow us to extend it to the category of all generalized weight modules. Moreover, we relate the associative algebras appearing in our description to (multi-parameter) deformations of certain self-injective symmetric algebras. In the case of weight modules we obtain the universal one-parameter deformation of the centralizer subalgebra $A^{n-1}$ for a basic projective-injective module in a block of parabolic category $O$ for $\mathfrak{sl}_n$.

We would like to emphasize that these algebras $A^n$ show up in various other contexts, for instance as subalgebras of Temperley-Lieb algebras, as special examples of generalized Khovanov algebras ([BS1]), as special instances of Brauer
tree algebras ([Ho1]), in the context of highest weight representations of the Virasoro algebra ([BNW]), in the context of rational representations of the general linear group and Schur algebras ([Xi]), in the study of the Milnor fiber of Kleinian singularities ([KhSe]), as a convolution algebra ([SW]) etc. It would be interesting to know which role our deformations play in these different contexts.

Our main results are then the following: let $\mathcal{C}, \mathcal{C}'$ be the category of finitely generated, cuspidal, weight (respectively generalized weight) $\mathfrak{sl}_n$-modules (for $n \geq 2$ fixed).

**Theorem 1.**

(i) Every non-integral or singular block of $\mathcal{C}$ is equivalent to the category of finite dimensional $\mathbb{C}[[x]]$-modules.

(ii) Every non-integral or singular block of $\mathcal{C}'$ is equivalent to the category of finite dimensional $\mathbb{C}[[x_1, x_2, \ldots, x_n]]$-modules.

(iii) For $n > 2$ every integral regular block of $\mathcal{C}$ is equivalent to the category of finite dimensional modules over a flat one-parameter deformation of $A^{n-1}$ which is non-trivial as infinitesimal deformation, where $A^{n-1}$ is the path algebra of the following quiver with $n-1$ vertices

modulo the relations $a_{i+1}a_i = 0 = b_1b_{i+1}$ and $b_ia_i = a_{i-1}b_{i-1}$ (whenever the expression makes sense) in the case $n > 3$ and $a_1b_1a_1 = 0 = b_1a_1b_1$ in the case $n = 3$. The path length induces a non-negative $\mathbb{Z}$-grading on $A^{n-1}$. Then the deformation in question is the unique (up to rescaling of the deformation parameter) non-trivial graded one-parameter deformation of $A^{n-1}$. This deformation is the completion of a Koszul algebra with respect to the graded radical.

(iv) For $n > 2$ every integral regular block of $\mathcal{C}'$ is equivalent to the category of finite dimensional modules over a flat $n$-parameter deformation of $A^{n-1}$.

The associative algebra of this deformation is isomorphic to the completed tensor product of the deformation described in the previous claim (iii) and the algebra $\mathbb{C}[[x_2, x_3, \ldots, x_n]]$.

A description of blocks of the category of cuspidal (generalized) weight modules for the Lie algebra $\mathfrak{sp}_{2n}$ was obtained recently in [MS2]. This and Theorem 1 complete the description of cuspidal generalized weight modules for semisimple Lie algebras.

The paper is organized as follows: Section 2 contains preliminaries on cuspidal modules. In Section 3 we prove the first two assertions of Theorem 1, that is we describe all singular and non-integral blocks of the category of cuspidal (generalized) weight modules. In Section 4 we show that regular blocks are described by deformations of the algebra $A^{n-1}$ over the algebra describing the singular blocks. Finally, in Section 5 we describe the (graded and ungraded) deformation theory of these associative algebras in detail. We first give a summary of basic results on multi-parameter deformations of associative algebras (Subsections 5.1-5.5, this part is completely independent from the Lie theory) and then use it in Subsections 5.6 to complete the proof of the main theorem.
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2 Preliminaries on cuspidal modules

All algebras and categories in this paper are assumed to be over the field $\mathbb{C}$ of complex numbers. All functors are additive and $\mathbb{C}$-linear. All unspecified homomorphisms and tensor products are assumed to be over $\mathbb{C}$. We denote by $\mathbb{N}$ and $\mathbb{Z}_+$ the set of positive and nonnegative integers, respectively.

In this section we collect all necessary preliminaries on (generalized) weight modules and cuspidal modules. Note that our setup of generalized weight modules is more general than the setup of [GS] which does not allow us to refer to the setup of [GS] in a straightforward way (despite of the fact that the intersection of this introductory chapter with the introductory chapter of [GS] is substantial). Moreover, our arguments require some other techniques, in particular, that of Gelfand-Zetlin modules, which is described at the end of this section.

2.1 Weight and generalized weight $\mathfrak{sl}_n$-modules

Fix $n \in \{2, 3, \ldots \}$ and consider the complex Lie algebra $\mathfrak{gl}_n$ spanned by the matrix units $e_{i,j}$, $i,j = 1,2,\ldots,n$. Let $\mathfrak{g} := \mathfrak{sl}_n$ be the Lie subalgebra of matrices with trace zero. We have the standard triangular decomposition $\mathfrak{g} = \mathfrak{n}_- \oplus \mathfrak{h} \oplus \mathfrak{n}_+$ of $\mathfrak{g}$, i.e. the decomposition into a sum of strictly lower triangular, diagonal and strictly upper triangular matrices. Let $\Delta \subset \mathfrak{h}^*$ be the set of roots of $\mathfrak{g}$ and $\rho$ the half-sum of all positive roots. If $\alpha \in \Delta$ then $\mathfrak{g}_\alpha$ denotes the root space of $\mathfrak{g}$ corresponding to $\alpha$. Let $W$ denote the Weyl group of $\Delta$. In the following $W$ will act on $\mathfrak{h}^*$ via the dot action defined by $w \cdot \lambda = w(\lambda + \rho) - \rho$.

For $i = 1,\ldots,n-1$ let $\alpha_i$ be the simple (positive) root with the coroot $h_i = e_{i,i} - e_{i+1,i+1} \in \mathfrak{h}^*$, and let $s_i$ be the corresponding simple reflection in $W$. For $\lambda \in \mathfrak{h}^*$ and $i \in \{1,2,\ldots,n-1\}$ set $\lambda_i = \lambda(h_i)$. An element $\lambda \in \mathfrak{h}^*$ is called a weight. It is integral provided that all $\lambda_i$’s are integers. It is singular, if the cardinality of the stabilizer $W_\lambda$ of $\lambda$ is at least two; it is regular otherwise.

A $\mathfrak{g}$-module $M$ is called a weight module or a generalized weight module if $M = \oplus_{\lambda \in \mathfrak{h}^*} M_\lambda$ or $M = \oplus_{\lambda \in \mathfrak{h}^*} M^\lambda$, respectively, where

$$M_\lambda := \{v \in M \mid hv = \lambda(h)v \text{ for all } h \in \mathfrak{h}\},$$

$$M^\lambda := \{v \in M \mid (h - \lambda(h))^k v = 0 \text{ for all } h \in \mathfrak{h} \text{ and } k \gg 0\}.$$

Here $\lambda$ is called a weight of $M$ with weight space $M_\lambda$ and generalized weight space $M^\lambda$. Obviously, every weight module is a generalized weight module, whereas the converse need not to be true. However, from the defining relations for $\mathfrak{g}$ it follows that every simple generalized weight module is in fact a weight module. Note that $M_\lambda \subset M^\lambda$, moreover, $M_\lambda \neq 0$ if and only if $M^\lambda \neq 0$. The
set \( \text{supp}(M) := \{ \lambda \in \mathfrak{h}^* \mid M_\lambda \neq 0 \} \) is called the support of \( M \). A weight module \( M \) is called pointed provided that \( \dim M_\lambda = 1 \) for some \( \lambda \) (for indecomposable cuspidal modules the latter is equivalent to the requirement \( \dim M_\lambda \leq 1 \) for all \( \lambda \)). In the following we want to assume (following [Mat]) that all (generalized) weight spaces are finite dimensional. For examples of simple weight modules with infinite dimensional weight spaces we refer to [DFO].

From now on: all generalized weight spaces are assumed to be finite dimensional.

If \( M \) is a simple weight \( \mathfrak{g} \)-module, then there exists \( \lambda \in \mathfrak{h}^* \) such that \( \text{supp}(M) \subset \lambda + \mathbb{Z}\Delta \) (in fact, for the latter it is enough to assume that \( M \) is indecomposable). If \( \text{supp}(M) = \lambda + \mathbb{Z}\Delta \), the \( M \) is called a dense module. By [DMP], if \( M \) is a simple dense module, then each nonzero element of any \( \mathfrak{g}_\alpha, \alpha \in \Delta \), acts bijectively on \( M \). Hence any simple dense module is cuspidal (in the sense as defined in the introduction). Obviously, every simple cuspidal \( \mathfrak{g} \)-module is dense.

Both categories \( \mathcal{C} \) and \( \hat{\mathcal{C}} \), defined in the introduction, are abelian categories and \( \mathcal{C} \) is a full subcategory of \( \hat{\mathcal{C}} \). Moreover, \( \mathcal{C} \) and \( \hat{\mathcal{C}} \) have the same simple objects, namely simple cuspidal modules, which we are going to describe in the next subsection.

### 2.2 Classification of simple cuspidal (dense) \( \mathfrak{sl}_n \)-modules

Let \( U = U(\mathfrak{g}) \) denote the universal enveloping algebra of \( \mathfrak{g} \) with center \( Z \). For \( \lambda \in \mathfrak{h}^* \) let \( L(\lambda) \) be the simple highest weight module with highest weight \( \lambda \), and \( \chi_\lambda : Z \to \mathbb{C} \) the algebra homomorphism (i.e. the central character), which defines the (scalar) action of \( Z \) on \( L(\lambda) \) (see e.g. [Di, Chapter 7]). Denote by \( C_{\text{dom}} \) the closure of the dominant Weyl chamber with respect to the dot-action. Then there is a natural bijection between elements in \( C_{\text{dom}} \) and algebra homomorphisms \( \chi : Z \to \mathbb{C} \), given by \( C_{\text{dom}} \ni \lambda \mapsto \chi_\lambda \). The action of \( Z \) preserves all (generalized) weight spaces and hence is locally finite on all modules \( M \in \hat{\mathcal{C}} \). This gives a natural decomposition

\[
\hat{\mathcal{C}} = \bigoplus_{\lambda \in C_{\text{dom}}} \hat{\mathcal{C}}_\lambda,
\]

where \( \hat{\mathcal{C}}_\lambda \) denotes the full subcategory of \( \hat{\mathcal{C}}_\lambda \), consisting of all modules \( M \) such that \( (z - \chi_\lambda(z))^k m = 0 \) for all \( m \in M, z \in Z \) and all \( k \gg 0 \). This decomposition induces the decomposition \( \mathcal{C} = \bigoplus_{\lambda \in C_{\text{dom}}} \mathcal{C}_\lambda \), where \( \mathcal{C}_\lambda = \mathcal{C} \cap \hat{\mathcal{C}}_\lambda \). By [Mat, Section 8], the category \( \hat{\mathcal{C}}_\lambda \) is nonzero in precisely the following cases:

(I) \( \lambda \) is regular, non-integral, and the set \( \{ j \mid \lambda_j \notin \mathbb{Z}_+ \} \) coincides either with \( \{1\} \) or \( \{n-1\} \) or with \( \{i, i+1\} \) for some \( i \in \{1, 2, \ldots, n-2\} \), moreover \( \lambda_i + \lambda_{i+1} \in \{-1, 0, 1, 2, \ldots\} \) in the latter case;

(II) \( \lambda \) is integral and singular and its stabilizer with respect to the dot action is \( \langle s_i \rangle \) for some \( i \in \{1, 2, \ldots, n-1\} \);

(III) \( \lambda \) is regular and integral.
To describe simple cuspidal modules in each case we need an additional tool from [Mat]. Let \( R \subset \Delta \) be a nonempty set of roots such that
\[
\alpha, \beta \in R \Rightarrow \alpha + \beta \notin \Delta \cup \{0\}.
\]
For every \( \alpha \in R \) we fix a non-zero root vector \( X_\alpha \in \mathfrak{g}_\alpha \). Note that \( X_\alpha X_\beta = X_\beta X_\alpha \) for all \( \alpha, \beta \in R \). Consider the multiplicative subset \( S(R) \) of \( U \), consisting of all elements of the form \( \prod_{\alpha \in R} X_\alpha^{m_\alpha} \), where all \( m_\alpha \in \mathbb{Z}_+ \). The set \( S(R) \) is an Ore subset of \( U \) and hence we have the corresponding Ore localization \( U S(R) \) (note that the localization is independent, up to isomorphism, of the choice of the root vectors). By [Mat, Lemma 4.3] there is a unique polynomial map on \( C^j \) with values in algebra automorphisms of \( U S(R) \), such that in case \( \alpha \) is a tuple of integers we have
\[
\Phi_\alpha^R(u) = \prod_{\alpha \in R} X_\alpha^{-\alpha} \cdot u \cdot \prod_{\alpha \in R} X_\alpha^{\alpha} \quad \text{for all} \quad u \in U S(R).
\]
If \( \varphi \) is an automorphism of some Ring \( \mathcal{R} \) and \( M \) an \( \mathcal{R} \)-module we denote by \( M^\varphi \) the module \( M \) with the \( \mathcal{R} \)-module action twisted by \( \varphi \). Note that every cuspidal module is automatically a \( U S(R) \)-module. Now the main classification result of [Mat] is the following:

**Theorem 2** (Classification theorem). In all cases (I)-(III), any simple module in \( \mathcal{C}_\lambda \) is isomorphic to a module of the form \( (U S(R) \otimes_U L(\mu))^\Phi_\mu^R \) for appropriate \( \mu, x, R \). In cases (I) and (II) it is \( \mu = \lambda \), whereas in case (III) we have \( \mu = w \cdot \lambda \) with \( w \in \{s_1, s_1 s_2, \ldots, s_1 s_2 \cdots s_{n-2} s_{n-1}\} =: W_{\text{short}} \), the set of shortest coset representatives in \( S_{n-1} \setminus S_n \) different from the identity.

In each case the category \( \mathcal{C}_\lambda \) has infinitely many isomorphism classes of simple objects (as the module \( L(\mu)^\Phi_\mu^R \) is generically simple and there are infinitely many \( x \)). To get rid of this problem one can decompose further: for \( \xi \in \mathfrak{h}_+^* / \mathbb{Z} \Delta \) let \( \mathcal{C}_{\lambda, \xi} \) denote the full subcategory of \( \mathcal{C}_\lambda \), which consists of all \( M \) such that \( \text{supp}(M) = \xi \). Then we have the decomposition \( \mathcal{C}_\lambda = \oplus_\xi \mathcal{C}_{\lambda, \xi} \) and the induced decomposition \( \mathcal{C}_\xi = \oplus_\xi \mathcal{C}_{\lambda, \xi} \). From [Mat, Section 11] and Theorem 2 one obtains the following:

**Corollary 3.** (i) In cases (I) and (II), the category \( \mathcal{C}_{\lambda, \xi} \) has at most one isomorphism class of simple modules.

(ii) In case (III) every nonzero \( \mathcal{C}_{\lambda, \xi} \) (and \( \mathcal{C}_{\lambda, \xi} \)) is indecomposable and has exactly \( n - 1 \) isomorphism classes of simple modules, naturally in bijection with \( W_{\text{short}} \).

## 2.3 Reduction to special blocks

As shown in [Mat, Section 11], Corollary 3 describes and indexes blocks (i.e. indecomposable direct summands) of the categories \( \mathcal{C} \) and \( \mathcal{C}_\lambda \). The goal of this paper is to describe associative algebras, whose categories of finite dimensional modules are equivalent to \( \mathcal{C}_{\lambda, \xi} \) or \( \mathcal{C}_{\lambda, \xi} \). In this subsection we reduce this problem to some very special blocks. We would like to start with the following easy but very important observation, which gets rid of the parameter \( \xi \):
Proposition 4. Assume we are in one of the cases (I)-(III) and $\xi_1, \xi_2 \in \mathfrak{h}^*/\mathbb{Z}\Delta$. If $\mathcal{C}_{\lambda, \xi_k}$ is nonzero for $k = 1, 2$ then we have equivalences of categories

$$\mathcal{C}_{\lambda, \xi_1} \cong \mathcal{C}_{\lambda, \xi_2}, \quad \mathcal{C}_{\lambda, \xi_1} \cong \mathcal{C}_{\lambda, \xi_2}.$$  

Proof. Let $R$ be as given by Theorem 2, then $R$ generates $\mathfrak{h}^*$. Choose arbitrary $\nu_i \in \xi_i$, $i = 1, 2$. From the polynomiality of $\Phi_x^R$ it follows that there exists $x$ such that every $h \in \mathfrak{h}$ is mapped by $\Phi_x^R$ to $h + (\nu_2 - \nu_1)(h)$. Indeed, one directly verifies the formula

$$\Phi_x^R(h) = \prod_{\alpha \in R} X_{\alpha}^{-x_{\alpha}} h \prod_{\alpha \in R} X_{\alpha}^{x_{\alpha}} = h + \sum_{\alpha \in R} x_{\alpha} \alpha(h)$$

and then chooses $x$ accordingly (which is possible as $R$ generates $\mathfrak{h}^*$). Such $\Phi_x^R$ thus maps $\mathcal{C}_{\lambda, \xi_1}$ to $\mathcal{C}_{\lambda, \xi_2}$ and is an equivalence with inverse $\Phi_x^R$. As $\Phi_x^R$ maps linear polynomials over $\mathfrak{h}$ to linear polynomials, it restricts to an equivalence from $\mathcal{C}_{\lambda, \xi_1}$ to $\mathcal{C}_{\lambda, \xi_2}$. \qed

Further reduction is given by the following statement, which, in particular, extends [GS, Lemma 2.8] to the situation of generalized weight modules:

Proposition 5. Suppose we are given $\lambda_k$, $k = 1, 2$, in the situation of either of the cases (I)-(III). If $1 - \lambda_2$ is integral, then there are equivalences of categories

$$\mathcal{C}_{\lambda_1} \cong \mathcal{C}_{\lambda_2}, \quad \mathcal{C}_{\lambda_1} \cong \mathcal{C}_{\lambda_2}.$$  

Proof. Assume that we are in case (III) or in case (I). Then the desired equivalence is well-known: it is given by the projective functor (see [BG]) (=translation functor in the sense of [Ja]) $T_{\lambda_1}^{\lambda_2}$, viewed as a functor from $\mathcal{C}_{\lambda_1}$ to $\mathcal{C}_{\lambda_2}$ or as a functor from $\mathcal{C}_{\lambda_1}$ to $\mathcal{C}_{\lambda_2}$, respectively. The same argument applies in case (II) provided that $\lambda_1$ has the same stabilizer as $\lambda_2$. In case the stabilizers are different, we may assume that they are generated by $s_{j_1}$ and $s_{j_2}$ for some $j_1$ and $j_2$ from $1, 2, \ldots, n - 1$. In case $j_2 = j_1 \pm 1$, the equivalence is given by projective functors as in [Ja, 5.9] (see Subsection 4.3 for more details). The general case follows by composing $[j_2 - j_1]$ such equivalences. \qed

Corollary 6. Assume we are given $\mathcal{C}_{\lambda_1}$ of type as in case (I) or (II). Then one can find $\mathcal{C}_{\lambda_2}$ of the same type such that

(a) $\mathcal{C}_{\lambda_1} \cong \mathcal{C}_{\lambda_2}$ and $\mathcal{C}_{\lambda_1} \cong \mathcal{C}_{\lambda_2},$  

(b) all simple modules in $\mathcal{C}_{\lambda_2}$ are pointed.

Proof. By [BL2, Theorem 4.2], every simple cuspidal $\mathfrak{g}$-module is a submodule of a tensor product of a pointed cuspidal module and a finite dimensional module. This implies the existence of some $\lambda_2$ such that simple modules in $\mathcal{C}_{\lambda_2}$ are pointed and the difference $\lambda_1 - \lambda_2$ is integral. Then the claim follows from Proposition 5. \qed
2.4 Realization of pointed cuspidal modules

Here we present a realization of pointed cuspidal modules from [BL1]. For \( \mathbf{a} = (a_1, a_2, \ldots, a_n) \in \mathbb{C}^n \) consider the complex vector space \( \mathcal{N}(\mathbf{a}) \) with the formal basis

\[
\mathcal{V}_b = x_1^{a_1 + b_1} x_2^{a_2 + b_2} \cdots x_n^{a_n + b_n} \mid b_i \in \mathbb{Z} \text{ for all } i, \text{ and } b_1 + b_2 + \cdots + b_n = 0 \].
\]

Then \( \mathcal{N}(\mathbf{a}) \) can be turned into a \( \mathfrak{g} \)-module by restricting the natural \( \mathfrak{gl}_n \)-action in which the matrix unit \( e_{i,j} \) acts as the differential operator \( x_i \frac{\partial}{\partial x_j} \). More precisely, if \( \{\mathbf{e}_i : i = 1, 2, \ldots, n\} \) denotes the standard basis of \( \mathbb{C}^n \), then clearly

\[
\frac{\partial}{\partial x_j} \mathcal{V}_b = (a_j + b_j) \mathcal{V}_{b-\mathbf{e}_j}, \quad \text{and} \quad e_{i,j} \cdot \mathcal{V}_b = (a_j + b_j) \mathcal{V}_{b+\mathbf{e}_j - \mathbf{e}_j}.
\]

These modules exhaust the simple pointed cuspidal ones:

**Theorem 7** ([BL1]). Every simple pointed cuspidal \( \mathfrak{g} \)-module is isomorphic to \( \mathcal{N}(\mathbf{a}) \) for some \( \mathbf{a} \) as above.

Note that (1) defines a cuspidal module if and only if \( a_i \notin \mathbb{Z} \) for all \( i \).

2.5 Connection to associative algebras

The categories \( \mathcal{C}_\lambda, \xi \) and \( \mathcal{C}_\lambda, \xi_+ \) are length categories containing finitely many isomorphism classes of simple objects. Hence by abstract nonsense (see for example [Ga, Section 7]), these categories are equivalent to categories of finite length modules over some complete associative algebras \( \mathcal{D}_\lambda, \xi \) and \( \mathcal{D}_\lambda, \xi_+ \), respectively. The latter algebra is a quotient of the former, since \( \mathcal{C}_\lambda, \xi \) is a subcategory of \( \mathcal{C}_\lambda, \xi_+ \).

We will show that these categories are Ext-finite in the sense that \( \text{Ext}^1(M,N) \) is finite dimensional for any objects \( M \) and \( N \). For \( k \in \mathbb{N} \) we denote by \( \mathcal{C}_\lambda, \xi^k \) the full subcategory of \( \mathcal{C}_\lambda, \xi \) given by all objects with Loewy lengths at most \( k \). Analogously we define \( \mathcal{C}_\lambda, \xi^k_+ \). These categories contain then enough projectives and so are equivalent to module categories over some finite dimensional algebras (the opposite of the endomorphism algebras of a minimal projective generator). The algebras \( \mathcal{D}_\lambda, \xi \) and \( \mathcal{D}_\lambda, \xi_+ \) are then limits of these finite-dimensional algebras corresponding to the directed systems given by the natural inclusions \( \mathcal{C}_\lambda, \xi^k \subset \mathcal{C}_\lambda, \xi^k+1 \) and \( \mathcal{C}_\lambda, \xi^k \subset \mathcal{C}_\lambda, \xi^k_+ \), respectively.

2.6 Gelfand-Zetlin realization

In this subsection we recall the realization of simple cuspidal modules from [Maz2], which uses the Gelfand-Zetlin approach. For \( i \in \{2, 3, \ldots\} \) set \( \mathfrak{g}_i = \mathfrak{sl}_i \), \( \mathcal{C}_i = U(\mathfrak{g}_i) \) and let \( Z_i \) denote the center of \( \mathcal{C}_i \). We consider \( \mathfrak{g}_i \) as a subalgebra of \( \mathfrak{g}_{i+1} \) with respect to the embedding into the left upper corner. Let \( \Gamma = \Gamma_n \) denote the subalgebra of \( \mathcal{U} = U(\mathfrak{g}_n) \) generated by \( \mathfrak{h} \) and all \( Z_i, i \leq n \). The algebra \( \Gamma \) is called the Gelfand-Zetlin subalgebra of \( \mathcal{U} \) ([DFO]). The algebra \( \Gamma \) is a maximal commutative subalgebra of \( \mathcal{U} \) and is isomorphic to the polynomial algebra in \( \frac{n(n+1)}{2} - 1 \) variables (as generators one could use any basis of \( \mathfrak{h} \) and any set of generators for each \( Z_i \), which, in turn, is a polynomial algebra in \( i-1 \) variables). By [Ov, Lemma 3.2], \( \mathcal{U} \) is free both as left and as right \( \Gamma \)-module.
For a \( g \)-module \( M \) and a homomorphism \( \chi : \Gamma \to C \) set
\[
M_\chi = \{ v \in M | (g - \chi(g))^k v = 0 \text{ for all } g \in \Gamma \text{ and } k \gg 0 \}.
\]
The module \( M \) is called a Gelfand-Zetlin module provided that \( M = \bigoplus \chi M_\chi \) and all \( M_\chi \) are finite dimensional. As \( \Gamma \) is commutative and contains \( \mathfrak{h} \), any generalized weight module with finite-dimensional weight spaces, in particular, any module from \( \check{C} \), is obviously a Gelfand-Zetlin module. Conversely, any Gelfand-Zetlin module is weight, but with infinite dimensional weight spaces in general (see \([DFO]\) for details).

A character \( \chi : \Gamma \to C \) is usually described by the corresponding Gelfand-Zetlin tableau, that means an equivalence class of patterns of the form

\begin{align*}
&\begin{array}{cccccc}
m_1 & m_2 & m_3 & \ldots & m_n \\
v_{n-1} & a_{n-1}^{n-1} & a_{n-1}^{n-2} & \ldots & a_{n-2}^{n-2} \\
v_{n-2} & a_{n-2}^{n-2} & a_{n-2}^{n-3} & \ldots & a_{n-3}^{n-3} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
v_2 & a_2 & a_2 & \ldots & a_2 \\
v_1 & a_1 & a_1 & \ldots & a_1 \\
\end{array}
\end{align*}

where entries are complex numbers. Two patterns are in the same equivalence class if they differ by a permutation which only permutes entries inside rows (hence keeps the multiset of entries in each row fixed). Given such a tableau, the corresponding values of \( \chi \) on standard generators of \( \Gamma \) are computed as certain shifted symmetric functions in the entries of the tableau, see \([DFO]\) for details. We will not need these explicit formulae. The number of entries in a tableau exceeds the number of generators of \( \Gamma \) by one. This is due to the fact that the Gelfand-Zetlin combinatorics is usually used for the Lie algebra \( \mathfrak{gl}_n \) (instead of \( \mathfrak{sl}_n \)) where we have an extra central element.

One of the main advantages of Gelfand-Zetlin modules is that many Gelfand-Zetlin modules admit a so-called tableau realization, that is an explicit combinatorial construction in which a basis of the module is indexed by a set of tableaux (defined by imposing some conditions on the entries) and the action of the generators \( e_{i,i+1} \) and \( e_{i+1,i} \) of \( \mathfrak{g} \) is given by the so-called Gelfand-Zetlin formulae, see \([DFO]\), \([Maz1]\), \([Maz2]\) for details. In such a realization the tableaux represents a basis of common eigenvectors for \( \Gamma \) (as mentioned above, the corresponding eigenvalues are computed as certain symmetric functions), and the action of \( e_{i,i+1} \) (resp. \( e_{i+1,i} \)) maps a basis vector corresponding to a tableau \( t \) to a linear combination (with some coefficients) of basis vectors corresponding to tableaux obtained from \( t \) by adding (resp. subtracting) the complex number \( 1 \) to one of the entries in the \( i \)-th row from the bottom. The coefficients can be expressed as certain rational functions in the entries of the \( i \)-th and \((i+1)\)-st (resp. the \( i \)-th and \((i-1)\)-st) rows. Again, we will not need these explicit formulae and refer to \([DFO]\) and \([Maz2]\) for details. The Gelfand-Zetlin formulae have denominators in which all possible differences between entries in the same row (up
to row $n - 1$) occur. Hence a necessary condition for the existence of a tableau realization is that we only use tableaux without multiple entries in the rows 2 to $n - 1$.

Examples of modules that have such a realization include almost all simple cuspidal modules. Choose arbitrary $\mathbf{m} = (m_1, m_2, \ldots, m_n) \in \mathbb{C}^n$ and $\mathbf{x} = (x_1, x_2, \ldots, x_{n-1}) \in \mathbb{C}^{n-1}$ such that $m_i - m_{i+1} \in \mathbb{N}$ for all $i > 1$, $x_i - x_{i+1} \notin \mathbb{Z}$ for all $i$, $x_{n-1} - m_1 \notin \mathbb{Z}$ and $x_i - m_2 \notin \mathbb{Z}$ for all $i$. Let $T(\mathbf{m}, \mathbf{x})$ consist of all tableaux of the form (2) such that the following conditions are satisfied: $y_i - x_i \in \mathbb{Z}$, $a_j - a_j^{-1} \in \mathbb{Z}_+$, $a_j^{-1} - a_j^{-1} + 1 \in \mathbb{N}$, $m_i - a_{i}^{n-1} \in \mathbb{Z}_+$ and $a_i^{n-1} - m_{i+1} \in \mathbb{N}$ whenever the expression makes sense. Let $M(\mathbf{m}, \mathbf{x})$ denote the vector space with basis $T(\mathbf{m}, \mathbf{x})$. Then Gelfand-Zetlin formulae define on $M(\mathbf{m}, \mathbf{x})$ the structure of a cuspidal $\mathfrak{g}$-module ([Maz2]). The vector $\mathbf{m}$ corresponds to $\lambda$. If $\lambda$ is non-integral (i.e. $m_1 - m_2 \notin \mathbb{Z}$) or if $\lambda$ is singular (i.e. $m_1 = m_s$ for some $s > 1$), then the module $M(\mathbf{m}, \mathbf{x})$ is simple. It is pinned provided that $m_i = m_{i+1} + 1$ for all $i > 1$.

For integral regular $\lambda$ (i.e. $m_1 - m_2 \in \mathbb{Z}$, $m_1 \neq m_s$ for all $s > 1$) the situation is slightly more complicated. In this case the module $M(\mathbf{m}, \mathbf{x})$ is always indecomposable. It is simple if only if $m_1 - m_2 \in \mathbb{N}$ or $m_n - m_1 \in \mathbb{N}$. In all other cases this module has length two. Its unique proper submodule is the linear span of all tableaux satisfying the additional condition as follows: Let $s \in \{2, 3, \ldots, n - 1\}$ be such that $m_s - m_1 \in \mathbb{N}$ and $m_1 - m_{s+1} \in \mathbb{N}$. Set $k_1 = m_s$, $k_2 = m_2$, $k_3 = m_3$, \ldots, $k_{s-1} = m_{s-1}$, $k_s = m_1$, $k_{s+1} = m_{s+1}$, \ldots, $k_n = m_n$. In this notation the additional condition reads: $k_i - a_i^{n-1} \in \mathbb{Z}_+$ and $a_i^{n-1} - k_{i+1} \in \mathbb{N}$ whenever the expression makes sense. The quotient has a basis given by all other tableaux.

3 Blocks in cases (I) and (II)

Our main result in this section is the following statement:

**Theorem 8.** Let $\lambda$ be as in case (I) or (II) and $\xi$ be such that $\hat{C}_{\lambda, \xi}$ is nonzero.

(i) The category $\hat{C}_{\lambda, \xi}$ is equivalent to the category of finite dimensional $\mathbb{C}[[x_1, x_2, \ldots, x_n]]$-modules.

(ii) The category $C_{\lambda, \xi}$ is equivalent to the category of finite dimensional $\mathbb{C}[[x]]$-modules.

Theorem 8 says that $\hat{D}_{\lambda, \xi} \cong \mathbb{C}[[x_1, x_2, \ldots, x_n]]$ and $D_{\lambda, \xi} \cong \mathbb{C}[[x]]$. The second statement of Theorem 8 is contained in [GS, Section 5]. For $n = 2$ both statements are true for all $\lambda$ (even for case (III)). This special case is at least partly an unpublished result of P. Gabriel (see [Di, 7.8.16]), and is completely contained in [Dr] (see e.g. [Maz3, Chapter 3] for detailed proofs).

The categories $\hat{C}_{\lambda, \xi}$ (and then also $C_{\lambda, \xi}$) appearing in Theorem 8 contain a unique (up to isomorphism) simple object thanks to Corollary 3. By Corollary 6, we may assume (for the rest of this section) this simple module to be pointed, and so isomorphic to $N(\mathbf{a})$ for some $\mathbf{a} \in \mathbb{C}^n$, as described in Subsection 2.4. We are going to prove claim (i) and then deduce claim (ii) by restriction. We first need some preparation, the actual proof will then finally appear in Subsection 3.3. As an immediate corollary we obtain the following
statement which reproofs (by completely different arguments) and strengthens
[GS, Theorem 4.12].

**Corollary 9.** (i) Let \( L \) be a simple object in \( \hat{\mathcal{C}}_{\lambda, \xi} \) then \( \dim \text{Ext}^1_\mathfrak{g}(L, L) = n \),
in particular, this space is finite dimensional.

(ii) For any \( M, N \in \hat{\mathcal{C}}_{\lambda, \xi} \) we have \( \text{Ext}^1_\mathfrak{g}(M, N) < \infty \).

**Proof.** As \( \hat{\mathcal{C}}_{\lambda, \xi} \) is extension closed in \( \mathfrak{g} \text{-mod} \), claim (i) follows directly from Theorem 8 and the corresponding claim for \( \mathbb{C}[[x_1, x_2, \ldots, x_n]] \). Claim (ii) follows from claim (i) by standard induction on the lengths of \( M \) and \( N \).

3.1 A functor \( F \) from \( \mathbb{C}[[x_1, x_2, \ldots, x_n]] \)-modules to \( \hat{\mathcal{C}}_{\lambda, \xi} \)

Let \( V \) be a finite dimensional \( \mathbb{C}[[x_1, x_2, \ldots, x_n]] \)-module, hence \( x_i \) acts via some endomorphism which we call \( X_i \). For every \( \mathbf{b} \in \mathbb{Z}^n \), \( b_1 + b_2 + \cdots + b_n = 0 \), fix a copy, \( V_{\mathbf{b}} \), of \( V \) and consider the vector space \( FV := \oplus_{\mathbf{b}} V_{\mathbf{b}} \).

**Lemma 10.** The space \( FV \) can be turned into a \( \mathfrak{g} \)-module, where \( e_{i,j} \) acts via \( v \mapsto (X_j + (a_j + b_j)\text{Id}_V)v \in V_{\mathbf{b} + e_i - e_j} \), and \( h_j \) acts via \( v \mapsto (X_i - X_{i-1} + (a_i + b_i - a_{i+1} - b_{i+1})\text{Id}_V)v \in V_{\mathbf{b}} \)

for \( v \in V_{\mathbf{b}} \). Obviously, every \( v \in V_{\mathbf{b}} \) annihilated by all \( X_i \) is a weight vector.

**Proof.** Consider the \( \mathfrak{g} \)-module \( N(\mathbf{a}) \) for \( \mathbf{a} \) as above. Then, for every \( \mathbf{b} \) the defining relations of \( \mathfrak{g} \) (in generators \( e_{i,i \pm 1} \)), applied to \( v_{\mathbf{b}} \), can be written as some polynomial equations in the \( a_i \)'s. Since (1) defines a \( \mathfrak{g} \)-module for any \( \mathbf{a} \), these equations hold for any \( \mathbf{a} \), that is they are actually formal identities. Write now \( X_j + (a_j + b_j)\text{Id}_V = A_j + B_j \), a sum of matrices, where \( A_j = X_j + a_j\text{Id}_V \) and \( B_j = b_j\text{Id}_V \). Note that \( A_j \) and \( B_j \) commute. Now the defining relations for \( \mathfrak{g} \) on \( FV \) reduce to our formal identities and hence are satisfied. The formula for the action of \( h_j \) is obtained by a direct computation.

Let \( V \) and \( V' \) be two finite dimensional \( \mathbb{C}[[x_1, x_2, \ldots, x_n]] \)-modules and let \( f : V \to V' \) be a homomorphism. Then \( f \) extends diagonally to a \( \mathbb{C} \)-linear map \( Ff : FV \to FV' \). As \( f \) commutes with all \( X_i \), the map \( Ff \) commutes with all \( e_{i,j} \) and hence defines a homomorphism of \( \mathfrak{g} \)-modules. As a consequence, \( F \) becomes a functor from the category of finite dimensional \( \mathbb{C}[[x_1, x_2, \ldots, x_n]] \)-modules to the category of \( \mathfrak{g} \)-modules. By construction, \( F \) is exact and faithful.

Furthermore, it sends the simple one-dimensional \( \mathbb{C}[[x_1, x_2, \ldots, x_n]] \)-module to \( N(\mathbf{a}) \), which is an object of \( \hat{\mathcal{C}}_{\lambda, \xi} \). As \( \hat{\mathcal{C}}_{\lambda, \xi} \) is extension closed in \( \mathfrak{g} \text{-mod} \), we get that the image of \( F \) belongs to \( \hat{\mathcal{C}}_{\lambda, \xi} \). Hence we have a functor from the category of finite dimensional \( \mathbb{C}[[x_1, x_2, \ldots, x_n]] \)-modules to \( \hat{\mathcal{C}}_{\lambda, \xi} \).

Let \( \mu_{\mathbf{b}} \) denote the weight of \( v_{\mathbf{b}} \). Note that \( \mathbf{b} \neq \mathbf{b}' \) implies \( \mu_{\mathbf{b}} \neq \mu_{\mathbf{b}'} \). It follows that \( V_{\mathbf{b}} \) is the generalized weight space of \( FV \) of weight \( \mu_{\mathbf{b}} \). If \( \varphi : FV \to FV' \) is a \( \mathfrak{g} \)-homomorphism, it must preserve the weight spaces and hence it induces a linear map \( f : V \to V' \) (on the component with \( \mathbf{b} = 0 \)). As \( \varphi \) commutes with all \( h_i \), the map \( f \) commutes with all operators \( X_i - X_{i+1} \). As \( \varphi \) commutes with the element \( C = (h_1 + 1)^2 + 4e_{21}e_{12} \), the map \( f \) commutes with the operator \( ((a_1 + a_2 + 1)\text{Id}_V + X_1 + X_2)^2 \) and thus with all polynomials in this operator. If \( a_1 + a_2 \notin \mathbb{Z} \), which is may assume by Proposition 4, then the latter operator...
is invertible and we get that $f$ commutes with the polynomial square root of it and hence with $X_1 + X_2$. This implies that $f$ commutes with all $X_i$. Therefore $\varphi = Ff$ and thus the functor $F$ is full.

To prove that $F$ is an equivalence, we are left to show that it is dense (i.e. essentially surjective). We first consider the case $n = 3$.

### 3.2 Commutativity of $D_{\lambda,\xi}$ and $\hat{D}_{\lambda,\xi}$ for $\mathfrak{sl}_3$

In this subsection we assume that $\mathfrak{g} = \mathfrak{sl}_3$ and prove the following statements:

**Proposition 11.** The algebras $D_{\lambda,\xi}$ and $\hat{D}_{\lambda,\xi}$ are commutative.

**Corollary 12.** Let $U_0$ denote the centralizer of $h$ in $U$, $x, y \in U_0$, $M \in \hat{\mathcal{C}}_{\lambda,\xi}$ and $m \in M$. Then we have $x(y(m)) = y(x(m))$.

**Corollary 13.** Let $L$ be a simple object in $\hat{\mathcal{C}}_{\lambda,\xi}$ then $\dim \text{Ext}^1_{\mathfrak{g}}(L, L) < \infty$.

Consider the subalgebra $\Gamma$ of $U$ as defined in Subsection 2.6. If $M$ is a weight $\mathfrak{g}$-module, then every $M^\mu$ becomes a finite dimensional $\Gamma$-module. For the category $\Gamma$-mod of finite dimensional $\Gamma$-modules we have the usual decomposition

$$\Gamma\text{-mod} \cong \bigoplus_{\chi: \Gamma \to \mathbb{C}} \Gamma_\chi\text{-mod},$$

where $\Gamma_\chi\text{-mod}$ denotes the full subcategory of $\Gamma\text{-mod}$, which consists of all $M$ annihilated by some power of $\text{Ker}(\chi)$. The category $\Gamma_\chi\text{-mod}$ is equivalent to the category of finite dimensional modules over the completion $\Gamma_\chi$ of $\Gamma$ with respect to the kernel $\text{ker}(\chi)$ of $\chi$.

As $U$ is free as a right $\Gamma$-module, the induction functor

$$\text{Ind}_\Gamma^U := U \otimes_\Gamma - : \Gamma\text{-mod} \to U\text{-mod},$$

from the category $\Gamma\text{-mod}$ to the category $U\text{-mod}$ of finitely generated $U$-modules is exact and sends nonzero modules to nonzero modules. From [Ov] it even follows that any module in the image of $\text{Ind}_\Gamma^U$ has finite length.

Fix some $\mu \in \xi$. If $L$ is a simple object in $\hat{\mathcal{C}}_{\lambda,\xi}$, then $L_\mu$ is one-dimensional (as we assume that $L$ is pointed). Since $\Gamma L_\mu \subseteq L_\mu$, it follows that $L_\mu$ is a simple $\Gamma$-module, which corresponds to some character $\chi = \chi_\mu : \Gamma \to \mathbb{C}$. All other nonzero weight spaces of $L$ are also simple $\Gamma$-modules, but not isomorphic to $L_\mu$ (as $\Gamma$ contains $h$). As any object in $\hat{\mathcal{C}}_{\lambda,\xi}$ has a filtration with subquotients isomorphic to $L_i$, it follows that the assignment

$$\hat{\mathcal{C}}_{\lambda,\xi} \ni M \mapsto M_\mu \in \Gamma_\chi\text{-mod}$$

defines a functor $G_\chi$ from $\hat{\mathcal{C}}_{\lambda,\xi}$ to $\Gamma_\chi\text{-mod}$. The functor $G_\chi$ is by definition exact and sends simple modules to simple modules. From the classical adjunction between induction and restriction, the left adjoint of $G_\chi$ is the functor $F_\chi$, which is the composition of $\text{Ind}_\Gamma^U$ followed by taking the maximal quotient, which belongs to $\hat{\mathcal{C}}_{\lambda,\xi}$ (the latter is well-defined as the induced module has finite length and $\hat{\mathcal{C}}_{\lambda,\xi}$ is extension closed in $U\text{-mod}$).

**Lemma 14.** The functor $F_\chi$ sends simple modules to simple modules.
Proof. Let \( L \in \hat{C}_{\lambda, \xi} \) be simple. Then \( L_{\mu} \) is a simple \( \Gamma \)-module and we have

\[ \text{Hom}_\mathbb{R}(\text{Ind}_\Gamma^U L_{\mu}, L) \cong \text{Hom}_\Gamma(L_{\mu}, L) \cong \mathbb{C}. \]  

(3)

Moreover, we claim that the multiplicity of \( L \) in \( \text{Ind}_\Gamma^U L_{\mu} \) is one, which then implies \( F_{\chi} L_{\mu} \cong L \) and completes the proof. Because of (3) we only have to show that this multiplicity is at most one. The verification of this claim is a technical computation using the Gelfand-Zetlin combinatorics for \( \mathfrak{sl}_3 \). Our argument does not generalize to \( \mathfrak{sl}_n, n > 3 \).

As explained in Subsection 2.6, the character \( \chi = \chi_{\mu} \) is represented by a tableau of the following form:

\[
\begin{array}{cccc}
& a & b & b - 1 \\
& & x & b \\
& & & z \\
\end{array}
\]

(4)

where \( a, b, x, y \in \mathbb{C} \) and \( z - x, z - b, x - a, x - b \not\in \mathbb{Z} \). For any \( \nu \in \text{supp}(L) \) the corresponding \( \chi_{\nu} \) is represented by a tableau \( \tau' \) with the same \( a, b \) and some \( x', z' \) such that \( x - x' \in \mathbb{Z} \) and \( z - z' \in \mathbb{Z} \).

Simple \( \Gamma \)-subquotients appearing in the module \( \text{Ind}_\Gamma^U L_{\mu} \) (considered as \( \Gamma \)-module) are indexed (with the corresponding multiplicities) by tableaux obtained from \( \tau \) by adding arbitrary integers in the two bottom rows, that is to \( x, b \) and \( z \) (see [Ov, Section 4]). As \( x - b \not\in \mathbb{Z} \), it follows that \( \tau \) itself appears in this set only once (namely when we add zeros). This implies that the multiplicity of \( L \) in \( \text{Ind}_\Gamma^U L_{\mu} \) is at most one (note that the latter is not true for \( n > 3 \)).

Lemma 15. The adjunction morphisms

\[ \text{adj} : F_{\chi} G_{\chi} \to \text{I} \text{D}_{\hat{C}_{\lambda, \xi}} \quad \text{and} \quad \text{adj}^0 : \text{I} \text{D}_{\Gamma \text{-mod}} \to G_{\chi} F_{\chi} \]

are surjective.

Proof. If \( L \) is a simple object of \( \hat{C}_{\lambda, \xi} \), then \( G_{\chi} L \) is simple, in particular, nonzero. Therefore, \( \text{adj}_L \) is nonzero (as the image of the nonzero identity morphism on \( G_{\chi} L \) under the adjunction isomorphism), hence surjective. The claim about \( \text{adj} \) follows now by induction on the length of a module and the Five-Lemma. The second statement follows completely analogously using Lemma 14.

For every \( k \in \mathbb{N} \) denote by \( \Gamma_{\chi}\text{-mod}^k \) and \( \hat{C}_{\lambda, \xi}^k \) the full subcategories of \( \Gamma_{\chi}\text{-mod} \) and \( \hat{C}_{\lambda, \xi} \), respectively, which consist of all modules of Loewy length at most \( k \). Then \( \Gamma_{\chi}\text{-mod}^k \) is equivalent to the category of finite dimensional modules over the finite dimensional algebra \( \Gamma_{\chi}/(\ker(\chi))^k \). The category \( \hat{C}_{\lambda, \xi}^k \) is an abelian length category.

Corollary 16. (i) The pair \( (F_{\chi}, G_{\chi}) \) restricts to an adjoint pair of functors between \( \Gamma_{\chi}\text{-mod}^k \) and \( \hat{C}_{\lambda, \xi}^k \).

(ii) The functor \( F_{\chi} \) sends projective modules from \( \Gamma_{\chi}\text{-mod}^k \) to projective modules in \( \hat{C}_{\lambda, \xi}^k \).
Proof. The exactness of $G_\chi$ implies that $\hat{G}_\chi$ gets mapped to $\Gamma_\chi\text{-mod}^k$. That $F_\chi$ maps $\Gamma_\chi\text{-mod}^k$ to $\hat{G}_\chi$ follows from Lemma 14. This implies claim (i). Then the functor $F_\chi$ is left adjoint to an exact functor and hence sends projective modules to projective modules or zero. Since $F_\chi$ does not annihilate simple modules, claim (ii) follows. □

**Corollary 17.** The functor $F_\chi$ is full on projective modules. In particular, $\hat{D}_{\lambda,\xi}$ is a quotient of $\Gamma_\chi$.

*Proof.* Let $P \in \Gamma_\chi\text{-mod}$ be projective and $\varphi \in \text{Hom}_\mathbb{C}(F_\chi P, F_\chi P)$. Thanks to Lemma 15 and the projectivity of $P$, the morphism $G_\chi \varphi$ fits into the commutative diagram

\[
P \xrightarrow{\text{adj}_F \varphi} G_\chi F_\chi P \xrightarrow{G_\chi \varphi} G_\chi F_\chi P
\]

for some $\psi : P \rightarrow P$. Applying $F_\chi$ gives the square on the left hand side of the commutative diagram:

\[
\begin{array}{c c c c}
P & \xrightarrow{\text{adj}_F \varphi} & G_\chi F_\chi P & \xrightarrow{G_\chi \varphi} & G_\chi F_\chi P \\
F_\chi P & \xrightarrow{\text{adj}_F \varphi} & F_\chi G_\chi F_\chi P & \xrightarrow{\text{adj}_F \varphi} & F_\chi P \\
F_\chi P & \xrightarrow{\text{adj}_F \varphi} & F_\chi G_\chi F_\chi P & \xrightarrow{\text{adj}_F \varphi} & F_\chi P \\
\end{array}
\]

By the adjointness property, the compositions in each row are the identity maps. Hence $\varphi = F_\chi \psi$ and the claim follows. □

**Proof of Proposition 11:** For the algebra $\hat{D}_{\lambda,\xi}$ the claim follows from Corollary 17 and the fact that the algebra $\Gamma_\chi$ is commutative. Thus the algebra $\hat{D}_{\lambda,\xi}$ is commutative as it is a quotient of the commutative algebra $\hat{D}_{\lambda,\xi}$. □

**Proof of Corollary 12:** It is enough to prove the statement under the assumption that $m \in M_{\mu}$, $\mu \in \xi$. Define $I := \bigcap_{N \in \hat{\mathcal{C}}_{\lambda,\xi}} \text{Ann}_U N_\mu$, which is an ideal of $U_0$. Let $L$ be a simple object of $\mathcal{C}_{\lambda,\xi}$ and $\pi : U_0 \rightarrow \mathbb{C}$ be the homomorphism defining the simple $U_0$-module $L_\mu$. Then $\pi(I) = 0$ and hence we have the induced morphism $\pi : U_0/I \rightarrow \mathbb{C}$. By the PBW Theorem the algebra $U$ is free both as a left and as a right $U_0$-module. Hence the usual induction and restriction define an equivalence between $\mathcal{C}_{\lambda,\xi}$ and the category of finite-dimensional modules over the completion $\mathcal{U}$ of $U_0/I$ with respect to the kernel of $\pi$. By Proposition 11, the algebra $U$ is commutative. The claim follows. □

**Proof of Corollary 13:** As mentioned in Subsection 2.6, the algebra $\Gamma$ is a polynomial algebra in five variables (see [DFO]). Hence the quotient $\Gamma_\chi/(\text{ker}(\chi))^2$ is finite-dimensional. As $\hat{D}_{\lambda,\xi}$ is a quotient of $\Gamma_\chi$ (Corollary 17), it follows that $\dim \text{Ext}^1_{\hat{D}_{\lambda,\xi}}(L, L)$ does not exceed the dimension of $\Gamma_\chi/(\text{ker}(\chi))^2$. □
3.3 Density of the functor $F$ (proof of Theorem 8)

In this subsection we complete the proof of Theorem 8. For this we are left to show that the functor $F$ is dense (i.e. essentially surjective). We will prove this by induction on $n$. By Proposition 4 we might restrict to blocks $\tilde{C}_\lambda, \xi$, where $\xi \in \mathfrak{h}^* / \mathbb{Z}$ is represented by an element $\mu$ such that $\mu(h_i) = a_i - a_{i+1}$ with

$$a_i + a_{i+1} \notin \mathbb{Z} \quad \text{for all } i.$$  \hspace{1cm} (7)

In the following we will only consider such blocks, hence assume the functor $F$ has values in a block for which the condition (7) is satisfied. We begin with the starting point of our induction:

**Lemma 18.** Let $n = 2$ and $\lambda$ be as in case (I). Then the functor $F$ is dense.

**Remark 19.** As stated in the paragraph after Theorem 8, this theorem is known to be true in case $n = 2$, hence we do not need to prove Theorem 8 in this case. However, Lemma 18 is a stronger statement than just Theorem 8, it gives us some information about the functor $F$, which we will need later on to prove the general case. Our assumption (7) excludes case (II) and we do not know if the functor $F$ is dense in that case. For our induction argument it is enough to have the density as formulated in Lemma 18.

**Proof.** Let $M \in \tilde{C}_\lambda, \xi$. Then $\mu = a_1 - a_2 \in \xi$. Set $V = M_\mu$. Let $Y_1$ and $Y$ be the linear operators on $V$ representing the actions of the element $h_1$ and the $\mathfrak{sl}_2$-Casimir element $C$ (see Subsection 3.1), respectively. As we are in case (I), the element $\lambda$ is regular and we have that the (unique) eigenvalue of $Y$ is nonzero, in particular, $Y$ is invertible. Let $Y'$ denote any square root of $Y$, which is a polynomial in $Y$. Then $Y'$ commutes with $Y_1$ and $Y$. Set $\begin{align*} X_1 &:= \frac{Y_1 + Y' - \text{Id}_V}{2} - a_1 \text{Id}_V, \\ X_2 &:= \frac{Y' - Y_1 - \text{Id}_V}{2} - a_2 \text{Id}_V. \end{align*}$ \hspace{1cm} (8)

Then both $X_1$ and $X_2$ are polynomials in $Y_1$ and $Y$, in particular, $X_1$ and $X_2$ commute. A direct calculation, using the definition of the functor $F$, shows that the action of $h_1$ on $(FV)_\mu$ is given by $Y_1$ and the action of $C$ on $(FV)_\mu$ is given by $Y$. Since any module in $\tilde{C}_\lambda, \xi$ is uniquely determined (up to isomorphism) by the actions of $h_1$ and $C$ (see for example [Maz3, Chapter 3]), it follows that $FV \cong M$. This completes the proof. \hfill $\square$

Let $M \in \tilde{C}_\lambda, \xi$, let $Y$ be the linear operator representing the action of $C$ on $V = M_\mu$, and $Y_1, Y_2, \ldots, Y_n$ be the linear operators representing the actions of $h_1, h_2, \ldots, h_n$ on $M_\mu$, respectively. Define $X_1$ and $X_2$ by (8) and then inductively define $X_{i+1} = X_i - Y_i - (a_i - a_{i+1})\text{Id}_V$, $i = 2, 3, \ldots, n - 1$. Then $X_1, X_2, \ldots, X_n$ are commuting nilpotent linear operators on $V$. Let $M' = U(\mathfrak{sl}_{n+1}) M_\mu$ be cuspidal. Now either $n = 3$ and $a_1 + a_2 \notin \mathbb{Z}$, then the $U(\mathfrak{sl}_2)$-module $U(\mathfrak{sl}_2) M_\mu$ has non-integral central character, which allows us to use Lemma 18, or $n > 3$ where we can use the induction hypothesis to conclude that the module $M'$ is in the image of the functor $F$ for the algebra $U(\mathfrak{sl}_{n+1})$. By definition of the functor $F$, we have $M' \cong N' := \oplus V_b$, where $b$ runs through all elements $(b_1, b_2, \ldots, b_{n-1}, 0) \in \mathbb{Z}^n$ such that $b_1 + b_2 + \cdots + b_{n-1} = 0$; and according to Lemma 10 the element $e_i - e_j$, $i, j < n$, $i \neq j$, acts on $N'$ by mapping $v \in V_b$ to $(X_j + (a_j + b_j) \text{Id}_V) v \in V_{b_1 + e_i - e_j}$. To
The pair \((X_n, g)\) uniquely extends to a cuspidal \(g\)-module. That is, under the assumption (7) there is a unique up to isomorphism cuspidal \(g\)-module \(N\) such that \(N = UN_g\), \(U(s_{\text{a}n-1})N_\mu = N'\) and which gives the linear operator \(X_n\) when computed as above.

Proof. Since \(a_n \not\in \mathbb{Z},\) the endomorphism \(X_n + (a_n + b_n)Id_V\) is invertible for all \(b_n \in \mathbb{Z}\). As the action of \(e_{n-1,n}\) on \(N\) is bijective, we may fix bases for all weight spaces of \(N\) such that the \(U(s_{\text{a}n-1})\)-action on \(N'\) is as described above and the action of \(e_{n-1,n}\) is given by the definition of \(FV\). Now we have to define actions of all \(e_{i,i+1}, i = 1, 2, \ldots, n - 2\), and all \(e_{i+1,i}, i = 1, 2, \ldots, n - 1\) on \(N\). If \(i < n - 2\), then \(e_{i,i+1}\) and \(e_{n-1,n}\) commute and hence the action of \(e_{i,i+1}\) extends uniquely from \(N'\) to the rest of \(N\). Similarly with the action of all \(e_{i+1,i}, i = 1, 2, \ldots, n - 2\). Pictorially this can be illustrated as follows:

\[
\begin{array}{ccc}
\bullet & \bullet & \bullet \\
\bullet & \bullet & \bullet \\
\bullet & \bullet & \bullet \\
\end{array}
\]

(9)

The •’s represent weight spaces with fixed basis vectors, with \(N'\) represented at the bottom. The arrows pointing up indicate the action of \(e_{n-1,n}\), right and left arrows represent the actions of \(e_{i,i+1}\) and \(e_{i+1,i}\), respectively. Solid arrows represent already known actions, and dotted indicate the actions for which we show that they are uniquely defined.

This leaves us with the elements \(e_{n-2,n-1}\) and \(e_{n,n-1}\). That the action of these elements is uniquely defined, follows from Lemmata 21 and 22 below.

Lemma 21. Under the assumption (7) there is a unique way to define the action of \(e_{n-2,n-1}\) on \(N\).

Proof. Consider the following picture:

\[
\begin{array}{ccc}
\bullet & \bullet & \bullet \\
\bullet & \bullet & \bullet \\
\bullet & \bullet & \bullet \\
\end{array}
\]

(10)

Arrows pointing up indicate again the action of \(e_{n-1,n}\) (the labels are the corresponding linear maps), but right and left arrows represent now the actions of \(e_{n-2,n-1}\) and \(e_{n-1,n-2}\), respectively. Solid arrows represent already known actions, and dotted indicate the actions for which we would like to show that they are uniquely defined. There are \(k, l, m \in \mathbb{Z}\) such that the coefficient \(a\), \(b\) and \(c\) are of the form \(X_{n-2} + (a_{n-2} + k)Id_V\), \(X_{n-1} + (a_{n-1} + l)Id_V\) and \(X_n + (a_n + m)Id_V\), respectively. By Corollary 12, the action of the \(s_{\text{a}2}\)-Casimir
element $(h_{n-1} + 1)^2 + 4e_{n-1}e_{n-1}$ commutes with the action of all Cartan elements and with the action of the $\mathfrak{sl}_2$-Casimir element $C$ from above. This implies that either of $x(a + 1)$ and $y(a + 2)$ commutes with any $X_i$. As both, $a + 1$ and $a + 2$, are invertible, $x$ and $y$ commute with all $X_i$’s. From the relation

$$e_{n-1,n-2}e_{n-1,n-2} = e_{n-1,n-2}e_{n-1,n-2} = e_{n-2,n-2} - e_{n-1,n-1}$$

we obtain the equation

$$x(a + 1) - y(a + 2) = a - b + 1. \quad (11)$$

From the Serre relation

$$e_{n-2,n-1}e_{n-1,n} - 2e_{n-2,n-1}e_{n-1,n}e_{n-2,n-1} + e_{n-1,n}e_{n-2,n-1}^2 = 0,$$

taking into account that $c$ is invertible, we obtain the equation

$$xy - 2yb + b(b - 1) = 0. \quad (12)$$

Multiplying (12) by the invertible element $(a + 1)$ and inserting $x(a + 1)$ from (11) we get:

$$y(y(a + 2) + a - b + 1) - 2yb(a + 1) + b(b - 1)(a + 1) = 0.$$

The latter factorizes as

$$(y(a + 2) - (b - 1)(a + 1))(y - b) = 0. \quad (13)$$

In the case of a simple module we know that $y = b$. Note that the equality $b = (b - 1)(a + 1)/(a + 2)$ implies $a + b \in \mathbb{Z}$. As we have assumed that $a_i + a_j \not\in \mathbb{Z}$ for all $i, j$, it follows that the element $(b - 1)(a + 1)/(a + 2)$ acts nonzero on the corresponding weight space of a simple module, hence invertible on the corresponding weight space of any module. This implies that $y = b$, that is $y$ is uniquely defined. This fact defines inductively the action of $e_{n-2,n-1}$ on the vector space $(e_{n-1,n})^k N'$ for all $k \in \mathbb{N}$ uniquely.

To determine the action of $e_{n-2,n-1}$ on the vector space $e_{n-1,n}^{-k} N'$ for all $k \in \mathbb{N}$ we consider the following picture with the same notation as in (9):

![Diagram](https://via.placeholder.com/150)
From the Serre relation
\[ e_{n-1,n}^2 e_{n-2,n-1} - 2e_{n-1,n} e_{n-2,n-1} e_{n-1,n} + e_{n-2,n-1} e_{n-1,n}^2 = 0, \]
using the invertibility of \( c \) and \( c + 1 \) we get \( x - 2b + (b + 1) = 0 \). Hence there is a unique solution \( x = b - 1 \). Inductively one defines the only possible action of \( e_{n-2,n-1} \) on the vector space \( e_{n-1,n}^{-k} N' \) for all \( k \in \mathbb{N} \). This completes the proof.

**Lemma 22.** There is a unique way to define the action of \( e_{n,n-1} \) on \( N \).

**Proof.** To determine this action of \( e_{n,n-1} \) on \( N \) we consider the following picture with the same notation as in (9):

Here all right arrows are now determined (in particular, by Lemma 21) and we have to figure out the down arrows, representing the action of \( e_{n,n-1} \). Similarly to the arguments above we obtain that the elements \( x, y, u \) and \( v \) commute with all \( X_i \)'s. As the elements \( e_{n,n-1} \) and \( e_{n-2,n-1} \), acting in the lower square, must commute, we obtain \( y = x(b - 1)b^{-1} \). From the relation
\[ e_{n-1,n} e_{n,n-1} e_{n-2,n-1} - 2e_{n-1,n} e_{n-2,n-1} e_{n-1,n} = e_{n-1,n-1} - e_{n,n} \]
we obtain \( u = x(c + 1) - bc^{-1} + 1 \), and \( v = yc^{-1}(c + 1) - bc^{-1} + 1 + c^{-1} \). As the elements \( e_{n,n-1} \) and \( e_{n-2,n-1} \) acting in the upper square must commute, we have \( bu = v(c + 1) \), which gives a linear equation on \( x \) with nonzero coefficients. This equation has a unique solution (which is easily verified to be \( x = b \)).

We proved in fact the following:

**Corollary 23.** Assume that \( n > 2 \) and that \( a_i + a_j \notin \mathbb{Z} \) for all \( i, j \). Then the functor \( F \) is an equivalence. In particular, Theorem 8(i) holds.

**Proof of Theorem 8(ii).** The category \( C_{\lambda, \xi} \) is defined inside \( \tilde{C}_{\lambda, \xi} \) by the condition that the action of \( b \) is diagonalizable. On modules in the image of \( F \), the action of \( h_i, 1 \leq i \leq n - 1 \), is given by the linear operators
\[ (a_i - a_{i+1}) \text{Id} + X_i - X_{i+1}. \]
Hence such module is an object of \( C_{\lambda, \xi} \) if and only if the matrices \( X_i - X_{i+1} \) are zero. This means that \( D_{\lambda, \xi} \) is the quotient of \( \mathbb{C}[x_1, x_2, \ldots, x_n] \) modulo the ideal generated by the elements \( x_i - x_{i+1} \). This proves the claim of Theorem 8(ii) for \( n > 2 \). For \( n = 2 \) it is known anyway.
4 The regular case as a deformation over the singular case

The aim of this section is to make a first step in the proof of Theorem 1(iii) and (iv). Here we will show that regular integral blocks of the category of cuspidal modules can be considered as deformations of certain finite dimensional algebras over singular blocks.

4.1 The algebras $A^k$

Thanks to Theorem 8 we have a complete and explicit description of the categories of (generalized) weight modules in the Cases (I) and (II). In case (III), the classification theorem (Corollary 3) suggests a connection with the representation theory of highest weight modules for $\mathfrak{sl}_n$. Namely the modules $L(w \cdot \lambda)$ with $w \in W^{\text{short}}$ are precisely the non-trivial simple modules in the regular integral block $O_p$ of the $p$-parabolic category $O$ for $\mathfrak{sl}_n$ with respect to the standard parabolic subalgebra with Levi factor $\mathfrak{sl}_{n-1}$.

The category $O_p$ is equivalent to the category of finite dimensional modules over the algebra $\tilde{A}_k$ for $k = n-1$, where $\tilde{A}_k$ is defined as the quotient of the path algebra of the following quiver with $k + 1$ vertices:

modulo the relations $a_{i+1}a_i = 0 = b_i b_{i+1}$ and $b_i a_i = a_{i-1} b_{i-1}$ (whenever the expression makes sense) in case $k > 1$ and $a_1 b_1 a_1 = 0 = b_0 a_0 b_1$ in case $k = 2$. Set $A^1 = \mathbb{C}[x]/(x^2)$.

Note that the algebra $A^k$ is self-injective and even symmetric. As a centralizer subalgebra of a quasi-hereditary algebra with duality, it is cellular ([KX1, Proposition 4.3], see also [BS1] for an explicit graded cellular basis). The algebra $A^k$ belongs to the family of symmetric cellular algebras called generalized Khovanov algebras in [BS1]. A realization as a convolution algebra using Springer fibres can be found in [SW]. Replacing the double arrows in the above quiver...
by simple edges, one obtains a tree and hence $A^k$ can be realized as the corresponding Brauer tree algebra (with $k - 1$ edges and no exceptional vertex in the classification of [Ri, 4.2]).

Let now $k \geq 2$ be fixed. We will need a few basic properties of $A^k$ which we recall now: For $1 \leq i \leq k$ let $P_i = A^k e_i$ denote the indecomposable projective module corresponding to the $i$-th vertex. Then for $1 \leq i, j \leq k$ the following holds:

$$\dim \text{Hom}_{A^k}(P_i, P_j) = \begin{cases} 2, & \text{if } i = j; \\ 1, & \text{if } i = j \pm 1; \\ 0, & \text{otherwise.} \end{cases}$$

In particular, for $k > 1$ the endomorphism algebra of the projective generator $P = P_1 \oplus P_2 \oplus \cdots \oplus P_k$ of $A^k$-mod, which is naturally identified with $A^k \cong (A^k)^{op}$, is generated by unique (up to nonzero scalars) homomorphisms from $P_i$ to $P_{i \pm 1}$ (whenever this makes sense). As a consequence, for $k > 1$ the modules $P_1$ and $P_k$ have length three while all other indecomposable projectives have length four; all indecomposable projectives have Loewy length three. Moreover the following is a basis of $A^k$:

$$B_k = \{e_j, a_i, b_i, b_1 a_1 \}$$

(where $1 \leq i \leq k - 1$, $1 \leq j \leq k$). In particular, $\dim A^k = 4k - 2$.

## 4.2 Deformations

For a general overview on deformation theory and related topics see for instance [Et, Section 3] and [Gr, Section II.1].

Let $A$ be a finite dimensional algebra. Given a finite dimensional vector space $U$ we denote by $C_U = \mathbb{C}[[U]]$ the algebra of $\mathbb{C}$-valued formal functions on $U$. If $u_1, u_2, \ldots, u_m$ is a basis of $U$, then $C_U$ is naturally identified with the algebra of formal power series $\mathbb{C}[[u_1, u_2, \ldots, u_m]]$. This algebra is local and we denote by $m$ its maximal ideal. A flat deformation (or just a deformation) of $A$ over $C_U$ is a $C_U$-algebra $A_U$ which is topologically free as $C_U$-module (i.e. isomorphic to some $V[[U]]$ for some vector space $V$) together with an isomorphism $\phi : A_U /mA_U \rightarrow A$ of algebras. In particular $A_U \cong A[[U]]$ as a $C_U$-module. If $U$ has dimension $m$ then $A_U$ is an $m$-parameter deformation of $A$. Two deformations $A_U$ and $A_U'$ are isomorphic if there is a $C[[U]]$-isomorphism of algebras which is the identity modulo $m$. A deformation $A_U$ is trivial if it is isomorphic to $A[[U]]$ with the ordinary multiplication of formal power series. Similarly one defines $k$-order deformations by replacing $C_U$ with $C_U/m^{k+1}$. First order deformations are also called infinitesimal deformations.

### 4.3 Case (II) as a deformation of $A^{n-1}$ over case (II)

The main result in this subsection is the following claim:

**Theorem 24.** Let $\lambda$ be as in case (III) and $\xi$ be such that $\tilde{C}_{\lambda, \xi}$ is nonzero. Then $\tilde{D}_{\lambda, \xi}$ is a deformation of $A^{n-1}$ over $\mathbb{C}[[x_1, x_2, \ldots, x_n]]$; and $D_{\lambda, \xi}$ is a deformation of $A^{n-1}$ over $\mathbb{C}[[x]]$. 

20
In case \( n = 2 \), the algebras \( \hat{D}_{\lambda, \xi} \) and \( D_{\lambda, \xi} \) are well-known (see e.g. [Dr] or [Maz3, Chapter 3]) and the result is straightforward. Hence in what follows we assume \( n > 2 \). Fix some \( \mathbf{x} \) and \( R \) as in Theorem 2. Recall the set \( W_{\text{short}} \) indexing the simple objects and set

\[
\hat{L}_i := (U_{S(R)} \otimes U L((s_1 s_2 \cdots s_{i-1} s_i) \cdot \lambda))^\Phi^R, \quad 1 \leq i \leq n - 1.
\]

Fix some integral dominant singular \( \lambda_i \in \mathfrak{h}^* \) with stabilizer \( \langle s_i \rangle \) for the dot-action of \( W \). Let \( \lambda, \lambda_i \) be the (under the Harish-Chandra isomorphism) corresponding central characters and denote by \( M_\lambda \) and \( M_{\lambda_i} \) the full subcategories of \( \mathfrak{g}\text{-mod} \) consisting of modules on which \( \text{Ker}(\chi_\lambda) \) and \( \text{Ker}(\chi_{\lambda_i}) \) act locally nilpotently, respectively. Let

\[
\theta_i^\text{on} : M_\lambda \to M_{\lambda_i} \quad \text{and} \quad \theta_i^\text{out} : M_{\lambda_i} \to M_\lambda
\]

denote the corresponding projective functors translation on the wall and translation out of the wall, respectively (see [BG], [St1] for details). These functors are both left and right adjoint to each other and preserve the category of cuspidal modules as well as the category of weight modules. Recall ([Ja, 4.12], [St1, Lemma 5.3, Lemma A1]) that \( \theta_i^\text{on} L((s_1 s_2 \cdots s_{i-1} s_i) \cdot \lambda) \) is zero if \( i \neq j \) and is a simple module if \( i = j \). From this it follows by standard arguments that \( \theta_i^\text{on} \hat{L}_j \) is zero if \( i \neq j \) and is a simple module if \( i = j \). We denote the latter module by \( \hat{L}_i \) (this is the simple object of \( \hat{C}_{\lambda, \xi_i} \)).

Set \( \xi_i = \text{supp}(L_i) \). Then our functors restrict to biadjoint functors as follows:

\[
\hat{C}_{\lambda, \xi} \xrightarrow{\theta_i^\text{on}} \hat{C}_{\lambda, \xi_i} \quad \hat{C}_{\lambda, \xi_i} \xleftarrow{\theta_i^\text{out}} C_{\lambda, \xi_i}.
\]

Furthermore, for any \( i, i + 1 \) the composition \( \theta_i^\text{on} \theta_i^\text{out} \) is an equivalence with inverse \( \theta_i^\text{out} \theta_i^\text{on} \) (this follows from [Ja, 5.9], see [St1, (6.1),(6.2)]). By [BG] for every \( i \) we also have isomorphisms of functors

\[
\theta_i^\text{on} \theta_i^\text{out} \cong \text{Id}_{\hat{C}_{\lambda, \xi_i}} \oplus \text{Id}_{\hat{C}_{\lambda, \xi_i}}.
\]  

(14)

From now on we fix such an isomorphism and let \( p_1 \) and \( p_2 \) denote the projection onto the first and second summands, respectively.

For \( m \in \mathbb{N} \) consider the categories \( \hat{C}_{\lambda, \xi}^m \) and \( C_{\lambda, \xi}^m \), as in Subsection 2.5. By Theorem 8, the categories \( \hat{C}_{\lambda, \xi}^m \) and \( C_{\lambda, \xi}^m \) are equivalent to the categories of finite dimensional modules over some local ring. In either case let \( m \) denote the maximal ideal.

**Lemma 25.** The categories \( \hat{C}_{\lambda, \xi}^m \) and \( C_{\lambda, \xi}^m \) coincide with the full subcategories of \( \hat{C}_{\lambda, \xi_i}^m \) and \( C_{\lambda, \xi_i}^m \), respectively, consisting of modules annihilated by \( m^m \).

**Proof.** This follows directly from the definitions. \( \square \)

Denote by \( \hat{C}_{\lambda, \xi}^{(m)} \) and \( C_{\lambda, \xi}^{(m)} \) the full subcategories of \( \hat{C}_{\lambda, \xi} \) and \( C_{\lambda, \xi} \) which for every \( i \) are mapped to \( \hat{C}_{\lambda, \xi_i}^m \) and \( C_{\lambda, \xi_i}^m \) by the corresponding translation to the wall, respectively. The category \( \hat{C}_{\lambda, \xi_i}^{(m)} \) is abelian and the translation functors
restrict, thanks to (14), to (biadjoint, exact) functors between \(\hat{C}_{\lambda,\xi}^{(m)}\) and \(\hat{C}_{\lambda,\xi}^{m}\).

These categories then have enough projectives, and \(\theta_{i,1}^{out}\) (as left adjoint to an exact functor) maps projective objects to projective objects. In particular, if we denote by \(\hat{R}(m)\) the indecomposable projective module in \(\hat{C}_{\lambda,\xi}^{m}\), and set

\[\hat{P}(m) := \bigoplus_{i=1}^{n-1} \hat{P}_i(m),\]

then \(\hat{P}(m) := \bigoplus_{i=1}^{n-1} \hat{P}_i(m)\) is a (minimal) projective generator of \(\hat{C}_{\lambda,\xi}^{(m)}\). Let \(\hat{E}(m)\) be its endomorphism ring and \(\hat{E}_i(m)\) the endomorphism ring of \(\hat{P}_i(m)\).

By Section 2.5 we have \(\hat{R} := \hat{D}_{\lambda,\xi} = \lim_{\rightarrow} \text{End}_R(\hat{R}(m))\) and \(\hat{D}_{\lambda,\xi} = \lim_{\rightarrow} \hat{E}(m)\).

Let \(\hat{P}_1(\infty) = \lim_{\rightarrow} \hat{P}_i(m), \hat{P}(\infty) = \lim_{\rightarrow} \hat{P}(m)\) and \(\hat{R}(m) = \text{End}_R(\hat{R}(m))\). Define algebra homomorphisms

\[\Psi_i : \hat{R} \rightarrow \lim_{\rightarrow} \hat{E}_i(m), \quad f \mapsto F_i(f) \quad \text{(15)}\]

and \(\Psi = \bigoplus_{i=1}^{n-1} \Psi_i : \hat{R} \rightarrow \hat{D}_{\lambda,\xi}\).

For \(1 \leq i \leq n-1\) let \(\alpha_i\) be the adjunction morphism from the identity functor to the composition \(\theta_{i+1,1}^{out}\theta_{i,1}^{out}\) and \(\beta_i\) the adjunction morphism in the opposite direction.

**Proposition 26.** 
(i) For \(1 \leq i \leq n-1\) the map \(\Psi_i\) is an inclusion. It turns \(\lim_{\rightarrow} E_i(m)\) into an \(\hat{R}\)-module which is free of rank \(2\) with basis \(\text{id}\), and the compositions \(\alpha_{i-1}\beta_{i-1}\) of adjunction morphisms for \(i > 1\) and \(\beta_{1}\alpha_{1}\) otherwise.

(ii) The map \(\Psi\) is an inclusion. It turns \(\hat{D}_{\lambda,\xi}\) into a free left and right \(\hat{R}\)-module of rank \(4n-2\). A basis of this module is given by the elements \(\text{id}, \alpha_i, \beta_i, \alpha_i\beta_i, \beta_{i-1}\alpha_1\), for \(1 \leq i \leq n-2\) and \(1 \leq j \leq n-1\).

**Proof.** Since \(F_1\) is the composition of \(\theta_{1}^{out}\) and equivalences, it is enough to prove the first statement for \(i = 1\). For all other \(i\) the proof is similar. To show injectivity we assume \(\Psi_1(f) = \Psi_1(f')\), that is \(F_1(f) = F_1(f')\). Then \(\theta_{1}^{out}\theta_{1}^{out}(f) = \theta_{1}^{out}\theta_{1}^{out}(f')\), hence \(f = f'\) by (14). This implies that \(\Psi_1\) is injective.

The space \(\lim_{\rightarrow} E_i(m)\) becomes an \(\hat{R}\)-module by setting \(f.g = \theta_{1}^{out}(f) \circ g\) for \(g \in \lim_{\rightarrow} E_i(m)\), \(f \in \hat{R}\). Moreover, \(\Psi_1\) becomes an \(\hat{R}\)-module morphism. We claim that the map \(g \mapsto p_1\theta_{1}^{out}(g)\) defines a split \(S\) of \(\Psi_1\). Since

\[
S(f.g) = p_1\theta_{1}^{out}(\theta_{1}^{out}(f) \circ g) = p_1((f \oplus f) \circ \theta_{1}^{out}(g)) = f \circ p_1\theta_{1}^{out}(g),
\]

this map is an \(\hat{R}\)-module homomorphism and obviously \(S \circ \Psi_1\) is the identity on \(\hat{R}\). It is now easy to verify that the map \(g \mapsto p_2\theta_{1}^{out}(g)\) defines a complement and so \(\lim_{\rightarrow} E_i(m) \cong \hat{R} \oplus \hat{R}\). By direct calculations one verifies that the composition \(\beta_1\alpha_1\) can be chosen as a second basis vector. Claim (i) follows.

Using again adjunctions and the fact that \(\theta_{i+1,1}^{out}\theta_{i,1}^{out}\) is an equivalence we obtain from Theorem 8 the following:

\[
\text{Hom}(\hat{P}_1(\infty), \hat{P}_1(\infty)) = \text{Hom}(\hat{P}_1(\infty), \theta_{i+1,1}^{out}\theta_{i,1}^{out}\hat{P}_1(\infty)) = \text{Hom}(\theta_{i+1,1}^{out}\hat{P}_1(\infty), \theta_{i,1}^{out}\hat{P}_1(\infty)) \cong \hat{R}.
\]
Hence, under the identification \( \theta^\text{out}_{i+1} \theta^\text{on} \hat{P}_i(\infty) = \hat{P}_{i+1}(\infty) \) the map
\[
\hat{R} \to \text{Hom}_g(\hat{P}_i(\infty), \hat{P}_{i+1}(\infty)), \quad f \mapsto \alpha_i \circ f
\]
defines an isomorphism of \( \hat{R} \)-modules, where \( f, g = \theta^\text{out}_{i+1} \theta^\text{on} \Psi_i(f) \circ g \) for \( f \in \hat{R} \), \( g \in \text{Hom}_g(\hat{P}_i(\infty), \hat{P}_{i+1}(\infty)) \), since the natural transformation \( \alpha_i \) satisfies
\[
\theta^\text{out}_{i+1} \theta^\text{on} \Psi_i(f) \circ g = \alpha_i \circ \Psi_i(f) \circ g = \alpha_i \circ (f \circ g).
\]
Therefore, \( \text{Hom}_g(\hat{P}_i(\infty), \hat{P}_{i+1}(\infty)) \) is a free right \( \hat{R} \)-module of rank one with basis \( \alpha_i \). Similarly, \( \text{Hom}_g(\hat{P}_{i+1}(\infty), \hat{P}_i(\infty)) \) is a free left \( \hat{R} \)-module of rank one with basis \( \beta_i \). Finally we claim that
\[
\text{Hom}_g(\hat{P}_i(\infty), \hat{P}_j(\infty)) = 0 \quad \text{if} \ |i - j| > 1. \quad (16)
\]
By the standard properties of translation out of the wall, the module \( \theta^\text{out}_i L_i \) has simple top and simple socle, both isomorphic to \( \hat{L}_i \). By adjunction,
\[
\text{Hom}_g(\theta^\text{out}_i L_i, \theta^\text{out}_{i+1} L_{i+1}) = \text{Hom}_g(L_i, \theta^\text{on}_{i+1} \theta^\text{out}_{i+1} L_{i+1}) \neq 0
\]
and hence \( \theta^\text{out}_i L_i \) has at least one composition factor isomorphic to \( \hat{L}_{i+1} \), whenever \( i \pm 1 \) makes sense. Comparing the character of \( \theta^\text{out}_i L_i \) with its \( \Psi^\text{out}_i \)-twisted character, we conclude that \( \theta^\text{out}_i L_i \) has length three if \( i = 1, n-1 \) and length four otherwise and the mentioned above simple subquotients are all simple subquotients of \( \theta^\text{out}_i L_i \). Since \( \theta^\text{out}_i \) is exact, Theorem 8 implies that there is no simple composition factor of the form \( \hat{L}_i \) appearing in \( \hat{P}_j(\infty) \), hence the claim (16) follows, since \( \hat{P}_i(\infty) \) is a limit of projective covers of \( \hat{L}_i \). The problem with left and right \( \hat{R} \)-module structures is dealt with in Lemma 27 below. Hence \( D_{\lambda, \xi} \) is a free left \( \hat{R} \)-module of rank \( 4n - 2 \) with a basis as stated in the proposition. \( \square \)

**Lemma 27.** The image \( I \) of \( \Psi \) is a central subalgebra.

**Proof.** By the proof of Proposition 26 it is enough to show that any \( f \in \hat{R} \) satisfies \( \Psi(f) \circ \alpha_i = \alpha_i \circ \Psi(f) \) and \( \Psi(f) \circ \beta_i = \beta_i \circ \Psi(f) \). From the definition of a natural transformation we have \( \theta^\text{out}_{i+1} \theta^\text{on} \Psi_i(g) \circ \alpha_i = \alpha_i \circ g \) for any morphism \( g \), in particular \( \theta^\text{out}_{i+1} \theta^\text{on} \theta^\text{out}_{i+1}(\Psi_i(g)) \circ \alpha_i = \alpha_i \circ \theta^\text{out}_{i+1}(g) \). From the definition of \( \Psi \) it follows that
\[
\Psi_{i+1}(f) \circ \alpha_i = \alpha_i \circ \Psi_i(f)
\]
and then \( \Psi(f) \circ \alpha_i = \alpha_i \circ \Psi(f) \). Analogously one obtains \( \Psi(f) \circ \beta_i = \beta_i \circ \Psi(f) \). \( \square \)

**Proof of Theorem 24.** By Theorem 1(ii), Proposition 26 and Lemma 27, the algebra \( D_{\lambda, \xi} \) has the structure of a \( \mathbb{C}[x_1, x_2, \ldots, x_n] \)-algebra with the basis as described in Proposition 26(ii). Restricting the above arguments to \( C_{\lambda, \xi} \) and using Theorem 1(i), we get that the algebra \( D_{\lambda, \xi} \) has the structure of a \( \mathbb{C}[x] \)-algebra with the basis as described in Proposition 26(ii). Hence there are obvious isomorphisms \( D_{\lambda, \xi} \cong \mathbb{A}^{n-1}[x_1, x_2, \ldots, x_n] \) and \( D_{\lambda, \xi} \cong \mathbb{A}^{n-1}[x] \) of \( \mathbb{C}[x_1, x_2, \ldots, x_n] \)- and \( \mathbb{C}[x] \)-modules, respectively, sending \( \alpha_i \) to \( a_i \) and \( \beta_i \) to \( b_i \).

Reducing modulo \( m \) we get that the algebra \( \hat{D}_{\lambda, \xi}^{(1)} \cong \hat{D}_{\lambda, \xi}^{(1)} \) is generated by the images of \( \alpha_i \) and \( \beta_i \) (since \( n > 2 \)). Thanks to (16), we have the relations \( \alpha_{i+1} \alpha_i = 0 \) and \( \beta_{i-1} \beta_i = 0 \).
The compositions $\beta_i \alpha_i$ and $\alpha_i \beta_i$ send the top of $\theta_i^{\text{out}} L_i$ to the socle. This implies $\alpha_i \beta_i \alpha_i = 0$ and $\beta_i \alpha_i \beta_i = 0$ for all $i$. Therefore in case $n = 3$ we get $D^{(1)}_{X, \xi} \cong A^2$.

Since $\theta_i^{\text{out}} L_i$ has simple socle, for $n > 3$ we obtain $\beta_i \alpha_i = c_i \alpha_i \beta_i$ for some $c_i \in \mathbb{C}$. That $c_i \neq 0$ can easily be verified by a direct calculation. Rescaling $\alpha_i - 1$, if necessary, we may assume $c_i = 1$ for all $i$. It follows that $D^{(1)}_{X, \xi} \cong A^{n-1}$ for all $n$, which completes the proof of Theorem 24.

5 Explicit description of deformations

5.1 Deformations and Hochschild cohomology

We use the notation from Subsection 4.2. Identify $\mathbb{C} U$ with $\mathbb{C}[[u_1, u_2, \ldots, u_m]]$, where $u_1, u_2, \ldots, u_m$ is a basis of $U$. Then a deformation $A_U$ of $A$ over $U$ is nothing else than the vector space $A[[u_1, u_2, \ldots, u_m]]$ together with a $k[[u]]$-linear associative star product

$$a \star b = \sum \mu_d(a, b) u^d,$$

where the sum runs over all multi-indices $d = (d_1, d_2, \ldots, d_m) \in \mathbb{Z}_+^m$, $u = (u_1, u_2, \ldots, u_m)$, $u^d = u_1^{d_1} u_2^{d_2} \cdots u_m^{d_m}$, $\mu_d : A \otimes A \to A$ is a linear map and $\mu_d(a, b) = ab$ for all $a, b \in A$. In particular, if $m = 1$ and $u = u_1$, then

$$a \star b = ab + \mu_1(a, b) u + \mu_2(a, b) u^2 + \cdots. \quad (18)$$

A classical result of Gerstenhaber ([Ge]) says that infinitesimal one-parameter deformations are classified by the second Hochschild cohomology $\text{HH}^2(A, A)$ of $A$ with values in $A$ in the sense that the associativity of the star product implies that $\mu_1 : A \otimes A \to A$ is always a 2-cocycle and the isomorphism classes (of deformations) are exactly given by the coboundaries. The analogous statement for $m$-parameter deformations reads as follows (see [BeGi, Theorem 1.1.5]):

**Proposition 28.** Isomorphism classes of infinitesimal $m$-parameter deformations of $A$ are in bijection with the space

$$\text{Hom}(\text{Hom}(m/m^2, \mathbb{C}), \text{HH}^2(A, A)).$$

**Proof.** Let $B = A_U$ be an $m$-parameter deformation of $A$. Let $K$ be the kernel of the multiplication map $B \otimes B \to B$. Then we have a short exact sequence

$$0 \to K \to B \otimes B \to B \to 0.$$

Note that the kernel $K$ is a free right $B$-module, hence we may reduce modulo $m$ from the right hand side and obtain a short exact sequence

$$0 \to K \otimes_{\mathbb{C} U} \mathbb{C} U/m \to B \otimes_{\mathbb{C} U} \mathbb{C} U/m \to B \otimes_{\mathbb{C} U} \mathbb{C} U/m \to B \otimes_{\mathbb{C} U} \mathbb{C} U/m \to 0.$$

By reducing the latter modulo $m$ from the left hand side we obtain an exact sequence

$$0 \to A \otimes m/m^2 \to \mathbb{C} U/m \otimes_{\mathbb{C} U} K \otimes_{\mathbb{C} U} \mathbb{C} U/m \to A \otimes A \to A \to 0,$$

$$\text{Hom}(\text{Hom}(m/m^2, \mathbb{C}), \text{HH}^2(A, A)).$$
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using the identification $C_U/m \otimes_{C_U} A \otimes A \otimes_{C_U} C_U/m = A \otimes A$ and the identification $C_U/m \otimes_{C_U} A \otimes_{C_U} C_U/m = A$, the fact that $A \otimes A$ is a free left $A$-module, and finally the isomorphism
\[
\text{Tor}_1(C_U/m, A) \cong A \otimes \text{Tor}_1(C_U/m, C_U/m) = A \otimes m/m^2.
\]
In particular, (19) defines an element in
\[
\text{Ext}_A^2(A, A \otimes m/m^2) = \text{Hom}(\text{Hom}(m/m^2, C), \text{HH}^2(A, A)).
\]
One can check that this defines the required isomorphism.

\section{Flat deformations associated with associative Hochschild 2-cocycles}

Consider the natural partial order $\leq$ on $\mathbb{Z}_+^m$, defined as follows: $(d'_1, d'_2, \ldots, d'_m) \leq (d_1, d_2, \ldots, d_m)$ provided that $d'_i \leq d_i$ for all $i$. Note that for $d', d \in \mathbb{Z}_+^m$ we have $d' \leq d$ if and only if $d - d' \in \mathbb{Z}_+^m$. Recall that $(e_i | i = 1, 2, \ldots, m)$ is the standard basis of $\mathbb{Z}_+^m$. Set $0 = (0, 0, \ldots, 0)$.

In the notation of (17), the associativity equation $(a \ast b) \ast c = a \ast (b \ast c)$ reduces to the following system of equations, where $d \in \mathbb{Z}_+^m$:
\[
\sum_{d' \leq d} \mu_{d'}(\mu_{d-d'}(a, b), c) = \sum_{d' \leq d} \mu_{d'}(a, \mu_{d-d'}(b, c)).
\]
(20)

In particular, in the notation of (18) this reduces to the following:
\[
\mu_k(a, b)c + \mu_k(ab, c) - a\mu_k(b, c) - \mu_k(a, bc) = \sum_{i=1}^{k-1} (\mu_i(a, \mu_{k-i}(b, c)) - \mu_i(\mu_{k-i}(a, b), c)).
\]
(21)

The right hand side of (21) is a Hochschild 3-cocycle and the equation is solvable if and only if it is a coboundary. Hence obstructions to extend infinitesimal deformations to flat deformations are given by $\text{HH}^3(A, A)$. We will need the following easy observation:

\textbf{Proposition 29.} Let $\nu$ be a Hochschild 2-cocycle of $A$. For any $d \in \mathbb{Z}_+^m \setminus \{0\}$ choose $c_d \in C$. Assume that $\nu$ is associative, that is $\nu(\nu(a, b), c) = \nu(a, \nu(b, c))$. Then setting $\mu_d = c_d\nu$ for all $d \in \mathbb{Z}_+^m \setminus \{0\}$ defines a flat deformation of $A$ over $C[[u_1, u_2, \ldots, u_m]]$.

\textbf{Proof.} For any $0 < d' < d$ we have
\[
\mu_{d'}(\mu_{d-d'}(a, b), c) = c_{d'}c_{d-d'}\nu(\nu(a, b), c) = c_{d'}c_{d-d'}\nu(a, \nu(b, c)) = \mu_{d'}(a, \mu_{d-d'}(b, c))
\]
because of the associativity of $\nu$. Taking into account that $\nu$ is a Hochschild 2-cocycle, we also have
\[
\mu_d(a, b)c + \mu_d(ab, c) - a\mu_d(b, c) - \mu_d(a, bc) = c_d(\nu_d(a, b)c + \nu_d(ab, c) - a\nu_d(b, c) - \nu_d(a, bc)) = 0.
\]
This implies that all equations in the system (20) are, in fact, identities. The claim follows.

\[25\]
Corollary 30. Assume that $\text{HH}^2(A, A)$ is one-dimensional and that there exists a nontrivial Hochschild 2-cocycle $\nu$, which is associative (as in Proposition 29). Then any two $m$-parameter flat deformations $B_i$, $i = 1, 2$, of $A$, which are nontrivial deformations when reduced modulo $m^2$, are isomorphic as associative algebras (but not necessarily as deformations).

Proof. Choose $c_d = 0$ for all $d \in \mathbb{Z}_+^m \setminus \{0\}$ except $c_{e_1} = 1$. Then we have the corresponding flat deformation $B$ of $A$, given by Proposition 29. To prove the corollary we may assume $B = B_2$.

Assume that $B_1$ is a deformation of $A$ over $\mathbb{C}[\llbracket h_1, h_2, \ldots, h_m \rrbracket]$ with the star product given by (17). From Proposition 28 it follows that up to isomorphism of deformations we may assume that $\mu_d = c'_d \nu$ for some $c'_d \in \mathbb{C}$ for all $d$. As $B_1$ is nontrivial, when reduced modulo $m^2$, at least one of $c'_d$ is nonzero.

Now we prove, by induction with respect to the order $\leq$, that $\mu_d = c'_d \nu$ for some $c'_d \in \mathbb{C}$ for all $d \in \mathbb{Z}_+^m \setminus \{0\}$. The basis of the induction is proved in the previous paragraph. To prove the induction step we take some $d \in \mathbb{Z}_+^m \setminus \{0\}$.

Using the inductive assumption, the corresponding equation from (20) reduces to

$$\mu_d(a, b)c + \mu_d(ab, c) - a\mu_d(b, c) - \mu_d(a, bc) = 0.$$

This means that $\mu_d$ must be a Hochschild 2-cocycle. As $\text{HH}^2(A, A)$ is one-dimensional, up to isomorphism of deformations we thus have $\mu_d = c'_d \nu$ for some $c'_d \in \mathbb{C}$.

It follows that the star product for $B_1$ looks as follows:

$$a \star b = ab + \sum_{d \neq 0} c'_d \nu_d(a, b) h^d = ab + \nu_d(a, b) \left( \sum_{d \neq 0} c'_d h^d \right).$$

Without loss of generality we may assume that $c'_{e_1}$ is nonzero. Then there is an isomorphism from $\mathbb{C}[\llbracket u_1, u_2, \ldots, u_m \rrbracket]$ to $\mathbb{C}[\llbracket h_1, h_2, \ldots, h_m \rrbracket]$ which maps $u_1$ to $\sum_{d \neq 0} c'_d h^d$ and $u_i$ to $h_i$ for all $i > 1$. This induces a ring isomorphism from $B_2$ to $B_1$. The statement follows.

5.3 Hochschild cohomology of $A^k$

The even Hochschild cohomology of the algebras $A^k$ was first described in [Ho1]. Thanks to [Ri], [EH], [Ho1], there exists moreover an explicit description of the full Hochschild cohomology ring. We will not need these detailed descriptions and just recall the result about the dimensions:

Proposition 31. We have

$$\dim \text{HH}^i(A^k) = \begin{cases} k + 1, & i = 0; \\ 1, & i > 0. \end{cases}$$

Proof. Thanks to [Ri, Theorem 4.2], every Brauer tree algebra with $k$ simple modules and exceptional multiplicity $m$ is derived equivalent to a path algebra $B^m_k$ of a quiver which is a single oriented cycle of length $k$ modulo the ideal generated by all paths of length $mk + 1$ (the latter is again a Brauer tree algebra). The algebras $A^k$ are such Brauer tree algebras with $m = 1$. Since Hochschild cohomology is an invariant of the derived category, it is enough to
determine the Hochschild cohomology of $B^k_1$. Then the result is a special case of [Ho1, Theorem 8.1] and [EH, Theorem 5.19].

In particular, we have $\dim \mathcal{HH}^2(A^k) = 1$. The corresponding nontrivial Hochschild 2-cocycle is given by the following:

**Lemma 32.** In the basis $B_k$ of $A^k$, the assignment

\[
\mu : \begin{array}{ll}
A^k \otimes A^k & \longrightarrow A^k \\
 a_s \otimes b_s & \longrightarrow (-1)^{s+1} e_{s+1}, \\
b_1 \otimes a_1 & \longrightarrow e_1, \\
a_s b_s \otimes a_s b_s & \longrightarrow (-1)^s a_s b_s, \\
a_s \otimes a_{s-1} b_{s-1} & \longrightarrow (-1)^{s-1} a_s, \\
a_{s-1} b_{s-1} \otimes b_s & \longrightarrow (-1)^{s-1} b_s,
\end{array}
\] (22)

extended by zero to all other basis vectors, is a nontrivial associative Hochschild 2-cocycle.

**Proof.** That $\mu$ is an associative Hochschild 2-cocycle is checked by a straightforward computation. The element $e_1$ does not belong to the radical of $A^k$, while both $b_1$ and $a_1$ do. Hence $b_1 \otimes a_1 \mapsto e_1$ is not possible for any coboundary, which implies that $\mu$ is nontrivial. The claim follows.

### 5.4 One-parameter deformations of $A^k$

Let us start with an explicit example, illustrating Proposition 31 and Corollary 30.

**Example 33.** Consider the algebra $A^1 = \mathbb{C}[X]/(X^2)$ and the bimodule $R := A^1 \otimes A^1$. Let $f, g : R \rightarrow A^1$ be the $A^1$-bimodule maps given by $f(1 \otimes 1) = X \otimes 1 - 1 \otimes X$ and $g(1 \otimes 1) = X \otimes 1 + 1 \otimes X$. Then

\[
\cdots \xrightarrow{g} R \xrightarrow{f} R \xrightarrow{g} R \xrightarrow{f} \xrightarrow{\text{mult}} A^1_0 \rightarrow 0
\]

is a free $R$-module resolution of $A^1$. A direct computation gives $\mathcal{HH}^0(A^1, A^1) = A^1$ (as $A^1$ is commutative) and $\mathcal{HH}^i(A^1, A^1) \cong \mathbb{C}$ for all $i > 0$ (as claimed by Proposition 31). In particular, $\mathcal{HH}^2(A^1, A^1) = \mathbb{C}$, hence there is a unique nontrivial infinitesimal one-parameter deformation for which we can take the corresponding nontrivial associative Hochschild 2-cocycle $\mu_1$ as follows: $\mu_1(a, b) = 0$ for $(a, b) \in \{ (1, 1), (1, X), (X, 1) \}$ and $\mu_1(X, X) = 1$. Hence, by Corollary 30 we have a unique, up to isomorphism, associative algebra, which is an $m$-parameter deformation of $A^1$, nontrivial when reduced modulo $m^2$. If $m = 1$, this is realized as follows: consider $A^1[[t]]$ with $X \ast X = t$ and therefore isomorphic to $\mathbb{C}[u]$ by sending $X$ to $u$. If $m > 1$, we similarly get the polynomial algebra $\mathbb{C}[u_1, u_2, \ldots, u_m]$.

This example can be generalized to all $A^k$ as follows: For $k > 1$ consider the quotient $\tilde{B}^k$ of the path algebra of the following quiver (in case $k$ is even or
odd, respectively):

\[ y_1 \quad 1 \quad x_1 \quad 2 \quad y_2 \quad 3 \quad x_3 \quad \cdots \quad x_{k-1} \quad 4 \quad x_k \quad y_k \]

modulo the relations \( x_i y_j = 0 = y_j x_i \) whenever the expression makes sense. Let \( \hat{B}^k \) denote the completion of \( B^k \) with respect to the ideal generated by all arrows.

Consider also the deformation \( A^k[[t]] \) of \( A^k \) in which the product \( \ast \) is given by \( x \ast y = x y + \mu(x, y)t \), where \( \mu \) is as in Lemma 32. Associativity of this product follows from Proposition 29. Obviously, \( A^k[[t]] \) is nontrivial when reduced modulo \( m^2 \).

**Theorem 34.** (i) Putting the \( x \)'s and \( y \)'s in degree one, turns the algebra \( \hat{B}^k \)
into a Koszul algebra.

(ii) The algebra \( \hat{B}^k \) has the structure of a one-parameter flat deformation of \( A^k \), isomorphic, as a deformation, to the deformation \( A^k[[t]] \) described above.

**Proof.** The algebra \( \hat{B}^k \) is by definition quadratic with monomial relations, hence Koszul, see [PP, Corollary II.4.3] (it is in fact straightforward to write down projective resolutions of simple modules and see that they are linear). This proves (i). To prove the second statement we will have to check several things.

For every point \( i \) of the quiver set \( t_i = x(i) - y(i) \), where \( x(i) \) is the shortest \( x \)-loop starting in \( i \) and \( y(i) \) is the shortest \( y \)-loop starting in \( i \) (for example, \( y(1) = y_1 \), \( x(1) = x_2 x_1 \), \( x(2) = x_1 x_2 \), \( y(2) = y_2 \) if \( k = 2 \) and \( y(2) = y_3 y_2 \) if \( k > 2 \) and so on). Define \( t(k) \) to be the sum of all \( t_i \)'s. The element \( t(k) \) is a sum of loops and hence commutes with all idempotents of the path algebra. As all \( x \)-monomials of \( t(k) \) have coefficient 1 and the product of any \( x \) and any \( y \) is zero, it follows that \( t(k) \) commutes with all \( x_i \). As all \( y \)-monomials of \( t(k) \) have coefficient \(-1\) and the product of any \( x \) and any \( y \) is zero, it follows that \( t(k) \) commutes with all \( y_j \). Hence \( t(k) \) is a central element of \( \hat{B}^k \).

Let \( I \) denote the ideal of \( \hat{B}^k \), generated by all arrows and \( J \) denote the ideal of \( \hat{B}^k \), generated by \( t(k) \). Then \( J \subset I \). At the same time, \( I^4 \) is generated by elements of the form \( x_i x_{i \pm 1} x_i x_{i \pm 1} \) and \( y_i y_{i \pm 1} y_i y_{i \pm 1} \), which both belong to \( J^2 \). Hence \( I^4 \subset J^2 \), which implies that the completions of \( \hat{B}^k \) with respect to \( I \) and \( J \) coincide, and hence both are isomorphic to \( B^k \).

Next we claim that \( X := \hat{B}^k / J \cong A^k \). Indeed, using the relation \( x_i y_j = 0 = y_j x_i \) it is easy to see that there is a unique algebra homomorphism \( \phi : \hat{B}^k \rightarrow A^k \), which maps \( y_1 \) to \( b_1 a_1 \), \( x_1 \) to \( a_1 \), \( x_2 \) to \( b_1 \), \( y_2 \) to \( a_2 \), \( y_3 \) to \( b_3 \) and so on (i.e. all non-loop arrows are mapped to the corresponding non-loop arrows, and loops at the ends are mapped to length two loops at the ends). From the definition we have that \( \phi \) is surjective and maps \( t(k) \) to 0. Therefore it induces a surjective homomorphism \( \overline{\phi} : \hat{B}^k / J \rightarrow A^k \). At the same time it is easy to see that the
images of non-loop arrows in $\tilde{B}^k/J$ satisfy the defining relations of $A^k$. Therefore $\varphi$ is injective and hence an isomorphism.

It is easy to see that the algebra $\tilde{B}^k$ has a $\mathbb{C}$-basis $\tilde{B}_k$, which consists of all trivial paths, all monomials in $x_i$'s and all monomials in $y_j$'s which make sense. We claim that $\tilde{B}^k$ is free over $\mathbb{C}[t(k)]$. The map $\varphi$ maps elements from $\tilde{B}_k$ to elements from $B_k$ or zero. For every element from $B_k$ its tautological preimage under $\varphi$ (for example $e_i$ is the preimage of $e_i$, $x_1$ is the preimage of $a_1$, $x_2x_1$ is the preimage of $b_1a_2$ and so on). Call the latter set $\tilde{B}_k$. There is an obvious bijection between the elements in $\tilde{B}_k$ and elements $zt(k)$, where $z \in \tilde{B}_k$ and $i \in \mathbb{Z}_+$. It follows that $\tilde{B}_k$ is a free $\mathbb{C}[t(k)]$-basis of $\tilde{B}^k$. The latter yields that $B^k$ is free over $\mathbb{C}[t(k)]$ and hence is a flat deformation of $A^k$.

It is easy to check that $x_1x_2x_1 \neq 0$ in $B^k/J^2$, which yields that this deformation is nontrivial when reduced modulo $J^2$. Therefore (ii) follows from Corollary 30, completing the proof of the theorem.

Remark 35. One easily checks that the map

$$
\Psi : A^m[t] \rightarrow B^m,
$$

$$
e_i \mapsto e_i,
$$

$$
a_s \mapsto \begin{cases} x_s & \text{if } s \text{ odd} \\
y_s & \text{if } s \text{ even} \end{cases}
$$

$$
b_s \mapsto \begin{cases} x_{s+1} & \text{if } s \text{ odd} \\
y_{s+1} & \text{if } s \text{ even} \end{cases}
$$

$$
b_1a_1 \mapsto y_1,
$$

$$
a_{k-1}b_{k-1} \mapsto \begin{cases} y_k & \text{if } k \text{ even} \\
x_k & \text{if } k \text{ odd} \end{cases}
$$

$$
a_sb_s \mapsto \begin{cases} x_{s}s_{s+1} & \text{if } s \text{ even} \\
y_{s}y_{s+1} & \text{if } t \text{ odd} \end{cases}
$$

$$
t \mapsto t(k)
$$

for $i$ and $s$ for which the expression makes sense, is an isomorphism of deformations.

The algebras $\tilde{B}^k$ from Theorem 34 are studied in [GP], [Kh]. They belong to the class of special biserial algebras ([WW]), in particular, they are tame. A complete description of indecomposable modules over these algebras can be found in [Kh], [WW], [GS]. The algebra $\mathbb{C}[[x,y]]$ is a classical wild algebra. Therefore from Theorem 1(ii) and Theorem 24 it follows that all nonzero categories $\tilde{C}_\lambda, \tilde{C}_\lambda, \tilde{C}_\lambda, \tilde{C}_\lambda, \tilde{C}_\lambda$ are wild.

Remark 36. By Theorem 34, the algebra $\tilde{B}^k$ is Koszul, as well as $A^1$. This is however not the case for $A^k$ if $k > 1$ (as can easily be seen by writing down explicit projective resolutions, for $k = 2$ the algebra is not even quadratic).

5.5 One-parameter graded deformations of $A^k$

The algebra $A^k$ can be equipped with two different natural nonnegative $\mathbb{Z}$-gradings $A^k = \oplus_{j \geq 0} A^j$ by either putting the $a_i$'s and the $b_i$'s all in degree one or by putting the $a_i$'s in degree one and the $b_i$'s in degree zero, respectively.
In the first case we get a positive grading in the sense of [MOS], which is natural in the study of Koszul algebras.

**Remark 37.** In [BLPPW] universal Koszul deformations were studied. This construction leads to different deformations than the one obtained in this paper as universal Koszul deformations behave badly with respect to taking the centralizer subalgebras. For example, as mentioned earlier, the algebra $\mathbb{C}[X]/(X^2) \cong A^1$ is the centralizer subalgebra of the Koszul quasi-hereditary algebra $\tilde{A}^1$ (the latter one is graded in the usual way by path length). Let $\tilde{A}^1[t]$ be the universal Koszul deformation in the sense of [BLPPW]. Then one might hope that the corresponding centralizer subalgebra in $\tilde{A}^1[t]$ is isomorphic to the deformation of $A^1$ described in Example 33. This is however not the case since the first one is isomorphic to $\mathbb{C}[X] \otimes_{\mathbb{C}[X^2]} \mathbb{C}[X]$, whereas the second one is isomorphic to $\mathbb{C}[X]$. Analogous phenomenon appears for all $A^k$.

**Remark 38.** The 0-th Hochschild cohomology of $A^k$, i.e. the center of the algebra $A^k$, or, more generally, of generalized Khovanov algebras has a geometric interpretation via the cohomology ring of Springer fibres ([Br], [St2]). In [St2], the Koszul deformation (in the sense of Remark 37) was used as an essential tool to obtain the result. The center of this deformed algebra is in fact the $T$-equivariant cohomology ring ([St2], [GM]), for a one-dimensional torus $T$.

Despite of Remark 36, the algebra $\hat{B}^k$ can be understood using the graded picture. The algebra $\hat{B}^k$ is graded in the natural way by putting all non-loop arrows in degree one and loops in degree two (in case $m = 1$ the only loop is put in degree one). The following was established during the proof of Theorem 34: The algebra $\hat{B}^k$ is free over the graded central subalgebra $\mathbb{C}[t(k)]$ and the quotient of $\hat{B}^k$ over the homogeneous ideal generated by $t(k)$ is isomorphic to $A^k$ as a graded algebra. This means that $\hat{B}^k$ is a graded flat one-parameter deformation of $A^k$. The algebra $B^k$ is the completion of the positively graded algebra $\hat{B}^k = \oplus_{j \geq 0} \hat{B}^k(j)$ with respect to the graded radical, that is the ideal $\oplus_{j \geq 0} \hat{B}^k(j)$. The graded version of the deformation theory is described in [BrGa]. Using these results we obtain:

**Corollary 39.** Let $k \in \mathbb{N}$. Consider $A^k$ as a graded algebra by assuming that all arrows have degree one (except $k = 1$ when the only loop is assumed to have degree two). Then $\hat{B}^k$ is the unique (up to rescaling of the deformation parameter) nontrivial graded flat one-parameter deformation of $A^k$.

**Proof.** The algebra $\hat{B}^k$ has the structure of a nontrivial graded flat one-parameter deformation of $A^k$ given by Theorem 34. In particular, $A^k$ has a nontrivial graded infinitesimal deformation, which is unique up to rescaling of the deformation parameter as $\mathbb{H}^2(A^k, A^k)$ is one-dimensional. The existence of $\hat{B}^k$ says that this deformation extends to a nontrivial flat graded deformation of $A^k$ by Theorem 34. By [BrGa, Proposition 1.5(c)], the freedom of extending our infinitesimal deformation to a flat deformation is given by the graded pieces of $\mathbb{H}^2(A^k, A^k)$ in higher degrees. These spaces are however zero as $\mathbb{H}^2(A^k, A^k)$ is one-dimensional and hence is concentrated in the degree which produces the non-trivial infinitesimal deformation.

Consider now the second grading on $A^k$ (obtained by putting the $a_i$’s in degree 1 and the $b_i$’s in degree zero, respectively). This grading is no longer
positive in the sense of [MOS]. To distinguish the obtained graded algebra from the previous graded algebra, we denote it by $\tilde{A}^k$. Similarly we define a grading on $\tilde{B}^k$ by putting all right arrows and end loops in degree one and all left arrows in degree zero. Let $\tilde{B}^k$ be the resulting algebra.

**Proposition 40.** Let $k \in \{2,3,\ldots\}$. Then the algebra $\tilde{B}^k$ is the unique (up to rescaling of the deformation parameter) non-trivial graded flat one-parameter deformation of $\tilde{A}^k$.

**Proof.** Mutatis mutandis that of Corollary 39.

**Remark 41.** The graded algebra $\tilde{A}^k$ is a subalgebra of the algebra studied in [KhSc] in the context of Floer cohomology of Lagrangian intersections in the symplectic manifolds which are Milnor fibres of simple singularities of type $A_k$.

### 5.6 Proof of Theorem 1(iii) and (iv)

Let $\lambda$ be as in case (III) and $\xi$ be such that $\hat{\mathcal{C}}_{\lambda,\xi}$ is nontrivial. We will use the notation from Subsection 4.3. Theorem 24 gives the algebra $D_{\lambda,\xi}$ the structure of a deformation of $A^{n-1}$ over $\mathbb{C}[[x_1,x_2,\ldots,x_n]]$ and the algebra $D_{\lambda,\xi}$ the structure of a deformation of $A^{n-1}$ over $\mathbb{C}[[x]]$.

**Lemma 42.** There is a uniserial module $M \in D_{\lambda,\xi}$ of Loewy length four such that the layers of the radical filtration of $M$ are $\hat{L}_1$, $\hat{L}_2$, $\hat{L}_1$ and $\hat{L}_2$.

**Proof.** This follows from [GS, Lemma 6.4]. Alternatively one can construct this module using the Gelfand-Zetlin approach, described in [Maz2]. Let us briefly outline the latter. Let $V$ be a two dimensional vector space and $X$ be a nonzero nilpotent operator on $V$.

As explained in Subsection 2.6, the element $\lambda$ corresponds to some $(m_1,m_2,m_3,\ldots,m_n) \in \mathbb{C}^n$ such that $m_2-m_1$, $m_1-m_3$, $m_3-m_4$, $\ldots$, $m_{n-1}-m_n \in \mathbb{N}$. By Proposition 4, we may arbitrarily change $\xi$, so we choose $x_1=x_2=\ldots=x_{n-1} \in \mathbb{C}$ such that $m_1-x_i \notin \mathbb{Z}$ and $x_i-x_j \notin \mathbb{Z}$ for all $i,j$. Consider the set $T(m,x)$ and the corresponding module $M(m,x)$ as defined in Subsection 2.6. Note that we are in case (III) and $m_2-m_1$, $m_1-m_3 \in \mathbb{N}$. Hence, by construction, the module $M(m,x)$ is a uniserial module of length two with subquotients of the radical filtration being $\hat{L}_2$, $\hat{L}_1$. Now we would like to construct a nontrivial selfextension of this module module using $X$.

For every $t \in T(m,x)$ let $V_t$ denote a copy of $V$. Consider the vector space $M = \bigoplus_{t \in T(m,x)} V_t$. For $i \in \{1,2,\ldots,n-1\}$ define on $M$ the action of $e_{i,i+1}$ and $e_{i+1,i}$ by the classical Gelfand-Zetlin formulae ([DFO], [Maz2]) in which we treat all entries of our tableaux as the corresponding scalar operators on $V$ with the exception of $m_1$, which should be understood as $m_1 \text{Id}_{V} + X$, and $y_i$, $i=1,2,\ldots,n-1$, which should be understood as $y_i \text{Id}_{V} + X$. Similarly to the proof of Lemma 10 one shows that this defines on $M$ the structure of a $g$-module for any $X$. It is easy to check that this module is uniserial of length four with subquotients of the radical filtration being $\hat{L}_2$, $\hat{L}_1$, $\hat{L}_2$, $\hat{L}_1$. Taking the restricted dual, we obtain a module which satisfies all the requirements of the lemma.

**Lemma 43.** Both $\hat{D}_{\lambda,\xi}$ and $D_{\lambda,\xi}$ are nontrivial deformations when reduced modulo $m^2$. 
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Proof. As $\mathbb{C}[x]$ is a quotient of $\mathbb{C}[[x_1, x_2, \ldots, x_n]]$, it is enough to prove the statement for the smaller algebra $D_{\lambda, \xi}$. In case $n = 2$ the claim follows directly from the well-known description of $D_{\lambda, \xi}$ (see [Maz3, Chapter 3]). Hence we may assume $n > 2$. One could observe that the claim follows from the main result of [GS] and our Theorem 34. However, we would like to give an independent argument based on our description of $D_{\lambda, \xi}$ as a deformation, given by Theorem 24.

Consider the element $x = \beta_1 \alpha_1 \in D_{\lambda_1, \xi_1}$. We know that the image of $x$ in $A^{n-1}$ (that is, when we further reduce modulo $m$) is a nonzero element $\overline{x}$ satisfying $\overline{x}^2 = 0$. Hence, to prove the statement of the lemma it is enough to show that $x^2$ is nonzero when reduced modulo $m^2$. For this it is enough to show that $x^2$ does not annihilate some module from $C_{\lambda, \xi}$. This is a straightforward computation, which we describe below.

Set $R := C_{\lambda_1, \xi_1} \cong \mathbb{C}[[x]]$. The projective module $R/m^2$ has length two with simple top and simple socle isomorphic to $L_1$. In particular, it is also injective in $C_{\lambda_1, \xi_1}$. Applying the exact selfadjoint functor $F_1$ to the short exact sequence

$$0 \to L_1 \to R/m^2 \to L_1 \to 0$$

we get the exact sequence

$$0 \to M_1 \to P_1(2) \to M_2 \to 0,$$

where $P_1(2)$ is the projective cover of $L_1$ and $M_1 \cong M_2 \cong F_1 L_1$. The module $F_1 L_1$ is uniserial of length three, with simple top and simple socle isomorphic to $L_1$ and the intermediate layer isomorphic to $L_2$. We assert that $x^2$ does not annihilate $P_1(2)$.

Similarly to the above one shows that for the projective-injective module $P_2(2)$ there is an exact sequence

$$0 \to N_1 \to P_2(2) \to N_2 \to 0,$$

where $N_1 \cong N_2$ has Loewy length three, with simple top and simple socle isomorphic to $L_2$, and the middle layer of the radical (=socle) filtration isomorphic to $L_1 \oplus L_3$ (the summand $L_3$ should be omitted in case $n = 3$).

We want to show that the composition

$$P_1(2) \xrightarrow{\alpha_1} P_2(2) \xrightarrow{\beta_1} P_1(2) \xrightarrow{\alpha_1} P_2(2) \xrightarrow{\beta_1} P_1(2)$$

is nonzero. Note that the kernels of the morphisms $\alpha_1$ and $\beta_1$ contain only simple subquotients of the form $L_1$ and $L_2$, respectively (since we know that this is the case when we reduce modulo $m$).

Since $P_1(2)$ has a filtration with subquotients $M_1$ and $M_2$, it has at most one submodule $N$ of length two, both composition subquotients of which are isomorphic to $L_1$. At the same time the module $M$ from Lemma 42 must be a quotient of $P_1(2)$. Therefore $N$ as above exists, is unique, and $\alpha_1 P_1(2) \cong P_1(2)/N \cong X$ is uniserial with layers of the radical filtration as described in Lemma 42.

As the kernel of $\beta_1$ contains only simple subquotients of the form $L_2$, it follows that $Y = \beta_1 X$ is uniserial of length three with the layers of the radical filtration being $L_1$, $L_2$, $L_1$. As the kernel of $\alpha_1$ contains only simple subquotients
of the form \( L_1 \), it follows that \( Z = \alpha_1 Y \) is uniserial of length two with the layers of the radical filtration being \( L_1, L_2 \). As the kernel of \( \beta_1 \) contains only simple subquotients of the form \( L_2 \), it follows that \( \beta_1 Z \cong L_1 \). Therefore \( \alpha_1 \beta_1 \alpha_1 \beta_1 \neq 0 \) and the claim of the lemma follows.

Proof of Theorem 1(iii) and Theorem 1(iv). By Theorem 24, the algebra \( D_{A, \xi} \) is a deformation of \( A^{n-1} \) over \( \mathbb{C}[x] \). By Lemma 43, this deformation is nontrivial when reduced modulo \( m^2 \). By Theorem 34, the algebra described in Theorem 1(iii) (resp. (iv)) is also a deformation of \( A^{n-1} \) over \( \mathbb{C}[x] \) (resp. \( \mathbb{C}[x_1, x_2, \ldots, x_n] \)), nontrivial when reduced modulo \( m^2 \). Hence the claim of Theorem 1(iii) (resp. (iv)) follows from Corollary 30.
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