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1 Introduction

The main objects studied in the thesis is the quiver Hecke algebra and an important generalisation,
the quiver Schur algebra.

The quiver Hecke algebra was introduced by Khovanov-Lauda [KL09] and Rouquier [Rou08]
independently, so it is also called KLR algebra.

Khovanov and Lauda applied a combinatorial approach. Suppose that Γ is a fixed graph with
no loops and multiple edges, and let I be the set of vertices. Then for d ∈ N[I] :=

⊕
i∈I

Ni of non-

negative integers associated to each vertex, they define an algebra Rd generated by braid-like plane
diagrams which consist of interacting strings labelled by vertices of the graph. As vector space, the
resulting algebra is given by finite linear combinations of these diagrams modulo certain relations
which can also be described by linear combinations of diagrams, and the multiplication is given by
concatenation.

On the other side, Rouquier treated it in a categorical way. In [Rou08], Rd is defined by
listing generators and relations explicitly, and it can also be viewed as a category, whose objects
are decomposition of d consisting of unit vectors, and the generators of the algebra, with the same
relations, generate the space of the morphisms between two objects.

Suppose that g is a simply-laced Kac-Moody Lie algebra with Dynkin diagram Γ, then it admits
a decomposition g = n+⊕h⊕n−. One of the most important property of KLR algebra is that it cate-
gorifies Lusztig’s integral form Af of Uq(n

−). Let K0(Rd) (resp.G0(Rd)) be the Grothendieck group
of the category of finitely generated graded left projective Rd-modules (resp. finite dimensional
graded left Rd-modules), and we consider

K0(R) =
⊕
d∈N[I]

K0(Rd), G0(R) =
⊕
d∈N[I]

G0(Rd).

Then there exists an isomorphism of N[I]-graded twisted bialgebras

γ : Af → K0(R), γ∗ : Af
∗ → G0(R),

where Af
∗ is the graded dual of Af .

This result is refined by Varagnolo and Vasserot [VV11]. They proved that γ sends Lusztig’s
canonical basis of Af to the classes of indecomposable projective modules in K0(R), and γ∗ sends
the Lusztig’s dual canonical basis of Af

∗ to the classes of simple modules in G0(R). In their paper,
this algebra is constructed by geometry. The method they used is of great importance in geometric
representation theory. More precisely, they used the Steinberg-type varieties and Borel-Moore
homology groups to produce convolution algebras.

Steinberg-type variety

The classical Steinberg variety was introduced in the study of representations theory of semisimple
Lie algebras over C and the corresponding Weyl groups by Springer. Let G be a semisimple complex
algebraic group and let g be its Lie algebra. Let N be the nilpotent cone in g and let B be the flag
variety corresponding to G. We define Ñ = {(x, b) ∈ N ×B|x ∈ b}, then the Springer resolution is

3



the proper map µ : Ñ → N , and Ñ ≃ T ∗B as G-equivariant vector bundles. The Steinberg variety
is defined as

Z := Ñ ×N Ñ ≃ {(x, b, b′) ∈ N × B × B|x ∈ b ∩ b′},

whose Borel-Moore homology group is equipped with a convolution product. If x ∈ N , we define
Bx as the fiber of µ at x, which is called the Springer fiber, then the convolution determines an
HBM

∗ (Z)-module structure on the Borel-Moore homology group of Bx. It turns out that HBM
∗ (Z)

is isomorphic to the group algebra of the Weyl group of G, and the Borel-Moore homology groups
of these Springer fibers provide all the irreducible representations of the Weyl group.

The geometric construction in [VV11] can be viewed as a generalization of this construction.
For simplicity, we just assume that G = SLn(C). We consider a quiver with only one vertex and
an arrow pointing the vertex to itself, which is called the Jordan quiver because its indecomposable
representations are classified by Jordan normal forms up to isomorphism. A nilpotent element
x ∈ N can now be viewed as a nilpotent representation of the quiver of dimension n. If a Borel
subalgebra b contains x, then the flag corresponding to b in Cn will be compatible with x. Here a
flag F such that

F = (0 = F 0 ⊂ F 1 ⊂ · · · ⊂ F n = Cn), dimF i − dimF i−1 = 1, ∀1 ≤ i ≤ n

is said to be compatible with x, if it satisfies x(Fi) ⊂ Fi−1 for all i.
For a more general quiver Γ, we replace N by the space Repd of nilpotent representations with

dimension vector d = (dj)j∈V, where V is the set of vertices of Γ. We also replace Ñ by the space
Q of pairs (f, F ) satisfying some compatible conditions, where f is a representation of the quiver
and F = (Fj)j∈V where each Fj is a flag in Cdj . Roughly speaking, we can again take the fiber
product Q×RepdQ, and this is our new Steinberg-type variety. Varagnolo and Vasserot consider an
equivariant Ext-algebra on this variety, which is the same as the equivariant Borel-Moore homology
group, and the resulting algebra is exactly the KLR algebra.

In order to answer the question if there is a natural graded version of the cyclotomic q-Schur
algebra introduced in [DJM98], the quiver Schur algebra was introduced by Stroppel and Webster
in [SW11]. They defined this algebra geometrically and via a faithful polynomial representation
on equivariant (co)homology of flag varieties. The generators were interpreted diagrammatically,
generalizing the KLR diagram mentioned above. A complete presentation of the algebra is however
not known, and this is the motivation behind this thesis.

Hecke-Schur pattern

The study of Hecke-type algebras and their Schur version has a long history.
While studying the relationship between representations of GLn(C) and symmetric group Sn, the

classical Schur algebra was defined as the Sn-endomorphism algebra of the direct sum of permutation
modules of Sn. The famous Schur-Weyl duality states that: two algebras of operators on the tensor
space generated by the actions of GLn and Sn are the full mutual centralizers in the algebra of the
endomorphisms EndC((Cn)⊗n) and the Schur algebra can be defined as EndSn((Cn)⊗n) (see [GSE07]
). A Morita equivalent version of the Schur algebra is defined as the Sn-equivariant endomorphism
algebra of the direct sum of permutation modules of Sn. This definition provide the idea to generalize
the Schur-type algebra.

Various generalizations of this pattern play importance roles in representation theory.
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1. Let q be a power of a prime p. The Hecke algebra Hn(q) of finite type is a q-deformation of
the group algebra of Sn, which is isomorphic to the space of functions on GLn(Fq) which are
bi-invariant under the action of a Borel subgroup equipped with the convolution as an algebra
(see [Str22b]). In this case the Hecke modules play the role of permutation modules, and
Dipper and James[DJ89] define the q-Schur algebra as the Hn(q)-equivariant endomorphism
algebra of the direct sum of Hecke modules.

2. Let p be a prime and E is a finite extension of Qp. Suppose that q is the cardinality of
the residue field of E. The Iwahori-Matsumoto Hecke algebra Hn(q) is isomorphic to the
space of functions on GLn(E) which are bi-invariant under the action of an Iwahori subgroup
equipped with the convolution as an algebra. As a vector space, Hn(q) is isomorphic to
the tensor product of Hn(q) and the polynomial algebra with n variables. Then the Hecke
modules of Hn together with the polynomial algebra can generate the affine version of Hecke
modules for Hn(q). Vignéras [Vig03] defined the affine Schur algebra as the Hn(q)-equivariant
endomorphism algebra of the direct sum of (affine) Hecke modules.

Compared with the Hecke-Schur pattern, the relationship between KLR algebra and the quiver
Schur algebra has following similarities:

1. There are certain finite dimensional quotients of both algebras called the cyclotomic quotients,
such that the cyclotomic quiver Schur algebra is the space of the endomorphisms over the
cyclotomic KLR algebra of the direct sum of the analogues of permutation modules.

2. If we view Sn as a Coxeter group, then the permutation modules correspond to Young sub-
groups of Sn and Hecke modules correspond to parabolic Hecke subalgebras. The Hecke
algebra itself, as a Hecke module, corresponds to the minimal parabolic Hecke subalgebra,
and we may say it corresponds to the Borel type, and other Hecke modules correspond to
other parabolic type. Now the geometric construction of the KLR algebra involves complete
flags corresponding to Borel subalgebras, while the quiver Schur algebra uses all partial flags
corresponding to parabolic subalgebras.

3. The affine Hecke algebras and the KLR algebras are isomorphic after taking certain comple-
tions. It is shown in [MS19] that we have compatible isomorphisms between the completions
of affine Schur algebras and quiver Schur algebra.

Outline

The thesis has two main objectives. The first is to give the definition of two Hecke-type algebras
and their Schur versions, and explain the Hecke-Schur pattern and the relationship between these
two families of algebras. The second goal is to study the quiver Schur algebra in the particular case
when the dimension vector is concentrated on one vertex, and present a new basis of the quiver
Schur algebra in this case. We will also study other nice properties in this case related with the
theory of the highest weight categories.

In Section 2 we give the definition of the affine Hecke algebra and the KLR algebra as well as
their Schur versions. Various Hecke algebras and the Schur analogues are described to show the
Hecke-Schur pattern, and the quiver Schur algebra is defined geometrically. We give an explicit
algebraic description in case that the dimension vector is concentrated on one vertex.
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In Section 3, we firstly introduce the completion of affine Hecke algebras and KLR algebras, and
then we present the isomorphism between completions of affine Hecke algebras and KLR algebras.
We will also give the statement for the isomorphism theorem for Schur algebras.

In Section 4 we present the main result, which is a new basis for the quiver Schur algebra in the
simplest case. We give the proof, and describe why the similar construction in general cases fails
to form a basis of the quiver Schur algebra.

In Section 5 we introduce the settings and results related to highest weight categories from
[BS18], and show that the quiver Schur algebra in the special case fits into these settings by using
the new basis given in Section 4.
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2 Hecke type algebras and Schur analogues

In this section, we will introduce two Hecke-type algebras, as well as the Schur analogue of them.
Both of them are of their own importance in representation theory, and their relationship will be
discussed in Section 3.

We firstly introduce the classical Schur algebra, which is the most fundamental template of the
construction of Hecke-type algebras and Schur analogues.

After that, we will define the affine version and the quiver version of this construction, and these
generalized versions of Hecke algebras and Schur algebras will be the main object to study.

2.1 Schur algebra

The symmetric group is one of the most fundamental object in representation theory. The classical
Schur algebra is introduced in order to study the representation of symmetric groups.

Let n be a positive integer. We denote by Σ = Σn the symmetric group of order n!, with the
usual Coxeter group presentation. Let In be the set of all compositions of n. For any composition λ
of n, let Σλ be the parabolic subgroup associated to λ, and σλ be the longest element in Σλ. Also,
we let λΣ be the set of shortest representative elements of Σλ\Σ, which exists by [Bou07].

Also, let I = {1, 2, . . . , n − 1}, then In is bijectively corresponding to the set of subsets of I,
given by λ 7→ J if Σλ is exactly the subgroup of Σ generated by si for all i ∈ J. So we also have the
notion ΣJ = Σλ and JΣ = λΣ. For example, the partition (1, 1, . . . , 1) corresponds to the empty
set, while (n) corresponds to I. Moreover, if K,J,L are subsets of I such that K ⊂ J,L ⊂ J, then
we let KΣL

J
be the set of the shortest representative elements of ΣK\ΣJ/ΣL.

Suppose that V is a vector space of m dimension over k for some m ≥ n, where k is an
algebraically closed field of characteristic 0, and we have a right Σ-action on the right on V ⊗n by

v1 ⊗ · · · ⊗ vn · σ = vσ(1) ⊗ · · · ⊗ vσ(n),∀σ ∈ Σ.

Then we can define the Schur algebra S(m,n) = EndΣ(V
⊗n).

The Schur-Weyl duality states that this algebra S(m,n) is exactly the subalgebra generated by
the diagonal action of natural representation of GLm(k) on V in the endomorphism ring of V ⊗n,
and we have the following mutually centralizing property:

S(m,n) = EndΣ(V
⊗n),kΣ = EndGLm(V

⊗n) = EndS(m,n)(V
⊗n).

According to [Hen16], there is an alternative definition of Schur algebra, which is Morita equiv-
alent to S(m,n), defined as

S = EndΣ(
⊕
λ∈In

k⊗kΣλ
kΣ) = EndΣ(

⊕
λ∈In

IndΣ
Σλ
ktriv).

This construction uses the so called permutation modules k ⊗kΣλ
kΣ, which is can be generalized

to a quantized version.
The quantized version of the group algebra kΣ is the Hecke algebra Hn of finite type, with a

basis {Tσ|σ ∈ Σ}. For any J ⊂ I we can define xJ =
∑
σ∈ΣJ

Tσ, and then we have a quantized analogue
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of the permutation module, which is called the Hecke module HJ := xJHn (see [Str22b]). Also, we
can also define the Hecke module Hλ for any composition of n.

In [DJ89], the q-Schur algebra is defined as

Sq,n := EndHn(
⊕

λ∈P(n)

Hλ).

When q is specialized to 1, this algebra is Morita equivalent to the classical Schur algebra.
So for both the classical version and the quantized version, with a Hecke type algebra, we can

define the corresponding Hecke modules, and the Schur analogue of this algebra is the endomophism
algebra over this Hecke-type algebra of the direct sum of Hecke modules.

2.2 Affine Hecke algebras and affine Schur algebras

The first idea is to generalize the symmetric groups to extended affine Weyl groups of type A, and
we may denote it by Σext. With this group, the resulting Hecke type algebra is called the affine
Hecke algebra, which is thoroughly studied in [Lus89].

A presentation of Σext is given by the semi-direct product Σ ⋊ X where X is the free abelian
group of rank n with generators X1, . . . , Xn, and for any simple reflection si ∈ Σ for 1 ≤ i ≤ n− 1,
we have siXisi = Xi+1 and siXjsi = Xj if j ̸∈ {i, i+ 1}.

The following definition, known as Bernstein’s presentation [Lus83], gives a quantized version
of the group algebra of Σext.

Definition 2.2.1 (Affine Hecke algebra). Let k be a algebraically closed field of characteristic 0, and
e ∈ Z>0 ∪ {∞}. The affine Hecke algebra is the unital k-algebra H = Hn generated by T1, . . . , Tn−1

and X±1
1 , . . . , X±1

n , subject to the defining relations:
For 1 ≤ i, j, k ≤ n− 1 such that |i− j| > 1,

(H-1) (Ti − q)(Ti + 1) = 0,

(H-2) TiTj = TjTi,

(H-3) TiTi+1Ti = Ti+1TiTi+1,

(H-4) XiX
−1
i = 1 = X−1

i Xi,

(H-5) XiXk = XkXi,

(H-6) TiXj = XjTi,

(H-7) TiXiTi = qXi+1,

where q ∈ k is an e-th order primitive root of unity.

Remark 2.2.2. Here q is a root of unity. In fact, if we let q be the cardinality of the residue field of a
finite extension E of Qp for some prime p, with the same relations, we obtain the Iwahori-Matsumoto
Hecke algebra, which is the convolution algebra of functions on GLn(E) which are bi-invariant under
the action of Iwahori subgroup with values in k.
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Remark 2.2.3. By construction, the Hecke algebra of finite type Hn is a subalgebra of H, and the
Laurent polynomial ring k[X±1

1 , . . . , X±1
n ], which is the group algebra of X, is another subalgebra.

And H is just the quotient of the algebra generated by Hn and k[X±1
1 , . . . , X±1

n ] by relations (2.2.1.H-
6) and (2.2.1.H-7). If we specialize q to 1, then it becomes the group algebra of Σext.

For any element σ ∈ Σ with a reduced expression σ = si1si2 · · · sil , we write Tσ = Ti1Ti2 · · ·Til .
Via (2.2.1.H-3), this definition is independent of the choice of the reduced expression. Here we have
by [Lus89, Proposition 3.7] two sets of basis of the algebra, which are both obviously bijectively
corresponding to the set Σ × X, which is exactly the same as Σext as a set, just like in the finite
type case.

Proposition 2.2.4. The following two sets are both k-basis of H:

{Xa1
1 · · ·Xan

n Tσ|σ ∈ Σ, ai ∈ Z}, {TσXa1
1 · · ·Xan

n |σ ∈ Σ, ai ∈ Z} (1)

There are two natural faithful representations of H. In fact, they can be viewed as the repre-
sentation induced from the trivial and sign representation of Hn.

Proposition 2.2.5 (Trivial faithful representation, [MS19]). Let U =
∑
H(Ti − q), then there

exists a faithful representation of H on

H/U ≃ k[X±1
1 , . . . , X±1

n ] · vI
vector≃
space

k[X±1
1 , . . . , X±1

n ],

where the action of generators X±1
i is left multiplication, and the action of Ti is given by

(Ti − q) · fvI =
qXi −Xi+1

Xi+1 −Xi

(f − si(f))vI. (2)

where si(f) is the Laurent polynomial f with variables Xi, Xi+1 interchanged.

Similarly, we have a signed version of the faithful representation:

Proposition 2.2.6 (Signed faithful representation, [MS19]). Let U =
∑
H(Ti + 1), then there

exists a faithful representation of H on

H/U ≃ k[X±1
1 , . . . , X±1

n ] · vI
vector≃
space

k[X±1
1 , . . . , X±1

n ],

where the action of generators X±1
i is left multiplication, and the action of Ti is given by

(Ti + 1) · fvI =
qXi+1 −Xi

Xi+1 −Xi

(f − si(f))vI. (3)

It is not difficult to check the relations of H, and for faithfulness see [Rou12].
We have the following quantized version of the group algebra of the Young subgroup (parabolic

subgroup) in H (In fact, it is even in Hn). Let I = {1, 2, . . . , n − 1}, and J be a subset of I, then
we define HJ as the Hecke subalgebra generated by {Tj|j ∈ J} as k-algebra. By Proposition 2.2.4,
H is a free module over HJ, with the following k-basis

{TσXa1
1 · · ·Xan

n |σ ∈ JΣ, ai ∈ Z},

where JΣ is the set of shortest representative elements in ΣJ\Σ. And now we can define the
affine version of Hecke modules, which is the quantized and affine version of permutation modules
described in the previous subsection.
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Definition 2.2.7 (Hecke module). For any J ⊂ I, we set

vJ =
∑
σ∈ΣJ

Tσ, v̄J =
∑
σ∈ΣJ

(−q)ℓ(σ)Tσ

then the trivial (resp. signed) Hecke modules associated to J is the right principal ideal vJH (resp.
v̄JH), equipped with the natural right-action of H.

Lemma 2.2.8. The ideal vJH coincides with

{v ∈ H|(Ti − q)v = 0,∀i ∈ J},

and the ideal v̄JH coincides with

{v ∈ H|(Ti + 1)v = 0,∀i ∈ J}.

We can deduce from this lemma immediately that K ⊂ J ⊂ I implies vKH ⊂ vJH.
Now we can just follow the method of last subsection to define the Schur analogue of the affine

Hecke algebra. This is firstly introduced in [Vig03] to study the representation of p-adic groups.

Definition 2.2.9 (Affine Schur algebra,[Vig03]). Given an affine Hecke algebra H, we define the
corresponding affine Schur algebra S to be

EndH(
⊕
J⊂I

vJH) = HomH(
⊕
J⊂I

vJH,
⊕
J′⊂I

vJ′H), (4)

where the multiplication is the composition of the maps.

Here we consider four types of maps, which appear in the basis of S given in [Vig03] whose
action are easy to write down explicitly. For K ⊂ J ⊂ I, we consider the following H-equivariant
maps

sK,J :vJH → vKH, vJh 7→ vK(
∑

σ∈KΣJ

Tσ)h,

mJ,K :vKH → vJH, vKh 7→ vJh,

pJ,J :vJH → vJH, vJh 7→ vJph,

cσJ,J :vJH → vσJH, vJh 7→ vσJTσ−1h,

(5)

for h ∈ H and p ∈ k[X±1
1 , . . . , X±1

n ]ΣJ . The following proposition gives another basis consisting of
the product of these four types maps, so these four types maps generate the whole S over k.

Proposition 2.2.10 ([MS19]). Let K1,K2 be two subsets of I, and for any subset J of I, let BJ

be a set of basis vector of k[X±1
1 , . . . , X±1

n ]ΣJ, then the set

BK2,K1 = {mK2,L · cΣL,L · pL,L · sL,K1|L = K1 ∩ σ−1
K2, p ∈ BJ}, (6)

is a basis of HomH(vK1H, vK2H), and

BS =
⋃

(K1,K2)

BK2,K1 (7)

is a basis of S.
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And we have the following faithful representation of S, which is an enlarged version of the
faithful representation of H.

Proposition 2.2.11 (Faithful representation, [MS19]). The affine Schur algebra S has a faithful
representation on

VS =
⊕
J⊂I

k[X±1
1 , . . . , X±1

n ]ΣJ · vI
vector≃
space

⊕
J⊂I

k[X±1
1 , . . . , X±1

n ]ΣJ ,

where the action is given by

sK,J : k[X±1
1 , . . . , X±1

n ]ΣJvI → k[X±1
1 , . . . , X±1

n ]ΣKvI, fvI 7→ fvI,

mJ,K : k[X±1
1 , . . . , X±1

n ]ΣKvI → k[X±1
1 , . . . , X±1

n ]ΣJvI, fvI 7→
∑
σ∈ΣK

J

TσfvI,

pJ,J : k[X±1
1 , . . . , X±1

n ]ΣJvI → k[X±1
1 , . . . , X±1

n ]ΣJvI, fvI → pfvI,

cσJ,J : k[X±1
1 , . . . , X±1

n ]ΣJvI → k[X±1
1 , . . . , X±1

n ]ΣσJvI, fvI → TσfvI,

(8)

for K ⊂ J ⊂ I and p ∈ k[X±1
1 , . . . , X±1

n ]WJ.

It is not obvious that this representation is well-defined and faithful, and the proof can be found
in [MS19].

Remark 2.2.12. Just like the case of affine Hecke algebras, there are two versions of faithful
representations, the trivial one and the signed one, and here we just present the trivial one.

2.3 Quiver Hecke algebras and quiver Schur algebras

The second generalized version is the quiver Hecke algebra and the quiver Schur algebra. We will
present the geometric definition of these two algebras, as well as the faithful representation of the
quiver Schur algebra introduced in [SW11].

Let Γ be the Dynkin diagram of ŝle, which is the cyclic quiver with e vertices with the fixed
clockwise orientation when e is finite, and is an infinite sequence without starting and ending points
equipped with a fixed orientation. Let V = Z/eZ if e is finite, and V = Z if e is infinity.

We firstly recall the basic notion of representations of the quiver.
A finite dimensional representation (V, f) of Γ over C is

• V : a collection of space Vi over C for each i ∈ V such that
∑

i dimVi <∞,

• f : a collection of linear maps fi : Vi → Vi+1.

A dimension vector d of the representation is an e-tuple (d1, . . . , de) where di = dimVi. A
subrepresentation of (V, f) is a representation (W, g) such thatWi ⊂ Vi, and gi = fi|Wi

: Wi → Wi+1,
for all i ∈ V.

When e is finite, then a representation (V, f) is said to be nilpotent if the map fe · · · f2f1 : V1 →
V1 is nilpotent. If e =∞, then every representation is nilpotent.
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2.3.1 Vector decomposition

To define the Schur algebra used above the composition of n. We generalize this now to vector
decompositions in the context of quivers with more than one vertex.

Definition 2.3.1 (Vector decomposition). A vector decomposition µ̂ of length r (of the dimension
vector d) is an r × e matrix (µ̂ij) with non-negative integer entries such that the summation of
the entries in j-th column is dj and every row vector is non-zero. We denote the set of vector
decompositions of d ∈ ZV

≥0 by Id.

Let the i-th row (resp.j-th column) of µ̂ be µ̂(i) (resp.µ̂(j)).

Suppose that µ̂ is a vector decomposition of d of length l, and µ̂′ is the vector decomposition
obtained by summing up the k-th and k+1-th row vectors for some 1 ≤ k ≤ l− 1. In other words,
the row vectors of (r − 1)× e matrix (µ̂′

ij) satisfies

µ̂′(i) =


µ̂(i) i < k,

µ̂(k) + µ̂(k+1) i = k,

µ̂(i+1) i > k,

then we say that µ̂′ is a (simple) merge of µ̂ at k, and µ̂ is said to be a (simple) split of µ̂′ at µ̂. In
general, we also call µ̂ a merge of λ̂ if we have a finite sequence of simple merges from λ̂ to µ̂. And
we also say that λ̂ is a split of µ̂. Here the terms merge and split are just combinatorial relations
between vector decompositions. Later we will define operators associated to these decompositions,
and we will abuse the notation to call these operators again merges and splits.

Now we introduce some geometric object to define quiver Schur algebras.

1. The affine space of representations of the quiver of dimension vector d is defined as

Repd =
⊕
i∈V

HomC(Cdi ,Cdi+1).

2. The second object is a generalization of the partial flags and flag varieties.

Definition 2.3.2 (Quiver flag). Let µ̂ be a vector decomposition of d. A (partial) flag F of
type µ̂ is a collection of flags Fj of type µ̂(j), that is, a sequence of vector spaces:

0 = F 0
j ⊂ F 1

j ⊂ F 2
j ⊂ · · · ⊂ F r

j = Cdj , dimF i
j − dimF i−1

j = µ̂ij, ∀j ∈ V.

Such a composition is called of complete type if each µ̂(i) is a unit vector with only one non-zero
entry, and the flags of this type are called complete flags.

For a fixed vector decomposition µ̂, let F(µ̂) be the set of flags of type µ̂, which naturally has
the structure of a variety. In case that there is only one vertex associated with a non-trivial
vector space, this variety is exactly the classical partial flag variety.

In general, this variety is the product of the classical partial flag varieties of type µ̂(j) for each
vertex j, and it is smooth and projective. As the name suggests, when µ̂ has complete type,
then F(µ̂) is the product of all full flag varieties of GLdj(C) for each j ∈ V.
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3. If F is a flag of type µ̂, then a representation f is compatible with this flag if fj(F
i
j ) ⊂ F i−1

j+1

for any i, j. For fixed µ̂, we denote by

Q(µ̂) = {((V, f), F ) ∈ Repd ×F(µ̂)|fj(F i
j ) ⊂ F i−1

j+1 ,∀i, j}

the set of representations with compatible flags of type µ̂. Note that if a representation is
compatible with a flag of certain type, then it is automatically a nilpotent representation.
There is also a natural structure of a variety on this set.

Moreover, for µ̂, λ̂ ∈ Id, we can consider the fiber product Z(µ̂, λ̂) := Q(µ̂)×RepdQ(λ̂), which
is a Steinberg-type variety.

Let G = Gd = GLd1×· · ·×GLde be the automorphism group of V = (Vj)j∈V, then it can act on
all of these varieties mentioned above. More explicitly, let g = (gj)j∈V ∈ G, then for (V, f) ∈ Repd,
g will send it to (V, g(f)) ∈ Repd determined by g(f)j = gj+1 ◦ fj ◦ g−1

j . In particular, nilpotent
representations remain nilpotent under the action of G.

For a flag F , the flag g(F ) consists of a sequence of spaces g(F )ij such that g(F )ij = gj(F
i
j ). If f

is compatible with the flag F , then

g(f)j(g(F )
i
j) = gj+1 ◦ fj ◦ g−1

j (gj(F
i
j )) = gj+1 ◦ fj(F i

j ) ⊂ gj+1(F
i−1
j+1) = g(F )i−1

j+1,

so g(f) is compatible with g(F ). Also, as g is an automorphism, it will not change the type of
flags. This determines the action of G on F(µ̂),Q(µ̂) and Z(µ̂, λ̂). Notice that the first projection
Q(µ̂) → Repd is a proper G-equivariant map, while the second projection Q(µ̂) → F(µ̂) is a
G-equivariant affine bundle over F(µ̂).

2.3.2 Equivariant Borel-Moore homology

Here we give the definition of the equivariant Borel-Moore homology, which will be used in the
geometric construction.

Suppose that X is a locally compact topological space which has the homotopy type of a finite
CW-complex and admits a closed embedding into a smooth manifold. Let X̂ = X ∪ {∞} be the
one-point compactification ofX, and then the Borel-Moore homology ofX is defined asHBM

i (X) :=
Hi(X̂,∞), where Hi(−,−) means the relative singular homology over C. For more detail about
Borel-Moore homology, we refer to [CG09].

Now suppose that H is a Lie group and let {EnH → BnH} be an approximation of the universal
bundle EH → BH. LetX be a topological space satisfying the conditions in the last paragraph, and
further assume thatX is also a complex algebraic variety of pure dimension x/2. Let rn = dimRE

nH
and h = dimRH. Then the H-equivariant homology of X is defined as

HBM,H
i (X) := lim←−

n

HBM
i+rn−h(E

nH ×H X).

An important property of Borel-Moore homology is the convolution structure. Suppose that
X1, X2 and X3 are three spaces and Y12 ⊂ X1 × X2, Y23 ⊂ X2 × X3 are closed subspaces, with
suitable topological assumptions (see [CG09, 2.7.8]). We define

Y13 = Y12 ◦ Y23 := {(y1, y3) ∈ X1 ×X3|∃y2 ∈ X2 such that (y1, y2) ∈ Y12, (y2, y3) ∈ Y23},
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then we have a convolution

HBM
i (Y12)×HBM

j (Y23)→ HBM
i+j−dimR X2

(Y13).

If we put X = X1 = X2 = X3 with a proper map X → Z, and Y = Y12 = Y23 = X ×Z X, then we
have Y13 = Y , and then the convolution map

HBM
i (Y )×HBM

j (Y )→ HBM
i+j−dimR X(Y ),

determines an algebra structure on HBM
∗ (Y ). With a shift of degree dimRX, this convolution

becomes a graded map. With more suitable assumptions on the group action on each spaces, the
convolution map can be lifted to equivariant Borel-Moore homologies. More detail about equivariant
Borel-Moore homology and convolution algebras can be found in [Bri00, CG09].

In our case, X is the space of the union of Q(µ̂) for all vector decompositions, and Z is Repd.
In this case the projection map X → Z is proper. Then we actually have the following associative
convolution product

HBM,G
∗ (Z(µ̂, λ̂))⊗HBM,G

∗ (Z(λ̂, µ̂))→ HBM,G
∗ (Z(µ̂, µ̂)),∀µ̂, λ̂, µ̂ ∈ Id,

as Z(µ̂, λ̂) ◦ Z(λ̂, µ̂) ⊂ Z(µ̂, µ̂).
With this product, we have the following algebras:

Rd =
⊕

µ̂,λ̂∈Icd

HBM,G
∗ (Z(µ̂, λ̂)),

which is called the quiver Hecke algebra, and

Ad =
⊕

µ̂,λ̂∈Id

HBM,G
∗ (Z(µ̂, λ̂)),

which is called the quiver Schur algebra.

2.3.3 Faithful representation and geometric basis

Both algebras have natural representations coming from the theory of general convolution algebras
by [CG09]. Here we describe it for Ad.

Consider the following direct sum of equivariant Borel-Moore homology groups

Vd =
⊕
µ̂∈Id

HBM,G
∗ (Q(µ̂)),

and Ad acts on Vd via the convolution product

HBM,G
∗ (µ̂, λ̂)⊗HBM,G

∗ (Q(λ̂))→ HBM,G
∗ (Q(µ̂)).

The following result emphasizes the importance of this representation, which enable us to write
down this algebra explicitly.

Proposition 2.3.3 ([SW11]). The space Vd is faithful as an Ad-module.
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Remark 2.3.4. Here we only consider quiver Schur algebras over C, but actually the statement
remains valid for prime characteristic. The proof of both cases can be found in [SW11].

In the remaining part of this subsection, we present an explicit basis over C of Ad introduced
in [SW11]. Firstly we will construct several special types of elements in Ad.

E1 If µ̂ ∈ Id, then we have a closed immersion Q(µ̂) into Z(µ̂, µ̂) by ((V, f), F ) 7→ ((V, f), F, F ),
which induces the proper push-forward

HBM,G
∗ (Q(µ̂))→ HBM,G

∗ (Z(µ̂, µ̂)),

so every class h ∈ HBM,G
∗ (Q(µ̂)) can be identified with an element in Ad. We call such an

operator a polynomial and denote it by hµ̂. In particular, if h is the unit of of the Borel-Moore
homology group, then we call this operator the idempotent eµ̂.

E2 If µ̂ is a simple merge of µ̂′, then there is a natural forgetful map η from F(µ̂′) to F(µ̂). We
let

Q(µ̂, µ̂′) = {((V, f), F, F ′) ∈ Z(µ̂, µ̂′), F = η(F ′)},

and its class [Q(µ̂, µ̂′)] ∈ HBM,G
∗ (Z(µ̂, µ̂′)) is an element in Ad. As it is determined by the

merge of vector decompositions, we also call this operator a merge and denote it by mµ̂,µ̂′ .

More generally, if µ̂ is a merge of µ̂′, then there is a sequence of simple merges from µ̂′ to µ̂,
and then mµ̂,µ̂′ is defined as the composition of these simple merge operators.

An immediate question is: does the resulting operator depend on the choice of the sequence?
The answer is no, which can be shown via geometry (see [Prz19, Lemma 2.9]). However, we
will present this property in a special case later.

E3 With the same setting as 2.3.3.E2, but with µ̂, µ̂′ swapped, we let

Q(µ̂′, µ̂) = {((V, f), F ′, F ) ∈ Z(µ̂′, µ̂), F = η(F ′)}.

Then its class [Q(µ̂′, µ̂)] ∈ HBM,G
∗ (Z(µ̂′, µ̂)) is also an element in Ad. In this case, µ̂′ is a split

of µ̂, so we also call this operator a split, and denote it by sµ̂′,µ̂.

The split generators for general splits are defined in a similar way as the merge operators,
and the resulting operators are again independent of the choice of the sequence by the same
reason.

E4 Suppose that µ̂ and λ̂ are two vector decompositions with length r, and the matrix expressions
(µ̂ij) and (λ̂ij) only differs from a row action. Suppose that u ∈ Sr has a reduced expression

u = sil · · · si1 such that the permutation u can send (µ̂ij) to (λ̂ij) (Notice that there can be
more than one permutation which satisfies the requirement.), then we set

u(k) = sik · · · si1 ,

and we define µ̂2k = u(k)(µ̂) for 0 ≤ k ≤ l. So µ̂ = µ̂0 and λ̂ = µ̂2l, and all of these µ̂2k are
vector decompositions of length l. Moreover, we define µ̂2k+1 as the merge of µ̂2k at position
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ik for 0 ≤ k ≤ l − 1, and all of them are vector decompositions of length l − 1. For any k,
µ̂2k+1 is a merge of µ̂2k and µ̂2k is a split of µ̂2k−1. Then we define

c
[u]

λ̂,µ̂
= sµ̂2l,µ̂2l−1

·mµ̂2l−1,µ̂2l−2
· · · · · sµ̂2,µ̂1 ·mµ̂1,µ̂0 ,

where the multiplication is convolution. We obtain an element of HBM,G
∗ (Z(λ̂, µ̂)), which we

denote by [u] because this element depends on the reduced expression. Such an operator is
called a crossing.

We introduce the following notation, which is almost the same as what we do when we define
affine Hecke algebras and affine Schur algebras. Let W be the symmetric group Sd, with the usual
Coxeter group presentation. Let Id be the set of all compositions of d. For any composition λ of d,
let Wλ be the parabolic subgroup associated to λ, and wλ be the longest element in Wλ. Also, we
let λW be the set of shortest representative elements of Wλ\W .

Also, let I = {1, 2, . . . , d − 1}, then Id is bijectively corresponding to the set of subsets of I,
given by λ 7→ J if Wλ is exactly the subgroup of W generated by si for all i ∈ J . So we also have
the notion WJ = Wλ and JW = λW . For example, the partition (1, 1, . . . , 1) corresponds to the
empty set, while (d) corresponds to I. Moreover, if K, J, L are subsets of I such that K ⊂ J, L ⊂ J ,
then we let KWL

J be the set of the shortest representative elements of WK\WJ/WL.

For any µ̂, λ̂ ∈ Id of length r, and any w ∈
∏
j∈V

λ̂(j)W
µ̂(j)

dj
, by [DJ86] there exist unique µ̂′, λ̂′ ∈ Id

of the same length (denoted by r) such that

Wλ̂′ = Wλ̂ ∩ wWµ̂w
−1,Wµ̂′ = Wµ̂ ∩ w−1Wλ̂w.

Moreover, the matrices representing λ̂′, µ̂′ are the same up to the permutation on row vectors
determined by w, and we denote this permutation by u ∈ Sr such that u(µ̂′) = λ̂′. Then the
operator cwˆλ′,µ′ can be defined after fixing a reduced expression of u.

Now for any h ∈ HBM,G
∗ (Q(λ̂′)), we can define

bw
λ̂,µ̂

(h) := mλ̂,λ̂′ · cwλ̂′,µ̂′ · hµ̂′ · sµ̂′,µ̂ ∈ HBM,G
∗ (Z(λ̂, µ̂)). (9)

Finally, we can give the main theorem of this section. The operators defined as in (9) actually
form a C-basis of the quiver Schur algebra Ad.

Theorem 2.3.5 (Geometric basis, [SW11]). Let range

• µ̂, λ̂ over Id × Id

• w over
∏
j∈V

λ̂(j)W
µ̂(j)

dj
, and

• h over a C-basis of HBM,G
∗ (Q(µ̂′)) where Wµ̂′ = Wµ̂ ∩ w−1Wλ̂w.

Then all these bw
λ̂,µ̂

(h) defined in (9) form a C-basis of Ad. This basis is called the geometric basis

of Ad.
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The proof of this theorem in [SW11] uses geometric method.
An immediate result of Theorem 2.3.5 is that merges, splits and polynomials generate the whole

Ad as a C-algebra, because the crossings can be written as the product of merges and splits.
Also, if we only let µ̂, λ̂ range over Icd, then we obtain the geometric basis of the quiver Hecke alge-

bra. In this case, w will range over the whole
∏
j∈V

Wdj
, and h ranges over a C-basis of HBM,G

∗ (Q(µ̂)).

Also, the element bw
λ̂,µ̂

(h) is exactly cw
λ̂,µ̂
· hµ̂ in this case. And this implies that the quiver Hecke

algebra Hd is generated by crossings and polynomial operators as a C-algebra.

Remark 2.3.6. As we mention before, different choices of the reduced expression while defining
the operator c

[u]

λ̂,µ̂
can result in different geometric basis which differ by a linear combination of maps

corresponding to shorter double cosets. More detail can be found in [SW11].

2.4 Algebraic description of quiver Schur algebra with one vertex

In this section, we describe a special case ofAd explicitly and introduce the diagrammatic expression
when e ≥ 2 and the dimension vector d is concentrated on a single vertex in Γ. Without loss of
generality, we assume that d = (d, 0, . . . , 0), then Id can be identified with Id, and we may simply
denote this algebra by Ad, and we will then write µ = µ̂(1) ∈ Id instead of µ̂ ∈ Id.

Before we start, some algebraic constructions need to be introduced.

Definition 2.4.1 (Demazure operator). Let R = C[x1, . . . , xd], then for any simple reflection si ∈
W , where 1 ≤ i ≤ d− 1, and any polynomial p ∈ R, we set

∂i : p 7→
p− si(p)
xi − xi+1

,

where si acts on p by interchanging variables of xi and xi+1.
By convention, ∂e = Id for the identity element e ∈ W , and for any element w ∈ W of length

larger than 0, we choose an arbitrary reduced expression w = si1 · · · sik , and ∂w := ∂i1 ◦ · · · ◦ ∂ik .

This is well-defined because this construction is independent of the choice of the reduced ex-
pression since one can show that they satisfy the following relations:

i ∂i ◦ ∂i = 0

ii ∂i∂i+1∂i = ∂i+1∂i∂i+1

iii ∂w ◦ ∂w′ =

{
∂ww′ ℓ(ww′) = ℓ(w) + ℓ(w′)

0 ℓ(ww′) < ℓ(w) + ℓ(w′)

For an arbitrary polynomial f ∈ R, ∂i(f) is still a polynomial in R, which follows from the fact
that

∂i(x
k+1
i ) =

xk+1
i − xk+1

i+1

xi − xi+1

=
k∑

j=0

xjix
k−j
i+1 ,∀k ≥ 0.
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A polynomial f satisfies that ∂i(f) = 0 if and only if f is si-invariant. Besides, if f is of degree l,
then ∂w(f) is either zero or of degree l− ℓ(w), as ∂i lowers the degree by one. Moreover, for ∂si , we
have the following “Leibniz rule”:

∂si(f · g) = ∂si(f) · g + si(f) · ∂si(g) = ∂si(f) · si(g) + f · ∂si(g). (10)

For a fixed integer d, and any composition λ = (λ1, λ2, . . . , λl) ∈ Id, we can consider the
parabolic subgroup Wλ, and the space of invariants Rλ := C[x1, x2, . . . , xd]Wλ . An extreme case
is that the composition λ0 := (n) has only one component, then the space of invariants is Rd :=
C[x1, x2, . . . , xd]W . All these Rλ, as a C-algebra, are again isomorphic to the polynomial ring of d
variables over C. In fact, all of these Rλ are isomorphic to the tensor product of total invariant
polynomial rings, and the total invariant case follows from the following classical result:

Theorem 2.4.2 (Fundamental theorem of symmetric polynomials,[Mac15]). Let

ek(x1, . . . , xd) =
∑

1≤j1<···<jk≤d

xj1 · · ·xjk

for 1 ≤ k ≤ d, then C[x1, x2, . . . , xd]Sd is the polynomial ring generated by e1, e2, . . . , ed.

The space of Wµ-invariants Rµ also have the following properties:

Proposition 2.4.3. Let µ ∈ Id, and let wµ be the longest element in Wµ. Then we have

1. The operator ∂wµ sends R to Rµ,

2. If f ∈ Rµ and g ∈ R, then for any w ∈ Wµ, we have ∂w(fg) = f∂w(g).

Proof. In fact, a polynomial is in Rµ if and only if it is annihilated by ∂i for all si appearing in
Wµ. Suppose that h is an arbitrary polynomial in R. We have ∂i(∂wµ(h)) = ∂i ◦ ∂wµ(h), and since
ℓ(siwµ) < ℓ(wµ) when si ∈ Wµ, we have ∂i ◦ ∂wµ = 0 by relation 2.4.iii, so ∂wµ(h) is killed by all ∂i
in Wµ.

Also, for any w ∈ Wµ, its reduced expression is a product of simple reflections appearing in Wµ,
and all of these simple reflections annihilate f as f ∈ Rµ. Therefore, we have ∂w(fg) = f∂w(g), as
the Leibniz rule (10) implies that

∂i(fg) = f∂i(g),∀si ∈ Wµ.

An important property of these invariant polynomial rings is that all Rλ are free as Rd-modules.
For the space R of all polynomials, we have the following lemma:

Lemma 2.4.4. Let αd(x1, x2, . . . , xd) = xd−1
1 xd−2

2 · · ·xd−1 ∈ R, then the set

B := {∂w(αd)|w ∈ W}

forms an Rd-basis of R.

Proof. See [BGG73] or [Bru14].
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In fact, the polynomial αd can be replaced by an arbitrary polynomial not annihilated by any
∂s with the same degree as αd. Moreover, we see from 2.4.iii and Proposition 2.4.3 that the map
∂w0 : R→ Rd annihilates ∂w(αd) if w ̸= 1, and it sends Rd ·αd bijectively to Rd. So ∂w0 : R→ Rd is
surjective. This immediately implies that for any λ ∈ Id, the map ∂wλ

: R→ Rλ is also surjective.

Example 2.4.5. Let d = 3, then α3(x1, x2, x3) = x21x2, and the basis B is

α3 = x21x2

∂1vv

∂2

))
∂1(α3) = x1x2

∂2
��

∂2(α3) = x21

∂1
��

∂2∂1(α3) = x1
∂1

((

∂1∂2(α3) = x1 + x2

∂2uu
∂w0(α3) = 1

As a corollary, other Rλ are also free over Rd.

Corollary 2.4.6. The set

Bλ := {∂wλw(αd)|w ∈ λW}

forms an Rd-basis of Rλ.

Proof. A polynomial is in Rλ if and only if it is invariant under the action ofWλ, which is equivalent
to being invariant under the action of any simple reflection in Wλ, and which is again equivalent to
being annihilated by any ∂s for any simple reflection s in Wλ.

So all elements in the set {∂wλw(αd)|w ∈ λW} are in Rλ. In fact, for any simple reflection
s ∈ Wλ, we have swλ ∈ Wλ. As w ∈ λW , we have

ℓ(wλw) = ℓ(wλ) + ℓ(w)

ℓ(swλw) = ℓ(swλ) + ℓ(w) = ℓ(wλ) + ℓ(w)− 1.

This, by 2.4.iii, implies that ∂s ◦ ∂wλw = 0. Then all ∂wλw(αd) are annihilated by ∂s for any simple
reflection s ∈ Wλ, which implies that they are in Rλ. Also, they are obviously linearly independent
by Lemma 2.4.4.

Now we need to show that they span the whole Rλ. Now we consider an element of the form

f =
∑

u∈Wλ\{e}

∑
w∈λW

cu,w∂uwλw(αd), cu,w ∈ Rn

and suppose that f ∈ Rλ, so it suffices to show that all these cu,w = 0. As f ∈ Rλ, we have
∂v(f) = 0 for all v ∈ Wλ\{e}.

We will use induction on ℓ(u).
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(1) Firstly, if u′ ∈ Wλ and ℓ(u′) = ℓ(wλ), then cu′,w = 0.

In fact, ℓ(u′) = ℓ(wλ) implies that u′ = wλ, then we put v = wλ, and we see that

0 = ∂wλ
(f) =

∑
u∈Wλ\{e}

∑
w∈λW

cu,w∂wλ
◦ ∂uwλw(αd)

=
∑

u∈Wλ\{e}

∑
w∈λW

cu,w(∂wλ
◦ ∂uwλ

) ◦ ∂w(αd) (uwλ ∈ Wλ, w ∈ λW )

(2.4.iii)
=

∑
u=u′

∑
w∈λW

cu,w(∂wλ
◦ ∂uwλ

) ◦ ∂w(αd) (wλ is maximal in Wλ, use (2.4.iii))

=
∑

w∈λW

cu′,w∂wλw(αd)

and we know that all cu′,w has to be zero as these ∂wλw(αd)’s are linear independent by Lemma
2.4.4.

(2) If we have already cu,w = 0 for all u ∈ Wλ\{e} such that k+1 ≤ ℓ(u) ≤ ℓ(wλ) for some k ≥ 1,
now we show that for an arbitrary element u′ ∈ Wλ\{e} of length k, the coefficients cu′,w = 0
for all w ∈ λW .

As ℓ(u′) = k ≥ 1 and u′ ∈ Wλ, we put v = u′ and we have

0 = ∂u′(f) =
∑

u∈Wλ\{e}

∑
w∈λW

cu,w∂u′ ◦ ∂uwλw(αd)

=
∑

u∈Wλ,1≤ℓ(u)≤k

∑
w∈λW

cu,w∂u′ ◦ ∂uwλw(αd)

=
∑

u∈Wλ,1≤ℓ(u)≤k

∑
w∈λW

cu,w(∂u′ ◦ ∂uwλ
) ◦ ∂w(αd) (Here we use uwλ ∈ Wλ, w ∈ λW )

(2.4.iii)
=

∑
u=u′

∑
w∈λW

cu,w(∂u′ ◦ ∂uwλ
) ◦ ∂w(αd) (Here ℓ(u′) + ℓ(uwλ) ≥ ℓ(u′uwλ))

=
∑

w∈λW

cu′,w∂wλw(αd)

and this implies that cu′,w = 0.

So by induciton we know that all cu,w = 0, and this means that any element in Rλ has to be a linear
combination of vectors in Bλ.

In conclusion, the Bλ forms an Rd-basis of Rλ.

2.4.1 Computing homology groups

Now we will use the faithful representation mentioned in last subsection to describe our algebra
Ad as a subring of the endomorphism ring of a vector space. We need to actually write down the
homology groups and the actions of generators explicitly.

Since the quiver Γ has at least two vertices and the dimension vector is concentrated on one
vertex, the variety of representation Repd has only one point, which attaches zero maps to all
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arrows, and the flag variety F(µ̂) = F(µ) is just the usual partial flag variety of Cd of type µ. We
also have Q(µ) = Redd × F(µ) ≃ F(µ) as all flags are compatible now, and Z(µ, λ) is isomorphic
to F(µ)×F(λ).

Proposition 2.4.7. There exists an isomorphism Rµ → HBM,G
∗ (Q(µ)) as algebras over C.

Proof. As Q(µ) = F(µ) which is the quotient of G by a paraabolic subgroup of type µ, it is smooth
and projective. Note that for any smooth varietyX, we have by [EG98]HBM,G

∗ (X) ≃ H2 dimX−∗
G (X),

hence it suffices to compute the G-equivariant cohomology of Q(µ).
Now we see that H∗

G(Q(µ)) = H∗
G(G/Pµ) ≃ H∗

Pµ
(∗). Let Gµ be the Levi subgroup of Pµ, then

we see that Pµ/Gµ ≃ U is contractible, so we have H∗
G(Q(µ)) ≃ H∗

P (∗) ≃ H∗
Gµ

(∗) ≃ H∗(BGµ) ≃
l
⊗
j=1

H∗
GLµj

(∗), so it suffices to show that H∗
G(∗) ≃ Rn = C[x1, . . . , Xn]

W , which follows from

H∗
G(∗) ≃ H∗

T (∗)W = C[x1, . . . , Xn]
W

by [Bri98].

So the faithful representation of Ad acts on Vd =
⊕
µ∈Id

Rµ. Also, the action of the polynomial gen-

erator in HBM,G
∗ (Q(µ)) coincides with cap product of Borel-Moore homology (see [CG09, 2.6.16]),

so its action is exactly the regular action of Rµ on itself.

Remark 2.4.8. In fact we can also use equivariant cohomology groups instead of the equivariant
Borel-Moore homology groups, but it turns out that the grading of equivariant Borel-Moore homology
groups is easier to deal with. In this thesis we introduce the grading structure via algebraic definition
and its relationship with geometric construction will not be discussed. More explanations can be
found in [SW11].

Now we need to know the action of merges and splits on Vd. We firstly compute the actions
of operators induced by simple merges and simple splits. And it suffices to consider the following
most simple case: µ is a composition of length 2 and k = 1.

Let a, b ∈ Z>0. Then

(
a
b

)
is a split of

(
a+ b

)
. Now Q(a+ b) is a point equipped with an action

of GLa+b, and Q(a, b) equals to Gr(a, a + b). Let ι be the zero section of the G-equivariant fiber
bundle π : Q(a, b)→ F(a+b) and q : F(a, b)→ Q(a+b) is the proper map forgetting the subspaces
of dimension a, and both of two maps are G-equivariant, so we have the following diagram

HBM,G
∗ (Q(a, b))

ι∗ ..
HBM,G

∗ (F(a, b))
ι∗
nn

q∗ //
HBM,G

∗ (Q(a+ b)),
q∗

nn

and the action of merges and splits is given by the following proposition:

Proposition 2.4.9. The following diagram commutes:

HBM,G
∗ (Q(a, b))

≃
��

q∗◦ι∗ ..
HBM,G

∗ (Q(a+ b))
ι∗◦q∗

nn

≃
��

C[x1, . . . , xa+b]
Sa×Sb

int ..
C[x1, . . . , xa+b]

Sa+b
@ `

inclusion
oo
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and the map int, which means integration, is given by

f 7→
∑

w∈Sa+b

(−1)ℓ(w)w(f) ·
w(

∏
1≤j<k≤a

(xj − xk) ·
∏

a+1≤l<m≤a+b

(xl − xm))

a!b!
∏

1≤j<k≤a+b

(xj − xk)
(11)

where ℓ is the length function of Sa+b.

Proof. In our setting, the map π and ι are just identity maps, so π∗ and ι∗ are isomorphisms. Also,
the map ι∗ is also the isomorphism.

As we know that HBM,G
∗ (F(a, b)) ≃ HBM,T

∗ (F(a, b))Sa+b and HBM,G
∗ (Q(a+ b)) ≃ HBM,T

∗ (Q(a+
b))Sa+b , and the fact that there exists T -fixed points in Q(a, b), so the natural map HBM,T

∗ (Q(a +
b))→ HBM,T

∗ (F(a, b)) is injective, and hence q∗ has to be injective, which turns out to the inclusion
of the total invariants by considering the map HBM,T

∗ (∗)→ HBM,T
∗ (F(a, b))→ HBM,T

∗ (F(a, b)T ).
Now it suffices to analyze the map q∗, which is the equivariant integration:

∫
F(a,b)

f =

∫
F(a,b)

(

∫
Pa,b/Ba+b

∏
1≤j<k≤a

(xj − xk)
∏

a+1≤l<m≤a+b

(xl − xm)

a!b!
) · f

=

∫
Ga+b/Ba+b

∏
1≤j<k≤a

(xj − xk)
∏

a+1≤l<m≤a+b

(xl − xm)

a!b!
· f

(12)

and we apply the formula for full flag variety

∫
Gc/Bc

g =

∑
Sc

(−1)ℓ(w)w · g∏
1≤j<k≤c

(xj − xk)
(13)

we will get the formula in the statement. A more detailed treatment of the integration formula of
equivariant cohomology classes can be found in [TA20].

Let w0[a, b] be the minimal representative of w0 in Sb × Sa\Sa+b/Sa × Sb. In other words,

w0[a, b](j) =

{
b+ j 1 ≤ j ≤ a,

j − a a < j ≤ a+ b,
(14)

then we have the following lemma:

Lemma 2.4.10. The map int is the same as

∂w0[a,b] : C[x1, . . . , xa+b]
Sa×Sb → C[x1, . . . , xa+b]

Sa+b

Proof. By [Ful96], for w0 the longest element in Sr for any non-negative integer r, we have the
following formula

∂w0 : f 7→
∑
w∈Sr

(−1)ℓ(w)w(f) · 1∏
1≤i<j≤r(xi − xj)

. (15)
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We denote by w(a,b) the longest element in Sa × Sb, which is the product of longest elements in Sa

and Sb, and wa+b the longest element in Sa+b.
For any f ∈ C[x1, . . . , xa+b]

Sa×Sb , we denote by

g = f ·
∏

1≤j<k≤a

(xj − xk) ·
∏

a+1≤l<m≤a+b

(xl − xm) ∈ R.

Then we have

∂w(a,b)
(g) = f · ∂w(a,b)

(
∏

1≤j<k≤a

(xj − xk) ·
∏

a+1≤l<m≤a+b

(xl − xm)),

and by applying the formula (15) for r = a and r = b respectively, and the fact that

w(
∏

1≤j<k≤a

(xj − xk) ·
∏

a+1≤l<m≤a+b

(xl − xm)) = (−1)ℓ(w)
∏

1≤j<k≤a

(xj − xk) ·
∏

a+1≤l<m≤a+b

(xl − xm),

we see ∂w(a,b)
(g) = f · |Sa × Sb| = (a!b!)f . Then we have

∂w0[a,b](f) =
1

a!b!
∂w0[a,b]∂w(a,b)

(g) =
1

a!b!
∂wa+b

(g),

and we apply the formula (15), so

∂w0[a,b](f) =
1

a!b!

∑
w∈Sa+b

(−1)ℓ(w)w(g)
1∏

1≤i<j≤a+b(xi − xj)
,

which is exactly int(f).

This lemma shows that the merge operators satisfy associativity and answer the question arising
when we define 2.3.3.E2 in this special case. More precisely, if µ1, µ2, µ3 are compositions of d such
that µ1 is a merge of µ2 and µ2 is a merge of µ3, then the merge operators defined by them satisfy

mµ1,µ3 = mµ1 µ2 ·mµ2,µ3 .

Indeed, if we write this equality in terms of Demazure operators, it follows from the relation 2.4.iii
of Demazure operators. It is obvious that the split operators also satisfy this property, because the
composition of inclusions is still the inclusion, so we have

sµ3,µ1 = sµ3,µ2 · sµ2,µ1 .

As every merge (resp. split) of vector decompositions is a sequence of simple merges (resp. splits),
the algebra Ad is generated by simple merge operators, simple split operators and polynomials.

Remark 2.4.11. The associativity of these operators remains true for the quiver Schur algebra Ad

for an arbitrary quiver involving general dimension vectors and more vertices. The geometric proof
of this property can be found in [Prz19, §2].

Remark 2.4.12. In this one-vertex case, the crossing operator defined in 2.3.3.E4 does not depend
on the choices of the reduced expression. In fact, for any reduced expression, the corresponding
operator c

[w]
λ,µ just acts by ∂w for w ∈ λW µ in the faithful representation.
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2.4.2 Explicit actions and the grading

Now we give the explicit description of generators as maps between summands of Vd =
⊕

µ∈Id Rµ.

1◦ For µ and µ′ in Id such that µ′ is a split of µ′ at k, which means

µ(i) =


µ′(i) i < k

µ′(k) + µ′(k+1) i = k

µ′(i+1) i > k

,

then we have split operator
sµ′,µ : Rµ → Rµ′

f 7→ f,
(16)

We use the following diagram to represent this element:

•
µ(1)

•
µ(2)

•
µ(1)

•
µ(2)

•
µ′(k)

· · ·

· · ·

· · ·

· · ·•
µ′(k+1)

•
µ(k)

•
µ(l−1)

•
µ(l−1)

•
µ(l)

•
µ(l)

This operator is of degree −µ′(k)µ′(k+1). In general, if λ is a split of µ, then the degree of sλ,µ
equals ℓ(wλ)− ℓ(wµ).

2◦ With the same setting as 2.4.2.1◦ , we have a map in the opposite direction, the merge
operator, given by

mµ,µ′ : Rµ′ → Rµ

f 7→ ∂
wµ,µ′

0
(f),

(17)

where wµ,µ′

0 is the longest element in W µ′
µ . In case that k = 1 and the length of µ′ is 2,

then this element is exactly w0[µ
′(1), µ′(2)] defined in (14). We use the following diagram to

represent this element:

•
µ(1)

•
µ(2)

•
µ(1)

•
µ(2)

· · ·

· · ·

· · ·

· · · •
µ(l−1)

•
µ(l−1)

•
µ(l)

•
µ(l)

•
µ(k)

•
µ′(k)

•
µ′(k+1)
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This operator is again of degree −µ′(k)µ′(k+1). Also, if µ is a merge of λ, then the degree of
mµ,λ equals to ℓ(wλ)− ℓ(wµ).

3◦ The third map is the polynomial. Let h ∈ HBM,G
∗ (µ) ≃ Rµ, which is now indeed a polynomial,

then we have
hµ : Rµ → Rµ

f 7→ h · f
(18)

and we use the following diagram to represent this element:

•
µ(1)

•
µ(2)

•
µ(1)

•
µ(2)

p1

· · ·

· · · •
µ(l)

•
µ(l)

h1 h2 hl

where each hk is a symmetric polynomial with µ(k) variables, and h is a linear combination of
the products of the form h1 · · ·hl. If h is a monomial, then the degree of hµ is 2 deg(h), where
deg(h) is the degree of h as a polynomial in x1, . . . , xd.

4◦ In particular, in the case of 2.4.2.3◦ , if h is just the identity, we call the map as idempotents
eµ, with the following diagrammatic expression:

•
µ(1)

•
µ(2)

•
µ(1)

•
µ(2)

· · ·

· · · •
µ(l)

•
µ(l)

As the name and the diagram suggest, this element is indeed an idempotent, and
∑
µ∈Id

eµ is

exactly the identity of Ad. Every idempotent is of degree 0.

All these diagrams should be read from bottom to top. We represent the product v1 · v2 of two
elements v1 and v2 by stacking the diagram of v1 on the diagram v2, so every element in Ad is a
linear combination of these diagrams.

Now we have an alternative definition for the algebra Ad.

Definition 2.4.13 (Alternative definition). The quiver Schur algebra Ad is the C-subalgebra of
EndC(Vd), where

Vd =
⊕
µ∈Id

Rµ,

generated by simple merge operators, simple split operators and polynomial operators presented in
2.4.2.
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The following proposition states that Ad is a free unital algebra over Rd.

Proposition 2.4.14. The quiver Schur algebra Ad is a free algebra over Rd.

Proof. For any f ∈ Rd, we can define the map

Ad → Ad

bw
λ,µ(h) 7→ bw

λ,µ(f · h).

where λ, µ range over Id, w ranges over λW µ and h ∈ C[x1, . . . , xd]w
−1Wλw∩Wµ . This map immediately

determines an Rd-module structure on Ad.

By [DJ86], for arbitrary λ, µ ∈ Id and w ∈ λW µ, there exists unique µw ∈ Id such that Wµw =
w−1Wλw ∩Wµ. This implies that the vector space C[x1, . . . , xd]w

−1Wλw∩Wµ is a free module over Rd

with a basis Bµw given in Corollary 2.4.6. This implies that

Ad =
⊕

µ,λ∈Id

⊕
w∈λWµ

⊕
p∈Bµw

Rd · bλ,µ(p).

In particular, Ad is a free Rd-module.

So the map, which is an algebra homomorphism,

Rd → Ad =
⊕

λ,µ∈Id

eλAdeµ,

f 7→ f · 1Ad
=

∑
µ∈Id

b1
µ,µ(f)

(19)

makes Ad a free Rd-algebra.

Let λd be the composition (1, 1, . . . , 1), which is the only decomposition of complete type, then
Rd = eλd

Adeλd
, and in this case it is called the nil-Hecke algebra, and the geometric basis of Rd is

exactly the set

{bw
λd,λd

(p) = ∂w ◦ p|w ∈ W, p runs over a basis of C[x1, . . . , xd]},

considered as a subring of EndC[x1, . . . , xn].

Warning: Note that the notations of nil-Hecke algebra Rd and the ring of symmetric polyno-
mials in d variables Rd are similar, but they are different.

The following proposition concerns the structure of the nil-Hecke algebra.

Proposition 2.4.15 ([Rou12]). The ring Rd is isomorphic to the matrix algebra EndRd
(R)opp, as

R ≃ R⊕d!
d , and the center of Rd is isomorphic to Rd.

Via this result, we have:

Proposition 2.4.16. The center of Ad is isomorphic to Rd = C[x1, . . . , Xn]
Sd
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Proof. The image of the map in (19), which is isomorphic to Rd, lies in the center of Ad. It is
obvious that elements in the image commute with polynomials and splits. Moreover, multiplying
by a symmetric polynomial commutes with all Demazure operators by Proposition 2.4.3, so the
elements in the image also commute with all merges.

Now we show that the center of Ad is exactly the image of (19).
Suppose that a =

⊕
µ,λ∈Id

aµ,λ =
∑
aµ,λ is in the center of Ad, where aµ,λ ∈ eµAdeλ.

Firstly, a should commute with any idempotent eλ1 whenever λ1 ∈ Id. This means we have∑
µ

aµ,λ1 = aeλ1 = eλ1a =
∑
λ

aλ1,λ, ∀λ1 ∈ Id,

which immediately implies that aµ,λ1 = aλ1,λ = 0 for any µ ̸= λ1 and λ ̸= λ1. So we may assume
that a =

∑
µ aµ,µ.

Next, a should commute with all splits. Now we consider the split sλd,µ, and we should have

aλd,λd
◦ sλd,µ = a ◦ sλd,µ = sλd,µ ◦ a = sλd,µ ◦ aµ,µ.

Via the faithful representation of Ad, this implies that for any f ∈ Rµ we have

aλd,λd
(sλd,µ(f)) = sλd,µaµ,µ(f),

which means aλd,λd
(f) = aµ,µ(f).

It is obvious that aλd,λd
lies in the center of eλd

Adeλd
, and by Proposition 2.4.15, it acts by

multiplying by some ga ∈ Rd, so we see that aµ,µ(f) = ga·f , which means that aµ,µ = eµgaeµ = (ga)µ,
a polynomial operator, and hence

a =
∑
µ

eµgaeµ =
∑
µ

(ga)µ.

So we have completed the proof.

As a result, we see that for any µ ∈ Id, eµRdeµ is contained in the center of subalgebra eµAdeµ.
In fact, we have the following stronger result:

Proposition 2.4.17. The center of the subalgebra eµAdeµ is eµRdeµ, which is isomorphic to Rd.

Proof. Suppose that a lies in the center of eµAdeµ. By faithful representation of Ad, it is obvious
that eµAdeµ acts on Rµ faithfully, and it suffices to show that a acts on Rµ by multiplying with a
symmetric polynomial.

For any f ∈ Rµ, then we have a(f) = a(f ·1), and this is the composition of a and the polynomial
operator fµ. As a is in the center, we have a(f) = f · a(1) = a(1) · f , as a(1) ∈ Rµ. This already
implies that a is a polynomial operator. So it suffices to show that a(1) is a symmetric polynomial,
and this is equivalent to that a(1) is annihilated by ∂i for 1 ≤ i ≤ d− 1.

If si ∈ Wµ, then there is nothing to prove as a(1) ∈ Rµ. Now if si ̸∈ Wµ, we can consider the
following operator b defined as the composition of mµ,λd

, bsi
λd,λd

(g) and sλd,µ, where g is an arbitrary
polynomial in R. Then a commutes with b is equivalent to

∂wµ(∂i(a(1) · fg)) = a(1) · ∂wµ(∂i(fg)),∀f ∈ Rµ, g ∈ R. (20)
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We apply the Leibniz rule (10). Then the left hand side of (20) equals to

∂wµ(∂i(a(1)) · si(fg)) + ∂wµ(a(1) · ∂i(fg)), .

Using Proposition 2.4.3, we see that ∂wµ(a(1) · ∂i(fg)) = a(1) · ∂wµ(∂i(fg)), which is exactly the
right hand side of (20). This means ∂wµ(∂i(a(1)) · si(fg)) = 0 for arbitrary f ∈ Rµ and g ∈ R, so
we actually have

∂wµ(∂i(a(1))h) = 0

for any polynomial h ∈ R. This implies that ∂i(a(1)) = 0 because ∂w0 : R × R → R is a non-
degenerated bilinear form over Rd (see [BGG73] or Remark 4.2.3), and ∂w0 factors through ∂wµ .

Then we have shown that a(1) is annihilated by any ∂i, which means a(1) ∈ Rd ⊂ Rµ and hence
a ∈ eµRdeµ. So we finish the proof.

2.4.3 Examples

The following examples show the diagrammatic expression of the geometric basis and we write down
the action explicitly.

Example 2.4.18. Let n = 3, µ = (2, 1), λ = (1, 2). Then there are two double cosets in (S1 ×
S2)\S3/(S2 × S1), that is,

{1, s1, s2, s2s1}, {s1s2, s1s2s1},

and the set of shortest representatives is

λW µ = {1, s1s2}.

1. Let w be identity, then we have that Wµ′ = Wµ ∩Wλ = Wλ′ is the trivial group, and the space
Rµ′ = R.

This means λ′ = µ′, and we can let the polynomial range over R. Moreover, the crossing
operator c1λ′,µ, induced by w = 1 is trivial.

So the basis b1
λ,µ(p) is

eλmλ,µ′pµ′sµ′.µeµ,

or simply mλ,µ′pµ′sµ′,µ. The diagram of b1
λ,µ(p) is given by

eµ

mλ,µ′

eλ

sµ′,µ

pµ′

•
2

•
1

•
1

•
2

p1 p2 p3
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where p ranges over a basis of C[x1, x2, x3] ≃ C[x1]⊗ C[x2]⊗ C[x3].
Since sµ′,µ is just the inclusion, pµ′ acts by multiplying with p and mλ,µ′ acts by ∂2, the action
of b1

λ,µ is

C[x1, x2, x3]S2×S1 → C[x1, x2, x3]S1×S2

f 7→ ∂2(p · f).

Suppose that p is a monomial of degree deg(p), then this element is homogeneous. Now the
degree of this element is the sum of the degrees of each step. We have

deg(sµ′,µ) = −1,
deg(pµ′) = 2 deg(p),

deg(mλ,µ′) = −1,

so the degree of b1
λ,µ(p) equals the sum (−1) + 2 deg(p) + (−1), which is 2 deg(p)− 2.

2. Let w be s1s2, then Wµ′ = Wµ ∩ w−1Wλw = Wµ, and Wλ′ = Wλ ∩ wWµw
−1 = Wλ, so we

have µ′ = µ, λ′ = λ, and the polynomial operator is in Rµ. In this case, the merging part
and splitting part are trivial, and the crossing determined by w is given by permuting two row
vectors, which acts by ∂1∂2.

So for q ∈ Rµ, the element bs1s2
λ,µ (q) is eλ · cs1s2λ,µ · qµeµ. The diagram of bs1s2

λ,µ (q) is

eµ

eλ

qµ

cs1s2λ,µ

•
2

•
1

•
1

•
2

q1 q2

where q ranges over a basis of C[x1, x2, x3]S2×S1 ≃ C[x1, x2]S2 ⊗ C[x3].
The action of bs1s2

λ,µ (q) is

C[x1, x2, x3]S2×S1 → C[x1, x2, x3]S1×S2

f 7→ ∂1∂2(q · f).

Suppose the degree of q is deg(q), then deg(qµ) = 2 deg(q), and the degree of cs1s2λ,µ = 2·(−2·1) =
−4, so the degree of bs1s2

λ,µ (q) equals 2 deg(q)− 4.
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3 Isomorphism theorem of completions

In this section, we will present the isomorphism theorem of completions of affine Hecke algebras
and quiver Hecke algebras, as well as their Schur analogue. Although both of these two families of
algebras have natural origins, this theorem demonstrates the relation between these two family of
algebras.

Various versions of this kind of isomorphisms can be found in [BK09, Web19, MS19].

3.1 Completions of affine Hecke algebras and quiver Hecke algebras

We begin with introducing the completion of both types of algebras.

3.1.1 Completion of affine Hecke algebras

We denote by O the subalgebra k[X±1
1 , . . . , X±1

n ]. Recall from [Lus89, Proposition 3.11] that the
center Z of H is given by

Z = Z(H) = OΣ = k[X±1
1 , . . . , X±1

n ]Σ,

which is a subalgebra of O.
For a = (a1, . . . , an) ∈ (k∗)n we define the corresponding central character

χa : Z → k

by restriction from the algebra homomorphism from O to k sending Xi to ai. It is obvious that this
character only depends on the Σ-orbit of a. If M is a finite-dimensional representation of H, then
we can decompose it as M = ⊕χMχ where χ runs over Σ-orbits on kn and Mχ is the generalized
eigenspace of Z with eigen-character χ. We denote by mχ the kernel of χ in Z .

Recall that in Definition 2.2.1 there is a parameter q in the affine Hecke algebra, which is a root of
unity in k. The interesting cases we care about are those where a ∈ {(qi1 , qi2 , . . . , qin)|(i1, . . . , in) ∈
Zn}. So now we use i = (i1, i2, . . . , in) ∈ Zn to represent the n-tuple a such that aj = qij , and the
corresponding central character is denoted by χi. Since in our setting q is a e-th primitive root of
unity, so we may also view i ∈ (Z/eZ)n.

Definition 3.1.1 (Completion of H, [Lus89]). For fixed i, we set χ = χi. Then we define Ẑ as the

completion with respect to mχ, and we define Ô = O ⊗Z Ẑ , Ĥ = H⊗Z Ẑ .

For u ∈ Σi, we define the ideal Ju = (X1 − qu1 , . . . , Xn − qun), and Ôu is defined as the Ju-adic
completion of O.

By [Lus89, §7], we have decompositions Ĥ = ⊕
σ∈Σ

TσÔ = ⊕
σ∈Σ

ÔTσ, and Ô =
∏

u∈Σi

Ôu. We also

have that each Ôu is isomorphic to the ring of formal power series of n variables.
So we have Ĥ = ⊕

u∈Σi
Ĥu as vector spaces, where by [MS19, Section 3.3]

Ĥu := ⊕
σ∈Σ

TσOu = {h ∈ Ĥ|∀m ∈ N,∃N ∈ N such that ∀j ∈ {1, . . . , n}, h(Xj − quj)N ∈ mm
χ }.

We denote by eu the idempotent in Ĥ which projects to the summand Ĥu. Then the set {eu|u ∈ Σi}
forms a complete set of orthogonal idempotents. Combining these results, we obtain by [MS19,
Lemma 3.8] the following result on basis:
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Lemma 3.1.2. The following sets

{TσXb1
1 · · ·Xbn

n eu|σ ∈ Σ, bi ∈ Z≥0,u ∈ Σi}

{TσXb1
1 · · ·Xbn

n eu|σ ∈ Σ, bi ∈ Z≤0,u ∈ Σi}

both form a topological basis of Ĥ.

Just as in the case of affine Hecke algebras (see Subsection 2.2), we have the analogue of Hecke
modules and faithful representations for the completion.

The Hecke modules are defined as vJĤ. Similarly to Lemma 3.1.2, we have

Corollary 3.1.3. The following sets form a topological k-basis of vJĤ:

{vJeuTσXb1
1 · · ·Xbn

n |u ∈ Σi, σ ∈ JΣ, bi ∈ Z≥0},

{vJeuTσXb1
1 · · ·Xbn

n |u ∈ Σi, σ ∈ JΣ, bi ∈ Z≤0}.

As a corollary of Proposition 2.2.5 and Proposition 2.2.6, we have the following corollaries
([MS19, Corollary 3.13]), which are faithful representations for the completion.

Corollary 3.1.4 (Faithful representation of Ĥ). 1 There is a faithful representation of Ĥ on⊕
u∈Σi

k[[X1, . . . , Xn]]euvI

by completing the representation from Proposition 2.2.6 with respect to the maximal ideal
generated by

(Xr − qir)eu, 1 ≤ r ≤ n, u ∈ Σi,

2 There is a faithful representation of Ĥ on⊕
u∈Σi

k[[X−1
1 , . . . , X−1

n ]]euvI

by completing the representation from Proposition 2.2.5 with respect to the maximal ideal
generated by

(X−1
r − q−ir)eu, 1 ≤ r ≤ n, u ∈ Σi.

There is an important type of elements called intertwining elements in Ĥ, which is a slightly
modified version of the usual intertwining elements as in [Kle05, §5.1]. Now we consider the following
intertwining elements: for r ∈ I,

Φr = Tr +
∑

ur+1 ̸=ur

1− q
1−XrX

−1
r+1

eu +
∑

ur+1=un

eu,

which is studied in [BK09]. It is obviously that H can also be generated by all these Φr and Xi for
1 ≤ i ≤ n and r ∈ I. If we fix a reduced expression σ ∈ Σ such that σ = si1 · · · sir , then we define
Φ[σ] = Φi1 · · ·Φir . This does depend on the choice of reduced expression, so we use the notation [σ]
here.

Direct computation gives us the following lemma.
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Lemma 3.1.5. For 1 ≤ r ≤ n− 1 and u ∈ Σi, we have

1. esr·uΦrvI =


Xr − qXr+1

Xr+1−Xr

esr·uvI if ur+1 ̸= ur,

0 if ur+1 = ur.

2. esr·uΦr(Xr+1 −Xr)vI =

{
(qXr+1 −Xr)esr·uvI if ur+1 ̸= ur,

2(qXr+1 −Xr)euvI if ur+1 = ur.

3. esr·uΦrvI =


Xr+1 − qXr

Xr+1 −Xr

esr·uvI if ur+1 ̸= ur,

(q + 1)vI if ur+1 = ur.

4. esr·uΦr(Xr+1 −Xr)vI =

{
(qXr −Xr+1)esr·uvI if ur+1 ̸= ur,

(q − 1)(Xr+1 +Xr)vI if ur+1 = ur.

3.1.2 Completion of quiver Hecke algebras

Now we come to the quiver Hecke algebra side. This time, we will consider the quiver Hecke algebra
related with the fixed data i and e.

Let Γ = Γe be the Dynkin diagram of the affine Kac-Moody Lie algebra ŝle with the vertices
numbered clockwise from 1 to e, and we identify these vertices with fixed representatives 1, . . . , e
of Z/eZ. Recall our i ∈ Zn. Since q ∈ H is a primitive e-th root of unity, then we may assume that
all the factors of i are in {1, . . . , e}.

For j ∈ {1, . . . , e}, we let dj be the multiplicity how often j appears in i. Then any u ∈
Σi corresponds to a unique vector decomposition µ̂(u) with a matrix expression (µ̂(u)kl) of d =
(d1, . . . , de) of length n. This vector decomposition is of complete type. More explicitly, the k-th
row row vector is a unit vector whose only nonzero term is in the uk-th column. Moreover, the orbit
Σi is exactly the set of all vector decomposition of d of complete type.

We give an alternative definition of Rd in terms of generators and relations ([MS19, Definition
7.1]), which turns out to be equivalent to the geometric definition presented in Section 2.

Definition 3.1.6. The quiver Hecke algebra Rd is the unital C-algebra generated by elements

{e(u)|u ∈ Σi} ∪ {ψ1, . . . , ψn−1} ∪ {x1, . . . , xn}

subject to the relations

e(u)e(u′) = δu,u′e(u);
∑
u∈Σi

e(u) = 1;

xre(u) = e(u)xr; ψre(u) = e(sr · u)ψr; xrxs = xsxr;

ψrψs = ψsψr, if |r − s| > 1;

ψrxs = xsψr, if s ̸= r, r + 1;

ψrxr+1e(u) = (xrψr + δur,ur+1)e(u); xr+1ψre(u) = (ψrxr + δur,ur+1)e(u);
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ψ2
re(u) =


0 if ur = ur+1,
e(u) if ur+1 ̸= ur ± 1, ur,
(xr+1 − xr) if ur+1 = ur + 1, e ̸= 2,
(xr − xr+1) if ur+1 = ur − 1, e ̸= 2,
(xr+1 − xr)(xr − xr+1)e(u) if ur+1 = −ur, e = 2.

ψrψr+1ψre(u) =


(ψr+1ψrψr+1 + 1)e(u) if ur+2 = ur = ur+1 − 1, e ̸= 2,
(ψr+1ψrψr+1 − 1)e(u) if ur+2 = ur = ur+1 + 1, e ̸= 2,
(ψr+1ψrψr+1 − xr − xr+2 + 2xr+1)e(u) if ur+2 = ur = −ur+1, e = 2,
ψr+1ψrψr+1e(u) otherwise.

Remark 3.1.7. Though we will not prove it, the relationship between generators and the operators
mentioned in 2.3.3 is as follows.

1. The idempotent e(u) here is exactly the idempotent operator, which should be denoted by e
µ̂(u)

.

2. The suitable products of these xs and idempotents e(u) are exactly polynomial operators.

3. As all vector decompositions have the complete type and are of length n, the ψr is exactly
the crossing operator corresponding to the block permutation interchanging the r-th row vector
with the r + 1-th row vector. These ψr generate all crossing operators, just like all simple
transports generate the whole symmetric group Σ.

We denote by O the subalgebra of Rd generated by {e(u)|u ∈ Σi} ∪ {x1, . . . , xn}.
We now write explicitly down the natural faithful representation of Rd which is defined and

arises from the general theory of convolution algebra. Again, we will not explain why they are the
same representation.

Proposition 3.1.8. The algebra Rd has a faithful representation on

Fd =
⊕
u∈Σi

e(u)C[x1, . . . , xn] · 1

where e(u) and xs act by the ordinary multiplication, while

ψre(u) · 1


0 if ur = ur+1,
(xr − xr+1)e(sr · u) · 1 if ur+1 = ur + 1,
e(sr · u) · 1 if ur+1 ̸= ur, ur + 1.

Definition 3.1.9. Now we let Jm = Rd(x1, . . . , xn)
mRd, and we denote by R̂d the completed algebra

with respect to the sequence of ideals (Jm)m≥1.

We denote by Ô the subalgebra generated by {e(u)|u ∈ Σi}∪{x1, . . . , xn} in R̂d. The completed
algebra R̂d has also a completed version of the faithful representation, denoted by F̂d = R̂d⊗Rd

Fd.
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3.2 Isomorphism between completions

Now we let k = C, and we present an isomorphism between Ĥ and R̂d.
Firstly we have an isomorphism

γ : Ô → Ô : (Xi − qui)eu 7→ −quixie(u),∀1 ≤ i ≤ n,u ∈ Σi. (21)

In fact, both of Ô and Ô are the direct product of |Σi| copies of formal power series ring, and γ
just sends the variables from the left hand side subtracted by some elements in C to the variables
from the right hand side multiplied by some elements in C×, so it is an isomorphism.

We denote by F̂ the first representation in Corollary 3.1.4 of Ĥ. As Ô (resp. Ô) acts on F̂
(resp. F̂d) via regular action, γ induces an isomorphism

F̂ → F̂d :
n∏

i=1

Xbi
i euvI 7→

n∏
i=1

(qui(1− xi))bie(u) · 1,

as we require that vI 7→ 1.
Finally, we can draw the following conclusion, see [MS19, Theorem 7.3]:

Theorem 3.2.1. The isomorphism γ in (21) can be extended to an isomorphism of algebras γ :
Ĥ → R̂d, via γ(esr·uΦr) = Au

rψre(u) for u ∈ Σi and 1 ≤ r ≤ n− 1, where

Au
r =


1− q − xr + qxr+1 if ur+1 = ur,

−q
1− q + xr+1 + qxr

if ur+1 = ur + 1,

qur+1(1− xr)− qur+1(1− xr+1)

qur(1− xr+1)− qur+1(1− xr)
if ur+1 ̸= ur, ur + 1.

The fact that map γ is a well-defined algebra homomorphism follows from the equations

γ(sr · euΦrvI) = Au
rψre(u) · 1,

γ(esr·uΦr(Xr+1 −Xr)vI) = Au
rψrγ((Xr+1 −Xr)eu) · 1,

for 1 ≤ r ≤ n − 1 and all u ∈ Σi. These equations can be checked via a direct computation just
using the definition, and we omit it. As all coefficients Au

r are invertible in Ô (so γ−1 sends them

to invertible elements in Ô), this map turns out to be an isomorphism.

Remark 3.2.2. Although this isomorphism can be checked by computation, the idea behind it in-
volves analyzing finite dimensional module of Ĥ, which can be found in [BK09, §3].

Suppose that M is a finite dimensional module of Ĥ such that ∀z ∈ Z , the action of z − χ(z)
is nilpotent, where χ = χi. Then we have a decomposition M =

⊕
u∈Σi

Mu, where

Mu = {m ∈M |∃N > 0, such that (Xi − qui)Nm = 0}.

Then the idempotent eu, as well as e(u) = γ(eu), is exactly the projection to Mu.
By (2.2.1.H-7), we have Tr(Mu) ⊂Mu+Msr·u, and one can check that the intertwining element

Φr sends Mu to Msr·u. In fact, if ur = ur+1, then Msr·u = Mu and Tr is an endomorphism of Mu.
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In this case, Φr acts on Mu by Tr + 1, and there is nothing to prove. If ur ̸= ur+1, then Φr acts by

Tr +
1− q

1−XrX
−1
r+1

, and by definition we have:

Xr(Tr +
1− q

1−XrX
−1
r+1

) = (Tr +
1− q

1−XrX
−1
r+1

)Xr+1,

Xr+1(Tr +
1− q

1−XrX
−1
r+1

) = (Tr +
1− q

1−XrX
−1
r+1

)Xr.

This means Φr interchange the generalized eigenvalues of Xr and Xr+1. On the other hand, the
formula in Proposition 3.1.8 implies that ψr also sends Mu to Msr·u. In fact, we have

γ(Φr) = (
∑
u∈Σi

Asr·u
r e(u)) · ψr,

which means Φr is just the product of a “weight funtion” and ψr.
The relationship between the two families of polynomial operators is similar. Each Mu is stable

under the action of Xi and xi, and the actions of Xi − qui and xi are nilpotent on Mu. In fact, we
have

γ−1(xi) = −
∑
u∈Σi

q−uieu(Xi − qui) = 1−
∑
u∈Σi

q−uieuXi,

which implies that xi has the same action as −q−ui(Xi − qui) on Mu.

3.3 Isomorphism theorem for the Schur version

The isomorphism in Theorem 3.2.1 can extend to the Schur version. This is a special case of the
main result of [MS19], in which the ground field C is generalized.

With fixed i, we can define the completion Ŝ of the affine Schur algebra S, see [MS19, §5]. This
construction is compatible with the completion of the affine Hecke algebra. In fact, the completed
version also fits into the Hecke-Schur pattern, because we have

Ŝ ≃ HomĤ(
⊕
J⊂I

vJĤ).

As for the quiver side, there is an algebra Cd called the modified quiver Schur algebra [MS19,
Definition 8.4], which turns out to be isomorphic to Ad. In their article, this algebra is generated
by three types of operators, which are the modified versions of merges, splits and polynomials.

For instance, there are two different ways to embed C[x1, . . . , xn]Sn into C[x1, . . . , xn]. One can
either send f ∈ C[x1, . . . , xn]Sn to f directly, or send it to f ·

∏
i<j(xj − xi). Working with either

of the two inclusions defines two versions of split operators. This can result in two presentations of
the quiver Schur algebra. In fact, the first inclusion gives us Cd, while the second inclusion gives us
Ad.

We can take the completion of Cd with respect to the ideal generated by all polynomial operators
whose constant terms are zero, and the completed algebra is denoted as Ĉd. We also call this algebra
as the completion of the quiver Schur algebraAd, and we also denote it by Âd. We have the following
theorem [MS19, Theorem 9.7]:

Theorem 3.3.1. There is an isomorphism of algebras Ŝ → Âd, which extends the isomorphism in
Theorem 3.2.1.
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4 A new basis theorem for one vertex case

In this section, we will present the main result of the thesis. We continue focusing on the special
case in Subsection 2.4, and find a new basis for the quiver Schur algebra Ad.

4.1 Reminder and motivation

The quiver we consider now is a cyclic quiver with e vertices labelled by 1, . . . , e such that e ≥ 2, with
the fixed clockwise orientation, and the dimension vector is concentrated at vertex 1 of dimension
d.

Let us recall the notion in the previous section. Let Vd =
⊕
µ∈Id

Rµ, then the quiver Schur algebra

Ad is the C-subalgebra of EndC(Vd) generated by merges, splits, idempotents and polynomials
mentioned in 2.4.2.

Combining Theorem 2.3.5 and Proposition 2.4.14, we have the following corollary, which gives
an Rd-basis of Ad. We still call it the geometric basis, although no geometric meaning is used here.

Corollary 4.1.1 (Geometric Rd-basis). The algebra Ad has an Rd-basis

{bw
λ,µ(h)|µ, λ ∈ Id, w ∈ λW µ, h ∈ Bµ′ ,Wµ′ = Wµ ∩ w−1Wλw}. (22)

An open question is: what is, for general quiver Schur algebras, a complete set of relations
among merges, splits, idempotents and polynomials.

In the special case for one vertex, a complete set of relations is given in [Sei17]. This set of
relations is related with the combinatorics of the symmetric group W = Sd, but the relations
appearing in this set are complicated. They turned out to be the same relations as the intertwiners
of tensor product of exterior powers of natural representations of gln for n→∞ (see [TVW17]).

Another idea of finding a complete set of relations is to compute the structure coefficients of
the geometric basis of Ad. However, this is even more complicated. The product of two elements
in the geometric basis will be a linear combination of geometric basis elements, and the coefficients
are hard to determine.

A possible solution is to find another basis, whose structure coefficients are easier to determine,
and in the special case for one vertex, we found such a new basis. The next task is to explain this
basis.

4.2 Technical lemma

Before we start, here is a technical lemma which we will use later.

Lemma 4.2.1. For u, v ∈ W such that ℓ(u) ≥ ℓ(v), we have

∂w0(∂u(αd) · ∂vw0(αd)) =

{
0 if u ̸= v

1 if u = v

Proof. Notice that ∂w0(∂u(αd) · ∂vw0(αd)) is either zero or of degree ℓ(v)− ℓ(u). If ℓ(u) > ℓ(v), the
result is obvious by considering the degree of the polynomial. So it suffices to check the case that
ℓ(u) = ℓ(v).
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When ℓ(u) = ℓ(v) = 0, which means that u = v are the identity element, the statement is true,
because we always have ∂w0(αd) = 1 by [BGG73].

Now suppose that the statement is already true for ℓ(u) = ℓ(v) ≤ k − 1 for k ≥ 1, then we
consider the case that ℓ(u) = ℓ(v) = k. Then we may assume that u = si1si2 · · · sik , and we have

∂w0(∂u(αd) · ∂vw0(αd))

(2.4.iii)
= ∂w0si1

◦ ∂si1 (∂u(αd) · ∂vw0(αd))

(10)
= ∂w0si1

(∂u(αd) · ∂si1 ◦ ∂vw0(αd) + ∂si1 (∂u(αd)) · si1(∂vw0(αd)))

As ℓ(si1u) < ℓ(u), we know that ∂si1 (∂u(αd)) = 0 by (2.4.iii) and hence we have

∂w0(∂u(αd) · ∂vw0(αd)) = ∂w0si1
(∂u(αd) · ∂si1 ◦ ∂vw0(αd)). (23)

Notice that ℓ(si1vw0) > ℓ(vw0) if and only if ℓ(si1v) < ℓ(v).

1. If ℓ(si1v) > ℓ(v), which implies that ∂si1 ◦ ∂vw0 = 0 and u ̸= v, by (2.4.iii) we immediately
have ∂w0si1

(∂u(αd) · ∂si1 ◦ ∂vw0(αd) = 0, which satisfies the statement.

2. If ℓ(si1v) < ℓ(v), and we assume that v′ = si1v and u′ = si1u, so both of them are of length
k − 1. Then we have ∂u = ∂si1 ◦ ∂u′ and ∂si1 ◦ ∂vw0 = ∂si1vw0 = ∂v′w0 . So by (23) we have

∂w0(∂u(αd) · ∂vw0(αd)) = ∂w0si1
(∂u(αd) · ∂v′w0(αd)) (24)

As ℓ(si1v
′w0) = ℓ(vw0) = ℓ(v′w0) − 1, we know that ∂v′w0(αd) is vanished by ∂si1 , and hence

invariant under si1 , so by (10), we have

∂si1 (∂u′(αd) · ∂v′w0(αd))

=∂si1 (∂u′(αd)) · si1(∂v′w0(αd))) + ∂u′(αd) · ∂si1 (∂v′w0(αd))

=∂si1 (∂u′(αd)) · ∂v′w0(αd)

=∂u(αd) · ∂v′w0(αd).

Putting this into (24), we obtain

∂w0(∂u(αd) · ∂vw0(αd)) = ∂w0si1
(∂u(αd) · ∂v′w0(αd))

= ∂w0si1
(∂si1 (∂u′(αd) · ∂v′w0(αd)))

(2.4.iii)
= ∂w0(∂u′(αd) · ∂v′w0(αd))

By the induction hypothesis, we know

∂w0(∂u′(αd) · ∂v′w0(αd)) =

{
0 if u′ ̸= v′

1 if u′ = v′

and u′ = v′ if and only if u = v.
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So we know that the statement is true for elements of length k, and by induction on ℓ(u). We
completed the proof of the lemma.

Remark 4.2.2. This result can be related to cohomology groups of the flag varieties (see [BGG73]),
but we just prove it without any geometry. Also, the cohomology of the flag variety is a very
interesting algebra, which is useful in the study of the representations of Lie algebras, but we will
not discuss this in the thesis. More detail we refers to [Str22b].

Remark 4.2.3. This result can rephrased as follows: if ℓ(u) + ℓ(w) ≥ ℓ(w0), then we have

∂w0(∂u(αd) · ∂w(αd)) =

{
0 if w−1u ̸= w0

1 if w−1u = w0

Moreover, this implies that

⟨ , ⟩ : R⊗Rd
R→ Rd, (f, g) 7→ ∂w0(f · g)

is a non-degenerated bilinear form over Rd.

4.3 Main theorem: new basis

In order to parameterize the geometric basis, we need to compute the double cosets of W . Among
all double cosets, the following types of cosets are particularly simple: let λ0 be the decomposition
of d represented by 1× 1 matrix (d), then for arbitrary µ, λ ∈ Id, the double cosets λW λ0 , λ0W µ are
both trivial.

By Corollary 4.1.1, we know that the space eλ0Adeµ is spanned by {b1
λ0,µ

(p) = mλ0,µ ◦p|p ∈ Bµ}
over Rd. Similarly, we know that the space eλAdeλ0 is spanned by {q ◦ sλ,λ0|q ∈ Bλ} over Rd. Now
we have a morphism of Rd-modules:

◦ : eµAdeλ0 ⊗Rd
eλ0Adeλ → eµAdeλ (25)

via taking the composition, and we claim that this is in fact an isomorphism.
In fact, a basis over Rd of the left hand side of (25) is {b1

λ,λ0
(q)⊗ b1

λ0,µ
(p)|q ∈ Bλ, p ∈ Bµ}, and

the image of this set is {b1
λ,λ0

(q) · b1
λ0,µ

(p)|q ∈ Bλ, p ∈ Bµ}. So the statement that the composition
map ◦ is an isomorphism is equivalent to the following statement:

Theorem 4.3.1. Let vλ,µ(q, p) = b1
λ,λ0

(q) · b1
λ0,µ

(p) for λ, µ ∈ Id and p ∈ Bµ, q ∈ Bλ. Then the set

{vλ,µ(q, p)|q ∈ Bλ, p ∈ Bµ}

which is the same as

{∂wλu(αd) ◦ sλ,λ0 ◦mλ0,µ ◦ ∂wµv(αd)|u ∈ λW, v ∈ µW},

forms a basis of eλAdeµ over Rd.

The diagrammatic expression of the element vλ,µ(q, p) is:
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eλ

qλ

sλ,λ0

· · ·•
λ(1)

•
λ(2)

•
λ(b)

· · ·

•d

q1 q2 qb

eµ

eλ0

mλ0,µ

pµ

•
µ(1)

•
µ(2)

•
µ(c)

· · ·

•d

p1 p2 pc

(From bottom to top, we can read vλ,µ(q, p) = qλ · sλ,λ0 ·mλ0,µ · pµ.)
Before we give the proof of Theorem 4.3.1, we discuss a nice property of this new basis, which

answers the question mentioned in Subsection 4.1. In fact, the multiplication becomes much easier
to compute in terms of our new basis.

By Theorem 4.3.1, we have an Rd-basis for Ad given by vectors of the form vλ,µ(q, p) = b1
λ,λ0

(q) ·
b1
λ0,µ

(p) for q ∈ Bλ, p ∈ Bµ, and now we consider the multiplication

vλ1,µ1(q1, p1) · vλ2,µ2(q2, p2).

If λ2 ̸= µ1, this will be zero. So we should study the case λ2 = µ1.
Now suppose that f ∈ Rµ2 , then we have

vλ1,µ1(q1, p1) · vλ2,µ2(q2, p2)(f) = q1 ·mλ0,µ1(p1q2 ·mλ0,µ2(p2 · f)) ∈ Rλ1 .

Here the splits are not shown in the formula because they are just inclusions and do not change
the polynomial itself. The only role of splits is sending the polynomial from one summand of Vd to
another.

As we know that mλ0,µ2(p2f) ∈ Rd, we have

q1 ·mλ0,µ1(p1q2 ·mλ0,µ2(p2f)) = mλ0,µ1(p1q2) · q1 ·mλ0,µ2(p2f) = mλ0,µ1(p1q2) · vλ1,µ2(q1, p2)(f),

and here mλ0,µ1(p1q2) ∈ Rd is the coefficient. This coefficient is determined by µ1, p1 and q2. Recall
that Bµ is bijectively corresponding to µW . We define

cµ,v1,v2 = mλ0,µ(∂wµv1(αd)∂wµv2(αd)),∀µ ∈ Id, v1, v2 ∈ µW,

and we also let cµ,v1,v2 = 0 if (v1, v2) ̸∈ µW × µW .
Then we have the following result, which gives a presentation of the algebra:

Corollary 4.3.2. The algebra Ad is isomorphic to the unital Rd-algebra generated by the set

X = {(λ, µ, u, v)|λ, µ ∈ Id, u ∈ λW, v ∈ µW},

with relations

(λ, µ, u, v) · (λ′, µ′, u′, v′) = δµ,λ′ · cµ,v,u′(λ, µ′, u, v′),∀(λ, µ, u, v), (λ′, µ′, u′, v′) ∈ X.
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4.4 Proof of the theorem

4.4.1 Linear independence

We firstly prove that (25) is injective by showing that the set {b1
λ,λ0

(q) · b1
λ0,µ

(p)|q ∈ Bλ, p ∈ Bµ}
forms an Rd-linear independent set.

Proposition 4.4.1. The set {q ◦ sλ,λ0 ◦ mλ0,µ ◦ p|q ∈ Bλ, p ∈ Bµ} is an Rd-linear independent
subset.

Proof. By definition, we can rewrite the set in the statement as

{∂wλu(αd) ◦ sλ,λ0 ◦mλ0,µ ◦ ∂wµv(αd)|u ∈ λW, v ∈ µW}

Now if we assume that there exists cu,v ∈ Rd for u, v ∈ λW, µW respectively, such that∑
u∈λW,v∈µW

cu,v∂wλu(αd) ◦ sλ,λ0 ◦mλ0,µ ◦ ∂wµv(αd) = 0 ∈ eλAdeµ ⊂ HomC(Rµ, Rλ),

then we claim that all cu,v must be zero.
By assumption, for any g ∈ R we can set f = ∂wµ(g) ∈ Rµ, and obtain

0 =
∑
u,v

cu,v∂wλu(αd) ·mλ0,µ(∂wµv(αd) · f)

=
∑
u,v

cu,v∂wλu(αd) ·mλ0,µ ◦ ∂wµ(∂wµv(αd) · g).

Notice that mλ0,µ ◦ ∂wµ is the composition of two merges, which equals to the merge from R to Rd,
so it equals to ∂w0 by (17), so we have∑

u,v

cu,v∂wλu(αd) · ∂w0(∂wµv(αd) · g) = 0.

Now we let βx := ∂wµxw0(αd) for each x ∈ µW . We will test this equation by substituting g to
these βx.

We firstly let x = 1, then ∂w0(∂wµv(αd) · ∂wµw0(αd)) is zero for each v ∈ µW\{e} by considering
the degree, while when v = 1, ∂w0(∂wµ(αd) · ∂wµw0(αd)) = 1 by Lemma 4.2.1. So we have∑

u∈λW

cu,e∂wλu(αd) · 1 = 0.

This implies that cu,e = 0 because these ∂wλu(αd) are Rd-linear independent by Lemma 2.4.4.
Now suppose that cu,v = 0 for all ℓ(v) ≤ k− 1, then for v1 of length k in µW , we set x = v1 and

g = βv1 . Now we have ∑
u∈λW,v∈µW,ℓ(v)≥k

cu,v∂wλu(αd) · ∂w0(∂wµv(αd) · βv1) = 0
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As βv1 = ∂wµv1w0(αd) and ℓ(wµv1) = ℓ(wµ) + k ≤ ℓ(wµv) if ℓ(v) ≥ k and v ∈ µW , we can apply
Lemma 4.2.1, and obtain ∑

u∈λW

cu,v1∂wλu(αd) · 1 = 0,

which implies that all cu,v1 have to be zero by Lemma 2.4.4. So by induction, we know that all cu,v
have to be zero, which means that

{∂wλu(αd) ◦ sλ,λ0 ◦mλ0,µ ◦ ∂wµv(αd)|u ∈ λW, v ∈ µW}

is a linear independent set.

4.4.2 Graded dimension

Now we prove that (25) is surjective. This can be shown by comparing eλAdeµ and its Rd-module
spanned by

{b1
λ,λ0

(q) · b1
λ0,µ

(p)|q ∈ Bλ, p ∈ Bµ}.
We know that the second space is a subspace of the first one. However, both of them are infinite
dimensional over C, so we cannot compare the dimension of them directly. Also, as Rd is not a
field, having the same rank over Rd does not imply that two spaces are the same.

The solution is decompose both spaces into a direct sum of finite dimensional vector spaces over
C. More precisely, we introduce the grading structure of Ad, so we can compare the dimension of
the homogeneous components of each degree.

For a Z-graded C-space E, let Em be the homogeneous component of degree m. Assume that
for any fixed m, Em is of finite dimension over C, then we define the graded dimension of E as

grdim(E) =
∑
m∈Z

dimC(Em)t
m.

If E and E ′ are both Z-graded with finite dimensional homogeneous components, and assume that
Em = 0 = E ′

m for m sufficiently small, then E ⊗C E
′ turns into a Z-graded vector space, whose

homogeneous components are still finite dimensional, via

(E ⊗C E
′)m =

⊕
n+l=m

En ⊗ E ′
m,

and we have
grdim(E ⊗ E ′) = grdim(E) · grdim(E ′).

For a homogeneous vector v ∈ E, we define the graded dimension of v as the graded dimension of
the one-dimensional space Cv , that is,

grdim(v) = grdim(Cv) = tdeg(v).

Example 4.4.2. Let us consider R as a graded ring such that each xi is of degree 2. Moreover, for
any decomposition µ, the Wµ-invariant polynomial ring Rµ can be viewed as a graded subring of R.

1. The first example is the graded dimensions of the polynomial ring and the symmetric poly-
nomial ring. They are infinite-dimensional spaces, but their homogeneous components are all
finite dimensional.
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Lemma 4.4.3. Then we have the following equalities in formal power series.

grdim(R) =
d∏

i=1

grdim(C[xi]) =
d∏

i=1

∞∑
k=0

t2k =
d∏

i=1

1

1− t2
.

Also, by Theorem 2.4.2, we have

grdim(Rd) =
d∏

i=1

grdim(C[ei]) =
d∏

i=1

∞∑
k=0

t2 deg(ei) =
d∏

i=1

1

1− t2i
.

Using Lemma 4.4.3, we can compute the graded dimension of the subspace of R spanned by
the set B given in Lemma 2.4.4 over C. As we have

R ≃ Rd ⊗C
⊕
v∈B

Cv,

we immediately know that

∑
v∈B

tdeg(v) =
∑
v∈B

grdim(v) = grdim(R)/grdim(Rd) =
d∏

i=1

1− t2i

1− t2
.

2. By construction of polynomials in B, we know that∑
w∈W

t2ℓ(w) =
∑
w∈W

t2ℓ(w0)−2ℓ(w) =
∑
w∈W

tdeg(∂w(αd)) =
∑
v∈B

grdim(v),

which is also equal to grdim(R)/grdim(Rd).

We can also use this method to compute
∑

w∈Wµ
t2ℓ(w) for µ ∈ Id. If µ = (µ(1), . . . , µ(c)), then

we have ∑
w∈Wµ

t2ℓ(w) =
c∏

k=1

µ(k)∏
i=1

1− t2i

1− t2
. (26)

Also, notice that Wµ × µW → W is a bijection, and if (u, v) 7→ w = uv, then we have
ℓ(u) + ℓ(v) = ℓ(w). Using this, we obtain∑

w∈µW

t2ℓ(w) =

∑
w∈W t2ℓ(w)∑
w∈Wµ

t2ℓ(w)
.

Now we apply (26), then we obtain the following formula:∑
w∈µW

t2ℓ(w) =

∏d
i=1(1− t2i)∏c

k=1

∏µ(k)

i=1 (1− t2i)
= tℓ(w0)−ℓ(wµ) ·

[
d

µ(1), µ(2), . . . , µ(c)

]
t

.

Here we use the following notion of quantized multinomial coefficients[
d

µ(1), µ(2), . . . , µ(c)

]
t

:=

∏d
i=1(t

i − t−i)∏c
k=1

∏µ(k)

i=1 (t
i − t−i)

,
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and for more details we refer to [Str22a].

By a similar method, we can show that

∑
w∈µW

t−2ℓ(w) =

∏d
i=1(1− t2i)∏c

k=1

∏µ(k)

i=1 (1− t2i)
= t−ℓ(w0)+ℓ(wµ) ·

[
d

µ(1), µ(2), . . . , µ(c)

]
t

. (27)

Now we return to our task to prove the surjectivity.
As eλAdeµ is a free Rd-module, the graded dimension of eλAdeµ equals to the product of the

graded dimension of Rd and the sum of the graded dimensions of Rd-basis vectors as in Corollary
4.1.1.

On the other hand, as in Proposition 4.4.1 we know that vectors in {q ◦ sλ,λ0 ◦ mλ0,µ ◦ p|q ∈
Bλ, p ∈ Bµ} are Rd-linearly independent, so the graded dimension of Rd-submodule spanned by
these vectors equals to the product of the graded dimension of Rd and the sum of the graded
dimensions of vectors in

{q ◦ sλ,λ0 ◦mλ0,µ ◦ p|q ∈ Bλ, p ∈ Bµ}.

In order to show that the Rd-submodule spanned by these vectors is exactly the whole eλAdeµ, it
suffices to show that the sum of the graded dimensions of vectors in {q ◦ sλ,λ0 ◦mλ0,µ ◦ p|q ∈ Bλ, p ∈
Bµ} equals to the sum of the graded dimensions of an Rd-basis of eλAdeµ, that is,∑

q∈Bλ,p∈Bµ

grdim(q ◦ sλ,λ0 ◦mλ0,µ ◦ p) =
∑

w∈λWµ,h∈Bµ′ ,Wµ′=Wµ∩w−1Wλw

grdim(bw
λ,µ(h)). (28)

Now we compute both sides of (28). We begin with the left hand side.

Proposition 4.4.4. The sum of the graded dimensions of the vectors in {vλ,µ(q, p)|q ∈ Bλ, p ∈ Bµ}
equals to [

d
λ(1), λ(2), . . . , λ(b)

]
t

·
[

d
µ(1), µ(2), . . . , µ(c)

]
t

for compositions λ = (λ(1), λ(2), . . . , λ(b)) and µ = (µ(1), µ(2), . . . , µ(c)).

Proof. Notice that the sum of graded dimensions of vλ,µ(q, p) for q ∈ Bλ, p ∈ Bµ equals to the
product of the sum of graded dimensions of ∂wλu(αd) ◦ sλ,λ0 for u ∈ λW and the sum of graded
dimensions of mλ0,µ ◦ ∂wµv(αd) for v ∈ µW .

As the graded dimensions of the split sλ,λ0 and the mergemλ0,λ are the same, so the computation
of the two parts is almost the same. Then we only give the details for the merge.

The graded dimension of mλ0,µ ◦ ∂wµv(αd) is equal to the product of the graded dimension of
mλ0,µ and that of ∂wµv(αd). The graded dimension of mλ0,µ equals tℓ(wµ)−ℓ(w0), and by definition,

grdim(∂wµv(αd)) = t2(ℓ(w0)−ℓ(wµ)−ℓ(v)).

By (27) in Example 4.4.2, we have

∑
v∈µW

t−2ℓ(v) =
∑
w∈W

t−2ℓ(w)/
∑
w∈Wµ

t−2ℓ(w) = t−ℓ(w0)+ℓ(wµ) ·
[

d
µ(1), µ(2), . . . , µ(c)

]
t

.
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Now we take the summation over v ∈ µW , we have∑
v∈µW

grdim(mλ0,µ ◦ ∂wµv(αd)) = grdim(mλ0,µ) ·
∑
v∈µW

t2ℓ(w0)−2ℓ(wµ) · t−2ℓ(v) =

[
d

µ(1), µ(2), . . . , µ(c)

]
t

.

In conclusion, we have∑
u∈λW,v∈µW

grdim(∂wλu(αd) ◦ sλ,λ0 ◦mλ0,µ ◦ ∂wµv(αd)) =

[
d

λ(1), λ(2), . . . , λ(b)

]
t

·
[

d
µ(1), µ(2), . . . , µ(c)

]
t

,

which completes the proof.

Now we compute sum of the graded dimensions of the geometric basis over Rd of eλAdeµ,
which is parameterized by pairs (σ, h) such that σ runs over λW µ, and h runs over Bµσ where
Wµσ = Wµ ∩ σ−1Wλσ.

For a fixed σ, the graded dimension corresponding to the submodule spanned by all (σ, h) is
computed as follows:

The graded dimension of sµσ ,µ is t−ℓ(wµ)+ℓ(wµσ ), and the graded dimension of mλ,σ(µσ) is

t−ℓ(wλ)+ℓ(wσ(µσ)) = t−ℓ(wλ)+ℓ(wµσ ).

The graded dimension of the crossing given by σ is t−2ℓ(σ), and the sum of the graded dimensions
given by h ranging over Bµσ is

∑
w∈µσW

t2ℓ(w0)−2ℓ(wµσ )−2ℓ(w) = t2ℓ(w0)−2ℓ(wµσ )

∑
w∈W t−2ℓ(w)∑

w∈Wµ∩σ−1Wλσ
t−2ℓ(w)

,

so the sum of graded dimensions of the geometric basis equals

∑
σ∈λWµ

t−ℓ(wλ)−ℓ(wµ)+2ℓ(wλσ ) · t−2ℓ(σ) · t2ℓ(w0)−2ℓ(wλσ ) ·
∑

w∈W t−2ℓ(w)∑
w∈Wλ∩σWµσ−1 t−2ℓ(w)

=t2ℓ(w0)−ℓ(wλ)−ℓ(wµ) ·
∑

σ∈λWµ

t−2ℓ(σ) ·
∑

w∈W t−2ℓ(w)∑
w∈Wµ∩σ−1Wλσ

t−2ℓ(w)

=t2ℓ(w0)−ℓ(wλ)−ℓ(wµ) · (
∑
w∈W

t−2ℓ(w)) ·
∑

σ∈λWµ

t−2ℓ(σ)∑
w∈Wµ∩σ−1Wλσ

t−2ℓ(w)

(29)

In order to compute the last part of (29), we need the following lemma studying the structure
of the double coset WλσWµ.

Lemma 4.4.5. For a fixed σ, there exists bijection

Wλ × µσWµ → WλσWµ

(r, u) 7→ rσu

and ℓ(rσu) = ℓ(r) + ℓ(σ) + ℓ(u).
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Proof. As σ is the shortest representative element in WλσWµ, any element w ∈ WλσWµ has a
reduced expression w = r1σu1 for r1 ∈ Wλ and u1 ∈ Wµ by [DJ86] or [Bou07].

If there is another reduced expression w = r2σu2 such that r2 ∈ Wλ and u2 ∈ Wµ, then we
have r−1

1 r2 = σu1u
−1
2 σ−1 ∈ Wλ ∩ σWµσ

−1 and u1u
−1
2 ∈ Wµ ∩ σ−1Wλσ = Wµσ , so we can choose

uw ∈ µσWµ satisfies u1 ∈ Wµσuw, which is uniquely determined by w and independent with the
choice of u1.

Now we see that ℓ(u1) = ℓ(uw) + ℓ(u1u
−1
w ), and we have ℓ(w) = ℓ(uw) + ℓ(wu−1

w ). We have
wu−1

w = r1σu1u
−1
w ∈ Wλσ, so we let rw := wu−1

w σ−1 ∈ Wλ, which is also uniquely determined by w,
and we have ℓ(wu−1

w ) = ℓ(σ) + ℓ(rw) as σ ∈ λW µ ⊂ λW , so we have ℓ(w) = ℓ(rw) + ℓ(σ) + ℓ(uw).
One can check that the map w 7→ (rw, uw) is the inverse of the map in the statement.

Lemma 4.4.5 immediately implies the following corollary:

Corollary 4.4.6. For σ ∈ λW µ, we have

t−2ℓ(σ) ·
∑
r∈Wλ

t−2ℓ(r) ·
∑

u∈µσWµ

t−2ℓ(u) =
∑

w∈WλσWµ

t−2ℓ(w). (30)

If we apply a similar argument as (27), we have

t−2ℓ(σ) ·
∑
r∈Wλ

t−2ℓ(r) ·
∑

v∈Wµ
t−2ℓ(v)∑

w∈Wµ∩σ−1Wλσ
t−2ℓ(w)

=
∑

w∈WλσWµ

t−2ℓ(w). (31)

Then we take the summation over σ ∈ λW µ, we have∑
u∈Wµ

t−2ℓ(u) ·
∑
v∈Wλ

t−2ℓ(v) ·
∑

σ∈λWµ

t−2ℓ(σ)∑
w∈Wλ∩σWµσ−1 t−2ℓ(w)

=
∑
w∈W

t−2ℓ(w). (32)

Now we come back to (29), we see that the sum of graded dimensions of an Rd-basis equals to

t2ℓ(w0)−ℓ(wλ)−ℓ(wµ) · (
∑
w∈W

t−2ℓ(w)) ·
∑

σ∈λWµ

t−2ℓ(σ)∑
w∈Wλ∩σWµσ−1 t−2ℓ(w)

=t2ℓ(w0)−ℓ(wλ)−ℓ(wµ) ·
∑

w∈W t−2ℓ(w)∑
u∈Wµ

t−2ℓ(u)
·
∑

w∈W t−2ℓ(w)∑
v∈Wλ

t−2ℓ(v)

=(tℓ(w0)−ℓ(wµ) ·
∑

w∈W t−2ℓ(w)∑
u∈Wµ

t−2ℓ(u)︸ ︷︷ ︸
A1

) · (tℓ(w0)−ℓ(wλ) ·
∑

w∈W t−2ℓ(w)∑
v∈Wλ

t−2ℓ(v)︸ ︷︷ ︸
A2

)

(33)

As we computed in (27) in Example 4.4.2, we have

A1 =

[
d

µ(1), µ(2), . . . , µ(c)

]
t

,

A2 =

[
d

λ(1), λ(2), . . . , λ(b)

]
t

.

Then we see that the graded dimension of eλAdeµ equals to the submodule spanned by {q ◦ sλ,λ0 ◦
mλ0,µ ◦ p|q ∈ Bλ, p ∈ Bµ}.

So we obtain the following result.
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Proposition 4.4.7. The sub-Rd-module spanned by

{∂wλu(αd) ◦ sλ,λ0 ◦mλ0,µ ◦ ∂wµv(αd)|u ∈ λW, v ∈ µW}

is the whole eλAdeµ.

So after combining Proposition 4.4.1 and Proposition 4.4.7, we finally complete the proof of
Theorem 4.3.1.

4.5 Discussion on general quiver Schur algebras

A natural question is: can we generalize this construction to obtain a basis of Ad for general
dimension vector d? Or we may ask whether the map

eλ̂Adeλ̂0
⊗Rd

eλ̂0
Adeµ̂ → eλ̂Adeµ̂ (34)

is an isomorphism. The answer to both questions is negative. In fact, we can still obtain a linear
independent set whose cardinality equals to the rank of Ad over Rd, but the space spanned by this
set is not necessarily the whole Ad. In other words, the map (34) is injective but not surjective.

A significant difference between the one-vertex case and general cases is that the actions of split
operators are different. For one-vertex quiver Schur algebra Ad, the split is the same as the inclusion
map between spaces of invariant polynomials, but in general, the split acts by multiplying with a
polynomial corresponding to the Euler class of certain vector bundles. When the dimension vector
is concentrated on a single vertex, we have that Repd is just a point so that the vector bundle in
this case is of rank 0 and the Euler class is 1. As the elements appearing on the left hand side
of (34) always involve multiplying with the Euler class, the elements on the right hand side may
not. For example, when µ̂ = λ̂, then the idempotent does not involve an Euler class. The counter
example can be constructed even when the quiver only “has two vertices”.

Example 4.5.1 (Counter example). In this example, the map in (34) is no longer surjective.
Let V = {1, 2} and d = (1, 1). In this case, Rd ≃ C[x1, y1], and Id has three elements: Let

λ0 =
(
1 1

)
, λ1 =

(
1 0
0 1

)
, and λ2 =

(
0 1
1 0

)
.

Then we see that eλ0Adeλ1 = Rd·mλ0,λ1, and actually the map mλ0,λ1 is the identity from C[x1, y1]
to C[x1, y1] in the faithful representation, while eλ1Adeλ0 = Rd·sλ1,λ0, where sλ1,λ0 acts by multiplying
with y1 − x1 in the faithful representation, hence we see that the image of eλ1Adeλ0 ⊗ eλ0Adeλ1 in
eλ1Adeλ1 ≃ Rd is Rd · (y − x).

However, by using the proof of the injectivity for the one vertex case, we can still obtain the
following statement:

Lemma 4.5.2. The multiplication map (34) is injective.

In fact, we can still use the faithful representation to that the composition of multiplication map
(34) and eλ̂Adeµ̂ → HomC(Rµ̂, Rλ̂) is injective.

The set
{p ◦ sλ̂,λ̂0

|p runs over a basis of Rµ̂}
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is a basis of eλ̂Adeλ̂0
, and the set

{mλ̂0,µ̂
◦ q|q runs over a basis of Rλ̂}

is a basis of eλ̂0Adeµ̂
. Their composition sends f ∈ Rµ̂ to p ·Eλ̂ ·mλ̂0,λ̂

fq, where Eλ̂ is a polynomial

in Rλ̂ determined by λ̂ only. So it suffices to show that the set

{p ◦mλ̂0,µ̂
◦ q}

forms an Rd-linear independent set, and this is true because polynomial operators and merge
operators can be computed locally. In other words, the action of polynomial operators and merges
can be decomposed into the tensor product of polynomial operators and merges at each vertex, so
it is reduced to the case for one vertex.
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5 Application: the based quasi-hereditary algebra struc-

ture

In this section, we firstly put our quiver Schur algebra aside and introduce some definition and
result about highest weight categories and quasi-hereditary algebras. Then we will show that the
algebra Ad fits into the setting of this theory, and use these results to study the representation
theory of the algebra arising from Ad.

5.1 Highest weight category and quasi-hereditary algebra

Highest weight categories were introduced in [CPS88], in order to set up the axiomatic framework
for a type of categories arising in many situations in representation theory. Abstracting from the
representation theory of semisimple groups, it turns out that the theory of highest weight categories
is related to the theory of quasi-hereditary algebras due to Ringel [DR92] and Scott[Sco87].

This notion is generalized to semi-infinite situations and its connection to highest weight cate-
gories is streamlined by Brundan and Stroppel in [BS18]. They give an alternative characterization
of these categories in terms of based quasi-hereditary algebras and based stratified algebras, and we
apply their definitions in the thesis.

A stratification of an Abelian category R is a quintuple (B, L, ρ,Λ,≤) consisting of a set B, a
function L labelling a full set {L(b)|b ∈ R} of pairwise inequivalent irreducible objects in R, and
a function ρ : B → Λ for the poset (Λ,≤) whose fibers are all finite. The stratification of R is
finite if R is a finite Abelian category, which means that R is equivalent to the category of finite
dimensional modules of a finite dimensional algebra (see [EGNO16, Definition 1.8.5]).

We denote by Bλ the fiber ρ−1(λ), and B≤λ :=
⋃
µ≤λ

Bµ,B<λ :=
⋃
µ<λ

Bµ. Let R≤λ (resp., R<λ)

be the Serre subcategories of R associated to the subsets B≤λ (resp., B<λ), and Rλ := B≤λ/B<λ

is called a stratum. We further assume:

the irreducible object L(b) has both a projective cover and an injective hull in R≤ρ(b) for

all b ∈ B, and each stratum is equivalent to the category of finite-dimensional vector spaces.
(35)

Definition 5.1.1 (Standard object, costandard object). With assumption (35), for b ∈ B such
that ρ(b) = λ we define the standard object ∆(b) as the projective cover of L(b) in R≤λ, and the
costandard object ∇(b) as the injective hull of L(b) in R≤λ.

For V ∈ R, a ∆-flag of V means a filtration 0 = V0 ⊊ V1 ⊊ · · · ⊊ Vn = V with sections
Vm/Vm−1

∼= ∆(bm) for some bm ∈ B. We denote by ∆(R) the exact subcategory consisting of all
objects with a ∆-flag. We also define ∇-flags and ∇(R) in a similar way.

Definition 5.1.2 (Highest weight category). Let R be an Abelian category equipped with a finite
stratification (B, L, ρ,Λ,≤) satisfying assumption (35).

Then we say R is a finite highest weight category if for each λ ∈ Λ, there exists a projective
object Pλ admitting a ∆-flag with ∆(λ) at the top and other sections of the form ∆(µ) for µ ∈ Λ
with µ ≥ λ.
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Remark 5.1.3. There are many important and classical examples of highest weight categories, such
as blocks of the BGG category O for a semisimple Lie algebra [Hum08], the category of modules of
classical Schur algebras [Mat99] and categories arising from perverse sheaves and singular spaces
[BBDG18]. More recent examples, like categories defined via certain diagrams, can be found in
[BS18].

Now suppose that R is a highest weight category, we define T (R) = ∆(R) ∩ ∇(R). Then for
any b ∈ Bλ there is a unique indecomposable object Tb ∈ T (R) such that such that [Tb : L(b)] = 1
and ρ(b′) ≤ ρ(b) whenever [Tb : L(b

′)] ̸= 0 by [Don98, Theorem A4.2] (see also [BS18]). We also have
that any object T ∈ T (R) is a direct sum of these Tb. If T ∈ T (R) has a summand isomorphic
to Tb for all b ∈ B, we call it a tilting generator.

With such a tilting generator, we let B = EndR(T )
op. Then the finite Abelian category R ′ :=

B-Modfd is called the Ringel duality of R relative to T . It turns out that R ′ is also finitely stratified,
and more detail can be found in [BS18, Theorem 4.10].

To give an elementary characterization of highest weight categories, we need the notion of based
quasi-hereditary algebras. We apply the following definition in [BS18], which is equivalent to the
one given in [KM20, Definition 2.4]. For more details we refer to [BS18, §5].

Definition 5.1.4 (Based quasi-hereditary algebras). A finite based quasi-hereditary algebra is a
locally unital algebra over a field such that A =

⊕
i,j∈I

eiAej which is free of finite rank over the ring,

with the following data:

QH1 A subset Λ ⊂ I indexing special idempotents {eλ|λ ∈ Λ}.

QH2 A partial order ≤ making Λ into a poset.

QH3 Sets Y (i, λ) ⊂ eiAeλ, X(λ, j) ⊂ eλAej for i, j ∈ I, λ ∈ Λ.

Let Y (λ) = ∪i∈IY (i, λ), X(λ) = ∪j∈IX(λ, j), and we impose the following three axioms:

QH4 Products {yx|(y, x) ∈ ∪
λ∈Λ

Y (λ)×X(λ)} form a basis for A.

QH5 For λ, µ ∈ Λ, Y (µ, λ) and X(λ, µ) are empty unless µ ≤ λ.

QH6 For each λ ∈ Λ, we have X(λ, λ) = Y (λ, λ) = {eλ}.

If there is some given algebra anti-involution σ : A → A with σ(ei) = ei and Y (i, λ) = σ(X(λ, i))
for all i ∈ I, λ ∈ Λ, then A is said to be symmetrically based.

The basis given by 5.1.4.QH4 is called the triangular basis of A (which obviously depends on
the choice of elements in X(λ, j) and Y (i, λ)).

Suppose that A is already a finite based quasi-hereditary algebra, then for λ ∈ Λ we let A≤λ be
the quotient of A be the sum of AeµA such that µ ̸≤ λ. We write eλ for the image of eλ in A≤λ,
then the standard and costandard modules associated to λ is defined as

∆(λ) := A≤λeλ,∇(λ) := (eλA≤λ)
∗

respectively.
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Remark 5.1.5. The notion above also makes sense if we replace the field by a commutative ring,
and replace the finite dimensional condition by being free of finite rank over the ground ring. Then
in the symmetrically based case, it is equivalent to the notion of an object-adapted cellular category
introduced by Elias and Lauda. See [EL16, Definition 2.1, Lemmas 2.6-2.8] for more explanations.

The following theorem [BS18, Theorem 5.9, Theorem 5.10] gives the preicse relationship between
highest weight categories and based quasi-hereditary algebras.

Theorem 5.1.6. 1. Let A be a finite based quasi-hereditary algebra over a field. The modules

{L(λ) := hd∆(λ) ∼= soc∇(λ)|λ ∈ Λ}

give a complete set of pairwise inequivalent irreducible left A-modules. Moreover, the category
R := A-modfd is a finite highest weight category with the given weight poset (Λ,≤). Its
standard and costandard objects ∆(λ) and ∇(λ) are as defined by (5.2).

2. Let R be a finite highest weight category with weight poset (Λ,≤) and labelling function L.
Suppose we are given Λ ⊂ I and a tilting generator T =

⊕
t∈I Ti for R such that each Tλ for

λ ∈ Λ is a direct sum of T (λ) and other T (µ) for µ < λ. Let

A := (
⊕
i,j∈I

HomR(Ti, Tj))
op,

and for i, j ∈ I, λ ∈ Λ we pick morphisms

Y (i, λ) ⊂ HomR(Ti, Tλ), X(λ, j) ⊂ HomR(Tλ, Tj)

lifting basis for HomR(Ti,∇(λ)) and HomR(∆(λ), Tj) such that Y (λ, λ) = X(λ, λ) = {idTλ
},

then
{yx|(y, x) ∈

⋃
i,j∈I

⋃
λ∈Λ

Y (i, λ)×X(λ, j)}

is a triangular basis making A into a finite based quasi-hereditary algebra with respect to the
opposite poset (Λ,≥).

5.2 The algebra Ad as a based quasi-hereditary algebra

Back to our algebra Ad, which is free over Rd. We have the decomposition of Rd-module Ad ≃⊕
µ,λ∈Id

eµAdeλ where µ, λ runs over Id, the set of all compositions of d. All these summands are free

of finite rank over Rd because eµAdeλ ≃ R
|µW |·|λW |
d as Rd-modules.

Now we show that Ad is a based quasi-hereditary algebra over Rd.
The subset Λ ⊂ Id has only one element, which is the composition λ0 = (d) with only one

component, and for any µ, λ ∈ Id, we set

Y (λ, λ0) = {b1
λ,λ0

(p)|p ∈ Bλ}, X(λ0, µ) = {b1
λ0,µ

(q)|q ∈ Bµ}. (36)

And by Theorem 4.3.1, one can check that all axioms in Definition 5.1.4 are satisfied, so we have
the following result:
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Theorem 5.2.1. The algebra Ad ≃
⊕

λ,µ∈Id
eµAdeλ is a finite based quasi-hereditary algebra over Rd

with Λ = {λ0} and Y (λ, λ0), X(λ0, µ) defined as in (36).

Moreover, the algebra Ad actually is symmetrically based.
We consider the Rd-linear map σ : Ad → Ad such that

vλ,µ(p, q) 7→ vµ,λ(q, p),

for any µ, λ ∈ Id, p ∈ Bλ, q ∈ Bµ, then it is obvious that σ2 = 1. Alsp, it follows from definition
that σ(X(λ0, µ)) = Y (µ, λ0) for µ ∈ Id.

Now we show that σ is an anti-algebra homomorphism. Then for arbitrary µ1, µ2, µ3, µ4 ∈ Id
and qi ∈ Bµi

for i = 1, 2, 3, 4, we have

σ(vµ1,µ2(q1, q2)) · σ(vµ3,µ4(q3, q4))

=vµ2,µ1(q2, q1) · vµ4,µ3(q4, q3)

=δµ1,µ4mµ1,λ0(q1 · q4) · vµ2,µ3(q2, q3)

=δµ1,µ4mµ1,λ0(q1 · q4) · σ(vµ3,µ2(q3, q2))

=σ(δµ4,µ1mµ1,λ0(q4 · q1) · vµ3,µ2(q3, q2))

=σ(vµ3,µ4(q3, q4) · vµ1,µ2(q1, q2)),

so σ is an anti-algebra involution over Rd.
Moreover, we have σ(eλ) = eλ for any λ ∈ Id, and hence σ(1) = 1. In fact, we know that eλ

is an idempotent and it is in the center of eλAdeλ, which is eλRdeλ, by Proposition 2.4.17. So we
know that eλ is the only idempotent contained in the center of eλAdeλ, and the same is true for
σ(eλ), because σ(eλ) · σ(eλ) = σ(e2λ) = σ(eλ), and for any β ∈ eλAdeλ, we have

σ(eλ) · β = σ(eλ) · σσ−1(β) = σ(σ−1(β) · eλ) = σ(eλ · σ−1(β)) = σσ−1(β) · σ(eλ) = β · σ(eλ),

so we immediately see that σ(eλ) = eλ, and under σ, Ad becomes a symmetrically based quasi-
hereditary algebra over Rd.

Then we draw the following conclusion:

Proposition 5.2.2. The algebra Ad, together with the quasi-hereditary algebra structure as in
Theorem 5.2.1, can be equipped with an anti-algebra involution σ which sends vλ,µ(p, q) to vµ,λ(q, p),
making Ad a symmetric based quasi-hereditary algebra.

Theorem 5.2.1 implies that Ad = Adeλ0Ad, we immediately have Ad is Morita equivalent to
eλ0Adeλ0 = Rd (see [AF92, §21]). More precisely, the following functors give the equivalence:

eλ0Ad ⊗Ad
(−) : Ad −Mod −→ eλ0Adeλ0 −Mod = Rd −Mod,

Adeλ0 ⊗eλ0Adeλ0
(−) : Rd −Mod = eλ0Adeλ0 −Mod −→ Ad −Mod.

And since Λ in this case has only one element λ0, we have (Ad)≤λ0 = Ad, and the standard
(resp., costandard) module ∆(λ0) (resp., ∇(λ0)) is Adeλ0 (resp., (eλ0Ad)

∗). Note that

Adeλ0 ≃
⊕
µ∈Id

Rµ
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is exactly the faithful representation of Ad given in the previous section.
Since Rd is not a field, we cannot apply Theorem 5.1.6 to Ad. But we can let Kd be the fraction

field of Rd, i.e the field of symmetric rational functions of d variables, and we let AK
d := Kd⊗Rd

Ad.
Obviously, this is again a symmetrically based quasi-hereditary algebra overKd, with exactly the

same Λ = {λ0}, X(λ, λ0) and Y (λ0, µ). Also, the category of finite (Kd-)dimensional AK
d -modules is

a highest weight category. Via Theorem 5.1.6, there is only one isomorphism class of simple objects
in this category, given by the head of AK

d eλ0 .
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