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## Introduction; outline

By the name braid group one usually refers to the Artin braid group, first introduced and studied by Artin in Art25. Similarly to the symmetric group, the Artin braid group consists of permutations (called braids) of a fixed finite set which - in contrast to the symmetric group - keep track how elements pass "behind each other". Whereas it is standard to depict a permutation on say four elements by images like

a braid in four strands is best thought of as a diagram like

which are in fact two different braids. The symmetric group in particular is a quotient of the Artin braid group, and both of the above braids have the same image under the quotient map. To make things rigorous consider the following definition:

Definition. The Artin braid group $B_{S_{n}}$ is the group with generators $s_{1}, \ldots, s_{n-1}$, depicted by a crossing $s_{i}=|\cdots| \geqslant,|\cdots|$ of the $i$-th strand over the $(i+1)$-st one (whose multiplication is depicted by stacking pictures), subject to the following (pictorial) relations:

$$
\begin{gathered}
s_{i} s_{j}=s_{j} s_{i} \\
s_{i} s_{i+1} s_{i}=s_{i+1} s_{i} s_{i+1}
\end{gathered}
$$

$$
\cdots \cdots \cdots+\quad \text { for }|i-j|>1
$$


for all $1 \leq i<n-1$.

In other words, $B_{S_{n}}$ has the same presentation as $S_{n}$, except that it misses the relation $s_{i}=s_{i}^{-1}$ and instead only satisfies the automatic relation

$$
s_{i} s_{i}^{-1}=s_{i}^{-1} s_{i}=e
$$

$$
\bigcirc=\square \quad \text { for all } 1 \leq i<n
$$

Thus $B_{S_{n}}$ admits the quotient map $B_{S_{n}} \rightarrow S_{n}, s_{i} \mapsto s_{i}$.
Braid groups can also be defined for arbitrary Coxeter groups; these are a certain type of (finite or infinite) groups introduced by Coxeter in Cox34 as a generalisation of reflection groups.

Definition. A Coxeter system $(W, S)$ with Coxeter matrix $\left(m_{s t}\right)_{s, t \in S}$ consists of a group $W$, called Coxeter group, with generators $S \subset W$ and presentation

$$
W=\langle s \in S \mid \forall s, t \in S: \overbrace{s t s \cdots}^{m_{s t} \text { factors }}=\underbrace{t s t \cdots}_{m_{s t} \text { factors }}, s^{2}=e\rangle
$$

The braid group $B_{W}$ associated to the Coxeter group $W$ is the group with presentation

$$
B_{W}:=\langle s \in S| \forall s, t \in S: \overbrace{s t s \cdots}^{m_{s t} \text { factors }}=\underbrace{t s t \cdots\rangle}_{m_{s t} \text { factors }}
$$

such that the Coxeter group $W$ is a quotient of its braid group $B_{W}$.
Coxeter groups have been classified in the finite case by Coxeter in Cox35. The symmetric group $S_{n}$ is a particular Coxeter group with generating set $S=\left\{s_{1}, \ldots, s_{n-1}\right\}$ the simple transpositions and associated braid group $B_{S_{n}}$. According to the nomenclature for Coxeter groups, $S_{n}$ is the Coxeter group of type $\mathrm{A}_{n-1}$.

## Part I. Braid group actions on the bounded derived BGG category $D^{\text {b }}(\mathcal{O})$

Coxeter groups occur naturally as Weyl groups of root systems; they are thus strongly related to the representation theory of Lie algebras and are naturally realised as reflection groups. Let $\mathfrak{g}$ be a complex semisimple Lie algebra. Its Weyl group $W$ is a Coxeter group and acts naturally on the set of integral weights by reflections. It is known that the classes $[M(w \cdot \lambda)]$ of Verma modules for $w \in W$ form a basis of the Grothendieck group $K_{0}\left(\mathcal{O}_{\lambda}(\mathfrak{g})\right)$ of the block of the BGG category $\mathcal{O}(\mathfrak{g})$ associated to a regular integral weight $\lambda$. The map $s_{i}:[M(w . \lambda)] \mapsto\left[M\left(w s_{i} . \lambda\right)\right]$ thus induces a right action of $W$ on $K_{0}\left(\mathcal{O}_{\lambda}\right)$.

Associated with the (self-biadjoint) translation through the s-wall functor $\Theta_{s}$ there are the shuffling and coshuffling functors $\mathrm{Sh}_{s}:=\operatorname{coker}\left(\operatorname{adj}: \Theta_{s} \Rightarrow \operatorname{id}_{\mathcal{O}}\right)$ and $\mathrm{Csh}_{s}:=\operatorname{ker}\left(\operatorname{adj}^{\prime}: \mathrm{id}_{\mathcal{O}} \Rightarrow \Theta_{s}\right)$ [see MS07, introduction, and references therein] whose derived functors induce an action of $B_{W}$ on the bounded derived category $D^{\mathrm{b}}\left(\mathcal{O}_{\lambda}\right)$, yielding the above action of $W$ on $K_{0}\left(\mathcal{O}_{\lambda}\right)$ MS05, §5; Rou06, §10]. This action plays an important role in representation theory. It even lifts to a higher action in the sense that the relations of the braid group can be lifted to relations between functors Rou06.

This thesis studies several aspects of these functors and tries to put them into a general framework. We shall explain in more detail how to calculate the images of Verma modules and indecomposable projectives under $\mathrm{Sh}_{s}$. We shall exploit the fact that $\mathcal{O}_{\lambda}$ is equivalent as a category to $\operatorname{Mod}-A$ for a quasi-hereditary basic algebra $A$ Maz12, §4.4] where the distinguished modules of the quasi-hereditary structure correspond to Verma-, simple- and indecomposable projective modules. In small ranks, the algebra $A$ can be described as a path algebra of a certain quiver associated to $\mathfrak{g}$ Str03b; Mar06]. For instance, for $\mathfrak{g}=\mathfrak{s l}_{2}$ the category $\mathcal{O}_{0}\left(\mathfrak{s l}_{2}\right)$ is equivalent to modules over the path algebra $\mathbf{C}[\stackrel{e}{\stackrel{a}{\rightleftarrows}} \stackrel{s}{\bullet}] /(b a)$; see Section 2.1.1

By a result of Beilinson, Ginzburg and Soergel the algebra $A$ (and hence the category $\mathcal{O}_{\lambda}$ ) can be endowed with a positive grading [BGS96] which allows to define a graded category $\mathcal{O}_{\lambda}^{\mathrm{Z}}$; see Section 2.3. Moreover, the translation and shuffling functors $\Theta_{s}$ and $\mathrm{Sh}_{s}$ can be taken to graded functors [Str03a]. The grading coincides with the natural grading of $A$ as a path algebra under the above equivalence of categories. We shall see that when gradings are taken into account, the functors Sh induce an action of the Iwahori-Hecke algebra $\mathrm{H}_{q}(W)$ and for $\mathfrak{g}=\mathfrak{s l}_{n}$ we shall see the following in Theorem 2.23

Theorem. There is an isomorphism of $\mathbf{Z}\left[q^{ \pm 1}\right]$-modules

$$
K_{0}\left(\mathcal{O}_{0}^{\mathrm{Z}}\left(\mathfrak{s l}_{n}\right)\right) \rightarrow \mathrm{H}_{q}\left(S_{n}\right), \quad[M(w)\langle q\rangle] \mapsto q H_{w}, \quad[P(w)\langle q\rangle] \mapsto q C_{w}
$$

The shuffling functor $\mathrm{Sh}_{s}$ then acts by $\cdot H_{s}$.
The algebra $\mathrm{H}_{q}(W)$ is related to $W$ and $B_{W}$ by algebra homomorphisms $\mathbf{C}\left[q^{ \pm 1}\right]\left[B_{W}\right] \rightarrow \mathrm{H}_{q}(W) \rightarrow \mathbf{C}[W]$. The Iwahori-Hecke algebra $\mathrm{H}_{q}(W)$ is of particular interest as it is employed in the refinement and categorification of knot invariants [cf. Kho06]. The algebra $\mathrm{H}_{q}(W)$ has two distinguished bases, namely the standard- and the Kazhdan-Lusztig basis. It is a deep result of representation theory that the base change coefficients encode the composition series of modules in $\mathcal{O}_{0}$; see Section 2.3.1

## Spherical objects and spherical twist functors

We shall also interpret the action of $B_{W}$ on $D^{\mathrm{b}}\left(\mathcal{O}_{\lambda}\right)$ by derived (co)shuffling functors as an extension of another action of braid groups on derived categories: in ST01 Seidel and Thomas have constructed an action of $B_{S_{n}}$ on the derived category $D^{\mathrm{b}}(\mathcal{C})$ of an arbitrary abelian linear category $\mathcal{C}$ of finite global dimension by the so-called spherical twist functor $\mathbb{1}^{1}$

$$
T_{E_{k}}: F \mapsto \operatorname{cone}\left(\operatorname{hom}_{\mathcal{C}}^{\bullet}\left(E_{k}, F\right) \otimes E_{k} \xrightarrow{e v} F\right)
$$

associated to an $\mathrm{A}_{n-1}$-configuration $\left(E_{1}, \ldots, E_{n-1}\right)$ of spherical objects. Since $\mathcal{O}_{\lambda}$ satisfies the conditions of ST01 on the category $\mathcal{C}$, it is natural to ask whether one can find spherical objects in $D^{\text {b }}\left(\mathcal{O}\left(\mathfrak{s l}_{n}\right)_{\lambda}\right)$ such that the associated action of $B_{S_{n}}$ is isomorphic to the action induced by the (co)shuffling functors.

After having explained the set-up and constructions of [ST01] we shall deal with that question both for the principal block $\mathcal{O}_{0}(\mathfrak{g})$ for $\mathfrak{g}=\mathfrak{s l}_{n}$ as well as their parabolic counterparts $\mathcal{O}_{0}^{\mathfrak{p}}\left(\mathfrak{s l}_{n}\right)$. We shall show the following in Theorem 4.23

[^0]Theorem. For a maximal parabolic subalgebra $\mathfrak{p}$ of $\mathfrak{s l}_{n}$ corresponding to the parabolic subgroup $S_{n-1} \times S_{1}<$ $S_{n}$, there is an $\mathrm{A}_{n-2}$-configuration of spherical objects such that the associated spherical twist functor (in the sense of $\mathrm{ST}^{\mathrm{ST}}$ ) and the restriction $\left.\mathbf{L} \mathrm{Sh}_{s_{i}}\right|_{D^{\mathrm{b}}\left(\mathcal{O}_{0}^{\mathfrak{p}}\right)}$ are naturally isomorphic auto-equivalences of $D^{\mathrm{b}}\left(\mathcal{O}_{0}^{\mathfrak{p}}\right)$. This set-up corresponds to the quiver

$$
\stackrel{1}{\bullet} \rightleftarrows{ }^{2} \rightleftarrows \cdots \rightleftarrows{ }^{n}
$$

of type $A_{n-2}$, subject to certain relations.
The first part of the thesis is devoted to proving this statement and explaining the necessary background. We shall recall briefly the definitions of the BGG category $\mathcal{O}$ as well as the construction of translationand shuffling functors in Section 1. In Sections 2.1 and 2.2 we shall explain how to calculate images of the shuffling functor, how to obtain the quiver describing $\mathcal{O}_{0}$ for the Lie algebras $\mathfrak{s l}_{2}$ and $\mathfrak{s l}_{3}$ and how to make use of this description. The construction of spherical twist functors from [ST01] will be recalled in Section 3 and applied to $\mathcal{O}_{0}$; first by showing that the spherical twist functor and the derived shuffling functor have isomorphic images and then by showing that both are indeed naturally isomorphic functors in the case of the theorem.

## Part II. Towards super Soergel bimodules

We begin the second part of this thesis with presenting in Section 5 Rouquier's proof from Rou06 for the that the derived (co)shuffling functors induce an action of $B_{W}$ on $D^{\mathrm{b}}\left(\mathcal{O}_{\lambda}\right)$. In fact, Rouquier's proof shows more: namely, there is an action of $B_{W}$ on the homotopy category of Soergel bimodules and hence on the homotopy category $K^{\mathrm{b}}\left(C_{\lambda}\right)$ of modules over the coinvariant algebra of $W$ [see Soe90; BKM01, $\S 2$ ] which yields the desired action on $D^{\mathrm{b}}\left(\mathcal{O}_{\lambda}\right)$ by Soergel's functor $\mathbf{V}$ Soe90. We devote Section 5 to retracing Rouquier's proof and elaborating on some details.

An important tool both for Rouquier's proof and the study of Soergel bimodules are symmetric polynomials. The symmetric polynomials in $n$ indeterminates are the invariants $\Lambda \operatorname{Pol}_{n}:=\operatorname{Pol}_{n}^{S_{n}}$ of the polynomial ring $\mathrm{Pol}_{n}:=k\left[x_{1}, \ldots, x_{n}\right]$ under the action of $S_{n}$ by permutation of indeterminates (see e.g. Man98]. It is classical that $\Lambda \mathrm{Pol}_{n} \cong k\left[\varepsilon_{1}, \ldots, \varepsilon_{n}\right]$ again is a polynomial ring, generated by the elementary symmetric polynomials $\varepsilon_{m}$. It is known that $\mathrm{Pol}_{n}$ is a free $\Lambda \mathrm{Pol}_{n}$-module of rank $n$ ! Che55 Dem73, thm. 6.2].

There is another way to define symmetric polynomials. Namely, the invariants $\operatorname{Pol}_{n}^{s_{i}}$ under a single simple transposition coincide with the kernel ker $\partial_{i}$ of the Demazure operator $\partial_{i}: f \mapsto \frac{f-s_{i}(f)}{x_{i+1}-x_{i}}$ Dem73. These operators allow to define certain subalgebras of $\operatorname{End}_{k}\left(\operatorname{PolC}_{n}\right)$ such as the NilHecke Algebra $\mathrm{NH}_{n}:=$ $\left\langle x_{1}, \ldots, x_{n}, \partial_{1}, \ldots, \partial_{n-1}\right\rangle \subseteq \operatorname{End}_{k}\left(\operatorname{Pol}_{n}\right)$. The algebra $\mathrm{NH}_{n}$ has been generalised to the so-called $K L R$ algebra in KL09 KL11; KL10 Rou08.

## Super-KLR algebra and its polynomial representation

Our aim is to investigate super-algebraic analogues for these invariants. A superalgebra is a $\mathbf{Z} / 2 \mathbf{Z}$-graded algebra whose degrees usually are referred to as parities. We recall the relevant definitions in Section 6 We shall encounter a particular superalgebra, namely the so-called Clifford algebra (see Example 6.5), which plays an important role in our considerations.

We shall present in Section 7 two superalgebras $\tilde{\mathrm{H}}_{n}(C)$ and $\mathrm{HC}_{n}(C)$ as super-analogues of the KLRalgebra. Their definitions are mostly inspired from KKT16. To that end we shall employ-besides a usual definition in terms of generators and relations-a diagrammatic description of $\mathrm{HC}(C)$ and $\tilde{\mathrm{H}}(C)$, which is adapted for the super-set-up from [KL09; Bru16; BE17b].
The ordinary KLR algebra has a faithful polynomial representation $\operatorname{Pol}(C)$ KL09. We shall define a Clifford analogue $\operatorname{Pol}(C)$ (see Section 7.4 ) and show in Proposition 7.16
Proposition. The superalgebras $\mathrm{HC}(C)$ and $\tilde{\mathrm{H}}(C)$ have a faithful polynomial representation $\operatorname{Pol}(C)$.
The proof is mostly an adaptation of [KL09] for the super-algebraic set-up.

## Clifford-symmetric polynomials

The construction of $\mathrm{H}_{n}(C)$ involves the definition of a super-algebraic analogue $\mathfrak{d}_{i}$ for the Demazure operator or divided difference operator, also motivated by KKT16. We call this the Clifford Demazure operator.

In Section 8 we shall develop a short theory of these operators and try to understand which properties from the ordinary set-up can also be shown in the super-algebraic world. In a (non-commutative) polynomial superalgebra Pole $\mathfrak{C}_{n}$, we define $\mathfrak{d}$-symmetric polynomials to be the common kernel $\bigcap_{k=1}^{n-1} \operatorname{ker} \mathfrak{d}_{n}$ of the Clifford Demazure operators. In Lemma 8.13 we recursively define elementary $\mathfrak{d}$-symmetric polynomials $\mathfrak{e}_{m}^{(n)}$, analogously to the recursion relation of the ordinary elementary symmetric polynomials. Let $\Lambda$ Pol $\mathfrak{C}_{n}$ be the sub-superalgebra of Pole $\mathfrak{C}_{n}$ generated by the $\mathfrak{e}_{m}^{(n)}$, . In the most of Section 8 we work on proving the following (see Theorem 8.23):

Theorem. The $\mathfrak{d}$-symmetric polynomials are generated by the elementary $\mathfrak{d}$-symmetric polynomials. Furthermore, $\operatorname{Pol}_{n}$ is a free $\Lambda \mathrm{Pol}_{n}$-algebra.

To that end, we also define analogues for the Schubert polynomials (see Section 8.4) and adapt the classical proof of the theorem to the super-set-up.

## Complete symmetric polynomials, Grassmannians and partial flag varieties

We also define a super-analogue for for the complete homogeneous symmetric polynomials, see Section 8.5 We relate these to a NilHecke Clifford algebra $\mathrm{NHC}_{n}$ (see Definition 7.1) and show the following in Theorem 8.36

Theorem. The yet to be defined cyclotomic quotient $\mathrm{NHC}_{n}^{m}$ of $\mathrm{NHC}_{n}$ and a super-algebraic analogue $H \mathfrak{C}_{(m, n)}$ for the cohomology ring of Grassmannians (see Definition 8.34) are Morita equivalent.

Finally, we define polynomial rings $\Lambda \mathrm{Pol}_{k}$ in Section 8.8 which play the super-analogous role of invariants $\mathrm{Pol}_{n}^{S^{\prime}}$ for $S^{\prime} \subseteq S$ a subset of the simple transpositions. In the classical case, such rings occur as cohomology rings of partial flag varieties $\mathrm{Fl}(\boldsymbol{k})$. We shall thus define in Section 8.8.2 a super-analogue $H \mathfrak{C}_{\boldsymbol{k}}$ for these cohomology rings which generalise the Clifford cohomology ring $H \mathfrak{C}_{(m, n)}$ of Grassmannians; see Proposition 8.48

These steps can be be considered as first steps towards super-algebraic Clifford-Soergel bimodules. Future research has to show whether the algebras defined in this thesis turn out to be beneficial for this purpose.
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## Notation and conventions

We shall make use of the following notational conventions throughout the thesis:
$k \quad$ An arbitrary field of characteristic distinct from 2.
$\mathbf{N} \quad$ Natural numbers are the numbers $\{0,1,2, \ldots\}$.
$\pi, \iota \quad$ As maps out of (into) a direct sum, these denote the projection (inclusion) of one direct summand.
$\langle-\rangle \quad$ A group (algebra, module, vector space etc.) generated by the given elements. It should be clear from the context which structure is meant.

- Graded algebras: By a graded algebra $A$ we always mean a Z-graded algebra.
deg, $|-|$ The degree of an element of a graded ring (module, vector space etc.) is denoted by deg. In particular, polynomial degrees are denoted deg. We reserve $|-|$ for the parity when working with superalgebras.
$\langle-\rangle \quad$ The grading shift of graded rings (modules, vector spaces etc.). We define $\langle-\rangle$ shifting upwards, i. e. for a graded module $M=\bigoplus_{k} M_{k}$ with degree $k$-part $M_{k}$, the shifted module has degree $k$-part $M\langle i\rangle_{k}:=M_{k-i}$.
$\mathfrak{a}_{+} \quad$ For $\mathfrak{a}$ a homogeneous ideal of a graded algebra $A=\bigoplus_{k \geq 0}$, we set $\mathfrak{a}_{+}:=\bigoplus_{k>0} \mathfrak{a}_{k}$.
-Homological algebra: For us, the differential of chain complexes increases the homological degree.
$F \dashv G \quad F$ is a left adjoint functor to $G$.
$\operatorname{Ch}(\mathcal{C}) \quad$ The category of chain complexes in $\mathcal{C}$. We shall not always indicate chain complexes by a $\bullet$
$D^{\mathrm{b}}(\mathcal{C}) \quad$ The bounded derived category of $\mathcal{C}$.
[-] For us, the homological degree shift shifts to the left, i. e. for a chain complex $X$, we set $X[i]^{k}:=X^{k+i}$.
$\cong \quad$ An isomorphism.
$\simeq \quad$ A quasi-isomorphism, or an equivalence of categories.
$\approx \quad$ A homotopy equivalence.
Hom and hom: The symbol hom always denotes a chain complex of maps whereas Hom is a space of chain maps.
$\{\cdots\} \quad$ We use this to denote both the total complex of a double (triple) complex and the mapping cone. This should not cause confusion: if we consider a chain map $X \rightarrow Y$ as a double complex with $Y$ in column 0 , then its total complex coincides with cone $(X \rightarrow Y)$.

$f^{*}, f_{*} \quad$ For $f: X \rightarrow Y$ a morphism, we denote the induced natural transformations of the Hom-functor by $f^{*}: \operatorname{Hom}(Y,-) \Rightarrow \operatorname{Hom}(X,-)$ and $f_{*}: \operatorname{Hom}(-, X) \rightarrow \operatorname{Hom}(-, Y)$.


## Part I. <br> Braid group actions on the bounded derived BGG category $D^{b}(\mathcal{O})$

## 1. Shuffling functors on the BGG category $\mathcal{O}$

Given a semisimple complex Lie algebra $\mathfrak{g}$, we consider the so-called $B G G$-category $\mathcal{O}$, first defined in [BGG76], which is defined as follows: Let $\mathfrak{h} \subseteq \mathfrak{g}$ be a fixed Cartan subalgebra of $\mathfrak{g}$ and let $\mathfrak{g}=\mathfrak{n}^{-} \oplus \mathfrak{h} \oplus \mathfrak{n}^{+}$ be a corresponding Cartan decomposition, fixing a choice of simple roots.

Definition 1.1. The $B G G$-category $\mathcal{O}$ is the full subcategory of $U(\mathfrak{g})$-Mod consisting of modules $M$ that $(\mathcal{O} 1)$ are finitely generated, $(\mathcal{O} 2)$ have a weight space decomposition $M=\bigoplus_{\lambda \in \mathfrak{h}^{*}} M_{\lambda}$ and $(\mathcal{O} 3)$ are locally $\mathfrak{n}$-finite, i. e. $U\left(\mathfrak{n}^{+}\right) \cdot v$ is finite dimensional for every $v \in M$.

This category contains in particular the Verma modules $M(\lambda)=U\left(\mathfrak{n}^{+}\right) \otimes_{U(\mathfrak{h})} \mathbf{C}_{\lambda}$ of highest weight $\lambda \in \mathfrak{h}^{*}$ and their simple quotients $L(\lambda)$, which exhaust all simple objects of $\mathcal{O}$. The category $\mathcal{O}$ is a Krull-Schmidt category by Weyl's theorem Hum72 thm. 6.3; Hum08, §1.11], i. e. any $M \in \mathcal{O}$ decomposes uniquely (up to up to isomorphism and permutation Kra15, thm. 4.2]) into a finite direct sum of indecomposable modules. The category $\mathcal{O}$ has enough projectives. Every Verma module $M(\lambda)$ has a projective cover $P(\lambda)$, and the modules $P(\lambda)$ are the indecomposable projective objects of $\mathcal{O}$. There is a duality functor $(-)^{\vee}: \mathcal{O} \rightarrow \mathcal{O}$ which is an exact auto-equivalence of $\mathcal{O}$.

Definition 1.2. A composition series for a module $M \in \mathcal{O}$ is a finite filtration

$$
\begin{equation*}
0=M_{0} \subseteq M_{1} \subseteq M_{2} \subseteq \cdots \subseteq M_{\ell}=M \tag{1.1}
\end{equation*}
$$

such that for all $i \leq \ell$ we have $M_{i} / M_{i-1} \cong L\left(\lambda_{i}\right)$ for some weights $\lambda_{i} \in \mathfrak{h}^{*}$. The quotients $M_{i} / M_{i-1}$ are called composition factors of $M$. By the Jordan-Hölder theorem, the composition factors of such a series are unique up to isomorphism and order of appearance. Every module $M \in \mathcal{O}$ admits such a composition series JJan79, Satz 1.13; Hum08, §1.11]. Write [ $M: L(\lambda)$ ] for the multiplicity of $L(\lambda)$ in a filtration for $M$. We depict composition series by stacking the quotients from the simple socle $M_{0}$ at the bottom to the simple head $M / M_{\ell-1}$ at the top.

The category $\mathcal{O}$ admits a direct sum decomposition into subcategories associated to linkage classes of weights: Denote by $\Phi \subset \mathfrak{h}^{*}$ the root system of $\mathfrak{g}$ with simple roots $\Delta$, half sum of positive roots $\rho$ and associated Weyl group $W$; see [Hum72, part III] for the notions. $W$ acts on $\Phi$ and on $\mathfrak{h}^{*}$ by reflections. Recall the dot action of $W$ on $\mathfrak{h}^{*}$ given by $w \cdot \lambda:=w(\lambda+\rho)-\rho$. We denote the dot action of $W$ by " $W \cdot$."
Two weights $\lambda, \mu \in \mathfrak{h}^{*}$ are said to be linked if they belong to the same orbit of $W$. Let $\mathcal{O}_{\lambda}$ denote the full subcategory of $\mathcal{O}$ containing those modules that have composition factors of highest weights linked to $\lambda$. Then the category $\mathcal{O}$ decomposes as the direct sum

$$
\begin{equation*}
\mathcal{O}=\bigoplus_{\lambda \in \mathfrak{h}^{*} / W} \mathcal{O}_{\lambda} . \tag{1.2}
\end{equation*}
$$

In particular, $\mathcal{O}_{\lambda}$ is a Serre subcategory of $\mathcal{O}$ and contains the Verma modules $M(w \cdot \lambda)$ for $w \in W$ as well as the respective simple- and indecomposable projective modules. If a dominant regular integral weight $\lambda$ is fixed, we often write $M(w)$ for $M(w \cdot \lambda)$. The category $\mathcal{O}_{0}$ is called principal block of $\mathcal{O}$. It has finite global dimension Maz07, thm. 2]. It contains in particular the trivial representation $\mathbf{C}$ of $\mathfrak{g}$.

Apart from the composition series defined in Definition 1.2, another kind of filtration is of particular interest:

Definition 1.3. A module $M$ is said to admit a standard filtration if it admits a finite filtration by submodules of the form (1.1) whith quotients $M_{i} / M_{i+1} \cong M(\lambda)$. If it exists, the length of such a filtration and the occurring Verma modules are again unique (up to isomorphism and order) by the Jordan-Hölder theorem. We write $(M: M(\lambda))$ for the multiplicity of the Verma module $M(\lambda)$ in a standard filtration of $M$.

Fact 1.4 Hum08 §§3.9-3.11]. For multiplicities in composition series and standard filtrations, the following useful properties hold:


Figure 1.1: Roots, the associated reflection hyperplanes (called walls) and the enclosed chambers for $\mathfrak{s l}_{3}$. The hatched chamber lies below the $\alpha$-wall, below the $(\alpha+\beta)$-wall and above the $\beta$-wall; it is thus uniquely identified by $\Phi_{C}^{+}=\{\beta\}$ and $\Phi_{C}^{-}=\{\alpha, \alpha+\beta\}$. Black bullets - are the weights in the orbit $W \cdot 0$ (which all are regular). The weights $-\rho$ and $-\frac{1}{2} \beta$ (white bullets $\circ$ ) are examples for non-regular weights. In particular, $-\rho$ always lies on every wall for any $\mathfrak{g}$.
(i) Let $M \in \mathcal{O}$ be a module with standard filtration. Its composition factors then have multiplicities $[M: L(\lambda)]=\sum_{\mu \in W \cdot \lambda}(M: M(\mu))[M(\mu): L(\lambda)]$.
(ii) The indecomposable projectives $P(\lambda)$ admit a standard filtration with $(P(\lambda): M(\mu))=\left\{\begin{array}{l}0 \text { if } \mu \nless \lambda, \\ 1 \text { if } \mu=\lambda\end{array}\right.$. The case $\mu<\lambda$ will be dealt with in Section 2.3.1
(iii) Any projective module $P \in \mathcal{O}$ can be written as a direct sum $P \cong \bigoplus_{\lambda} P(\lambda)^{\oplus n_{\lambda}}$ of indecomposable projectives with multiplicities $n_{\lambda}=[P, L(\lambda)]$.
(iv) For every $M \in \mathcal{O}, \operatorname{dim}_{\mathbf{C}} \operatorname{Hom}_{\mathcal{O}}(P(\lambda), M)=[M: L(\lambda)]$
(v) BGG Reciprocity theorem: $(P(\lambda): M(\mu))=[M(\mu): L(\lambda)]$. Together with the other statements, this in particular implies $\operatorname{dim}_{\mathbf{C}} \operatorname{End}_{\mathcal{O}}(P(\lambda))=\sum_{\mu \in W \cdot \lambda}(P(\lambda): M(\mu))^{2}$ and $[M(\mu): L(\nu)]=\left\{\begin{array}{l}0 \text { if } \mu \nless \lambda, \\ 1 \text { if } \mu=\lambda\end{array}\right.$.

### 1.1. Translation functors

We shall recall a certain collection of functors connecting the different blocks $\mathcal{O}_{\lambda}$ of $\mathcal{O}$ from Hum08, $\S 7]$, originally defined in Jan79, §2.10]. For simplicity of notation we stick to integral weights in our considerations. Consider Hum08, §7.4] for a treatment of non-integral weights.

Definition 1.5. Given integral weights $\lambda, \mu \in \mathfrak{h}^{*}$ let $\nu$ be the unique dominant weight $\nu \in W(\mu-\lambda)$ (w.r.t. the normal action). The functor $T_{\lambda}^{\mu}: \mathcal{O}_{\lambda} \rightarrow \mathcal{O}_{\mu}, M \mapsto \pi_{\mu}\left(L(\nu) \otimes_{\mathbf{C}} M\right)$ is called translation functor, where $\pi_{\mu}$ denotes the projection $\mathcal{O} \rightarrow \mathcal{O}_{\mu}$ onto the respective summand of the decomposition 1.2).

Since $\nu$ is dominant, $L(\nu)$ is finite dimensional, and $T_{\lambda}^{\mu}$ is an example of a projective functor Maz12, def. 5.1], i.e. a direct summand of the functor $V \otimes_{\mathbf{C}}$ - for some finite dimensional $V \in \mathcal{O}$. Projective functors preserve projective modules Hum08, prop. 3.8].
Lemma 1.6. The functors $T_{\lambda}^{\mu}$ and $T_{\mu}^{\lambda}$ are biadjoint; in particular they are exact.
Proof. Since $L(\nu)$ is finite dimensional. there are adjunctions $(L(\nu) \otimes-) \dashv\left(L(\nu)^{*} \otimes-\right)$ and $\left(L(\nu)^{*} \otimes-\right) \dashv$ $(L(\nu) \otimes-)$ as endofunctors of the category of vector spaces. For instance, the first adjunction is established by the isomorphism

$$
\begin{aligned}
\operatorname{Hom}_{\mathbf{C}}(L(\nu) \otimes M, N) & \rightarrow \operatorname{Hom}_{\mathbf{C}}\left(M, L(\nu)^{*} \otimes N\right) \\
f & \mapsto\left(m \mapsto \sum e^{*} \otimes f(e, m)\right) \\
\left.\rightarrow\left(e v_{l} \otimes \operatorname{id}_{N}\right)(g(m))\right) & \mapsto g, \quad L(\nu)=\langle e\rangle
\end{aligned}
$$

which (as well as the isomorphism for the other adjunction) is compatible with the action of $U(\mathfrak{g})$. Furthermore, there is an adjunction $\pi_{\lambda}: \mathcal{O} \stackrel{\dashv}{\leftrightarrows} \mathcal{O}_{\lambda}: \iota_{\lambda}$ of the projection $\pi_{\lambda}$ and the inclusion $\iota_{\lambda}$ of the direct summand $\mathcal{O}_{\lambda}$ of the decomposition (1.2). This proves the claim.

Chambers and walls Consider the space $\mathfrak{h}^{*}$ of all weights and the reflection hyperplanes

$$
\begin{equation*}
H_{\lambda}:=\left\{\mu \in \mathfrak{h}^{*} \mid\left\langle\mu+\rho, \alpha \lambda^{\vee}\right\rangle=0\right\} \tag{1.3}
\end{equation*}
$$

orthogonal to a root $\lambda \in \Phi$, called the $\lambda$-wall in $\mathfrak{h}^{*}$. It is the fixed point set of the reflection $s_{\lambda}$ orthogonal to $\lambda$. The connected components of the complement $\mathfrak{h}^{*} \backslash \bigcup_{\alpha \in \Phi} H_{\alpha}$ are called chambers. A chamber thus is a cone with cone point $-\rho$ enclosed by walls and is uniquely identified by a partitioning $\Phi_{C}^{+} \cup \Phi_{C}^{-}=\Phi^{+}$
of the set $\Phi^{+}$of positive roots such that

$$
\begin{equation*}
C=\left\{\lambda \in \mathfrak{h}^{*} \mid\langle\lambda+\rho, \alpha\rangle \gtrless 0 \text { if } \alpha \in \Phi_{C}^{ \pm}\right\} . \tag{1.4}
\end{equation*}
$$

The chamber $C$ is said to lie above/below the $\lambda$-wall for $\lambda \in \Phi_{C}^{ \pm}$and its upper closure is defined as

$$
\begin{equation*}
\hat{C}:=C \cup\left\{\lambda \in \mathfrak{h}^{*} \mid\langle\lambda+\rho, \alpha\rangle \geq 0 \text { if } \lambda \in \Delta_{C}^{+}\right\} . \tag{1.5}
\end{equation*}
$$

See Figure 1.1 for a depiction of these notions for the root system of $\mathfrak{s l}_{3}$. Note that the fundamental chamber (i. e. the one containing all dominant weights, in particular the weight 0 ) lies above all of its walls and the chamber containing all antidominant weights (in particular $-2 \rho$ ) lies below all of its walls. A weight $\lambda \in \mathfrak{h}^{*}$ is said to be a regular weight if it is contained in none of the walls $H_{\alpha}$. For instance, 0 (and every weight in the orbit $W \cdot 0$ ) always is a regular integral weight for any semisimple complex Lie algebra $\mathfrak{g}$.
Recall 1.7 Hum08, $\S 7$ and references therein]. Let $\lambda \in C$ be a regular integral weight ${ }^{2}$ contained in a chamber $C$.
(i) If $\mu \in C$ is another weight contained in the same chamber, then $T_{\lambda}^{\mu}: \mathcal{O}_{\lambda} \stackrel{\simeq}{\longleftrightarrow} \mathcal{O}_{\mu}: T_{\mu}^{\lambda}$ are mutually inverse equivalences of categories.
(ii) Translation to a wall: If $\mu$ lies in the closure of $C$, then translation preserves Verma modules, dual Verma modules, and, if $\mu$ lies in the upper closure, also simple modules:

$$
\begin{aligned}
T_{\lambda}^{\mu} M(w \cdot \lambda) & \cong M(w \cdot \mu), \\
T_{\lambda}^{\mu} M(w \cdot \lambda)^{\vee} & \cong M(w \cdot \mu)^{\vee}, \\
T_{\lambda}^{\mu} L(w \cdot \lambda) & \cong \begin{cases}L(w \cdot \mu) & \text { if } w \cdot \mu \in \widehat{w \cdot C} \\
0 & \text { otherwise }\end{cases}
\end{aligned}
$$


(iii) Translation from a wall: If $w \cdot \mu \in \widehat{w \cdot C}$, then $T_{\mu}^{\lambda} P(w \cdot \mu) \cong P(w \cdot \lambda)$. If furthermore $\mu$ lies solely on the $s_{\alpha}$-wall, then

$$
T_{\lambda}^{\mu} T_{\mu}^{\lambda} L(w \cdot \mu)=L(w \cdot \mu) \oplus L(w \cdot \mu)
$$

If furthermore $\ell\left(w s_{\alpha}\right)>\ell(w)$, then there is a nonsplit short exact sequence


$$
\begin{equation*}
0 \rightarrow M(w \cdot \lambda) \rightarrow \underbrace{T_{\mu}^{\lambda} M(w \cdot \mu)}_{\substack{(*) \\ \cong \\ T_{\mu}^{\lambda} M\left(w s_{\alpha} \cdot \mu\right)}} \rightarrow M\left(w s_{\alpha} \cdot \lambda\right) \rightarrow 0 \tag{1.6}
\end{equation*}
$$

where $(*)$ holds since $\mu$ lies in the $s_{\alpha}$-wall of the chamber and thus is fixed by $s_{\alpha}$.
Definition 1.8. Let $\lambda$ be contained in a chamber and $\mu$ precisely in its $s$-wall. Denote the translation functors by $T_{\text {on }}:=T_{\lambda}^{\mu}$ and $T_{\text {off }}:=T_{\mu}^{\lambda}$. Their composite $\Theta_{s}=T_{\text {off }} T_{\text {on }}$ is called translation through the wall. By biadjointness of $T_{\text {on }}$ and $T_{\text {off }}$, the functor $\Theta_{s}$ is an exact self-adjoint functor. Note that given two Verma modules of the same block which lie inside two chambers separated by a wall, translating the Verma modules through this wall gives isomorphic modules.


### 1.2. Derived kernel and cokernel functors

Given a natural transformation $\eta: F \Rightarrow G$ of two exact functors $F, G: \mathcal{C} \rightarrow \mathcal{D}$ of abelian categories $\mathcal{C}$ and $\mathcal{D}$, one can define functors

$$
\begin{align*}
\operatorname{coker} \eta: \mathcal{C} \rightarrow \mathcal{D} ; \quad X \mapsto \operatorname{coker}\left(\eta_{X}: F X \rightarrow G X\right)  \tag{1.7}\\
\operatorname{ker} \eta: \mathcal{C} \rightarrow \mathcal{D} ; \quad X \mapsto \operatorname{ker}\left(\eta_{X}: F X \rightarrow G X\right) \tag{1.8}
\end{align*}
$$

By the snake lemma, coker $\eta$ is right exact and ker $\eta$ is left exact.

[^1]Definition 1.9. Given a category $\mathcal{C}$, its arrow category $\mathcal{C}^{[1]}$ is the category with objects given by morphisms $f: X \rightarrow Y$ in $\mathcal{C}$, and morphisms from $f: X \rightarrow Y$ to $g: X^{\prime} \rightarrow Y^{\prime}$ given by commutative squares. If $\mathcal{C}$ is an abelian category, then so is $\mathcal{C}^{[1]}$.

The adjunction map $\eta: F \Rightarrow G$ may be regarded as a functor $\mathcal{C} \rightarrow \mathcal{D}^{[1]}$ which inherits exactness from $F$ and $G$. The cokernel can be regarded as a right exact functor $\mathcal{D}^{[1]} \rightarrow \mathcal{D}$ Gro16, lem 3.1.4], and coker $\eta$ is the composition $\mathcal{C} \xrightarrow{\eta} \mathcal{D}^{[1]} \xrightarrow{\text { coker }} \mathcal{D}$.

Now consider the bounded derived categories $D^{\mathrm{b}}(\mathcal{C})$ and $D^{\mathrm{b}}(\mathcal{D})$. The exact functor $\eta$ induces $\eta: D^{\mathrm{b}}(\mathcal{C}) \rightarrow$ $D^{\mathrm{b}}\left(\mathcal{D}^{[1]}\right)$. Since coker is right exact, one can form its left derived functor $\mathbf{L}$ coker: $D^{\mathrm{b}}\left(\mathcal{D}^{[1]}\right) \rightarrow D^{\mathrm{b}}(\mathcal{D})$.

Lemma 1.10 Gro16, thm. 3.5.6]. The left derived functor $\mathbf{L}$ coker: $D^{\mathrm{b}}\left(\mathcal{D}^{[1]}\right) \rightarrow D^{\mathrm{b}}(\mathcal{D})$ is naturally isomorphic to the mapping cone $(f: X \rightarrow Y) \mapsto\{X \xrightarrow{f} Y\}$. Similarly, $\mathbf{R}$ ker is naturally isomorphic to the mapping cocone.

Caveat 1.11. It is important to keep in mind that the obvious functor $D^{\mathrm{b}}\left(\mathcal{D}^{[1]}\right) \hookrightarrow D^{\mathrm{b}}(\mathcal{D})^{[1]}$, is not an equivalence of categories. We consider the derived category as subcategory of the homotopy category. Objects in $D^{\mathrm{b}}\left(\mathcal{D}^{[1]}\right)$ are certain objects of $\operatorname{Ch}\left(\mathcal{D}^{[1]}\right) \cong \operatorname{Ch}(\mathcal{D})^{[1]}$, i. e. (strictly) commutative diagrams
in $\mathcal{D}$. Morphisms in $D^{\mathrm{b}}\left(\mathcal{D}^{[1]}\right)$ are homotopy classes of commutative squares in $\mathrm{Ch} \mathcal{D}$, called coherent diagrams Gro16, def. 4.1.1]. This is to say, a morphism in $D^{\mathrm{b}}\left(\mathcal{D}^{[1]}\right)$ is represented by a strictly commutative diagram
in $\mathcal{D}$, up to homotopy for the dashed arrows. In contrast, an object in $D^{\mathrm{b}}(\mathcal{D})^{[1]}$ is a morphism $X^{\bullet} \rightarrow Y^{\bullet}$ in $D^{\mathrm{b}}(\mathcal{D})$, which is only defined up to homotopy. A morphism in $D^{\mathrm{b}}(\mathcal{D})^{[1]}$ is a homotopy-commutative square

$$
\begin{gathered}
X^{\bullet} \longrightarrow X^{\bullet \bullet} \\
\downarrow \\
Y^{\bullet} \\
Y^{\bullet} \\
\hline
\end{gathered}
$$

in $D^{\mathrm{b}}(\mathcal{D})$, i. e. $X^{\bullet} \rightarrow Y^{\bullet} \rightarrow Y^{\bullet \bullet}$ and $X^{\bullet} \rightarrow X^{\bullet \bullet} \rightarrow Y^{\prime \bullet}$ are homotopic chain maps. A homotopycommutative square need not be homotopy equivalent to a strictly commutative square. These are called incoherent diagrams. The mapping cone is functorial only as a functor $D^{\mathrm{b}}\left(\mathcal{D}^{[1]}\right) \rightarrow D^{\mathrm{b}}(\mathcal{D})$ but does not factor through $D^{\mathrm{b}}(\mathcal{D})^{[1]}$ Gro16, warn. 4.1.8].

### 1.3. Shuffling functors

Since the functors $T_{\text {on }}$ and $T_{\text {off }}$ from Definition 1.8 are biadjoint, there are the corresponding adjunction unit and counit maps $\eta$ : id $\Rightarrow T_{\text {off }} T_{\text {on }}=\Theta_{s}$ from the adjunction $T_{\text {off }} \dashv T_{\text {on }}$ and $\varepsilon: \Theta_{s}=T_{\text {off }} T_{\text {on }} \Rightarrow$ id from the adjunction $T_{\text {on }} \dashv T_{\text {off }}$.

Definition 1.12. Define the right (resp. left) exact endofunctors

$$
\mathrm{Sh}_{s}:=\operatorname{coker}\left(\mathrm{id} \stackrel{\varepsilon}{\Rightarrow} \Theta_{s}\right), \quad \operatorname{Csh}_{s}:=\operatorname{ker}\left(\Theta_{s} \stackrel{\eta}{\Rightarrow} \mathrm{id}\right)
$$

of $\mathcal{O}_{0}$, called shuffling and coshuffing functor respectively. They have been firstly defined in [rv93, §3].

Lemma 1.13. Let $w \in W$ and $s$ be a simple reflection such that $\ell(w s)>\ell(w)$. There are isomorphisms

$$
\begin{align*}
\operatorname{Sh}_{s} M(w \cdot \lambda) & \cong M(w s \cdot \lambda), \\
\operatorname{Csh}_{s} M(w s \cdot \lambda) & \cong M(w \cdot \lambda)  \tag{1.9}\\
\Theta_{s} M(w) & \cong \Theta_{s} M(w s)
\end{align*}
$$

Furthermore, translation through the wall and the shuffling functor fit into short exact sequences


The modules $M(w)$ and $\mathrm{Sh}_{s}^{2} M(w)$ in particular have the same composition factors.
Proof. Given an adjunction $F: \mathcal{C} \stackrel{\dashv}{\rightleftarrows} \mathcal{D}: G$ of functors between arbitrary categories, the adjunction unit $\eta_{X}: X \rightarrow G F X$ is given by the image of $\operatorname{id}_{\mathcal{D}}$ under the natural isomorphism $\operatorname{Hom}_{\mathcal{D}}(F X, F X) \cong$ $\operatorname{Hom}_{\mathcal{D}}(X, G F X)$. Recall that for all Verma modules the endomorphism ring $\operatorname{End}_{\mathcal{O}}(M(w \cdot \lambda))$ is onedimensional Hum08, thm. 4.2]. Thus the adjunction map $\eta$ : id $\Rightarrow \Theta_{s}$, given by

$$
\begin{aligned}
& \mathbf{C} \cong \operatorname{Hom}(\underbrace{T_{\mathrm{on}} M(w \cdot \lambda)}_{M(w \cdot \mu)}, T_{\mathrm{on}} M(w \cdot \lambda)) \stackrel{\cong}{\longmapsto} \\
& \text { id } \operatorname{Hom}\left(M(w \cdot \lambda), \Theta_{s} M(w \cdot \lambda)\right), \\
& \varepsilon_{M(w \cdot \lambda)},
\end{aligned}
$$

is the unique (up to scalars) non-zero map $M(w \cdot \lambda) \rightarrow \Theta_{s} M(w \cdot \lambda)$. If $\ell(w s)>\ell(w)$, the map $\varepsilon$ thus fits into a short exact sequence of the form (1.6), exhibiting $M(w s \cdot \lambda)$ as the cokernel of $\eta_{M(w \cdot \lambda)}$. A similar argument holds for the coshuffling functor.

Lemma 1.14. Translating indecomposable projectives through the wall twice yields

$$
\Theta_{s}^{2} P(w) \cong \Theta_{s} P(w) \oplus \Theta_{s} P(w)
$$

Proof. Since $\Theta_{s}$ is exact, $\Theta_{s}^{2} P(w \cdot \lambda)$ is a projective module and thus can be written as a direct sum $\Theta_{s}^{2} P(w \cdot \lambda) \cong \bigoplus_{w^{\prime} \in W} P\left(w^{\prime} \cdot \lambda\right)^{n} w^{\prime}$ of indecomposable projectives. The module $P\left(w^{\prime} \cdot \lambda\right)$ occurs with multiplicity

$$
\begin{align*}
n_{w^{\prime}} & =\operatorname{dim}_{\mathbf{C}} \operatorname{Hom}_{\mathcal{O}}\left(\Theta_{s}^{2} P(w \cdot \lambda), L\left(w^{\prime} \cdot \lambda\right)\right)  \tag{iii}\\
& =\operatorname{dim}_{\mathbf{C}} \operatorname{Hom}_{\mathcal{O}}\left(T_{\mathrm{on}} P(w \cdot \lambda), T_{\mathrm{on}} T_{\mathrm{off}} T_{\mathrm{on}} L\left(w^{\prime} \cdot \lambda\right)\right) \\
& =\operatorname{dim}_{\mathbf{C}} \operatorname{Hom}_{\mathcal{O}}\left(T_{\text {on }} P(w \cdot \lambda), T_{\mathrm{on}} T_{\mathrm{off}} L\left(w^{\prime} \cdot \mu\right)\right) \\
& =\operatorname{dim}_{\mathbf{C}} \operatorname{Hom}_{\mathcal{O}}\left(T_{\text {on }} P(w \cdot \lambda), L\left(w^{\prime} \cdot \mu\right) \oplus L\left(w^{\prime} \cdot \mu\right)\right)  \tag{iii}\\
& =2 \operatorname{dim}_{\mathbf{C}} \operatorname{Hom}_{\mathcal{O}}\left(T_{\text {on }} P(w \cdot \lambda), L\left(w^{\prime} \cdot \mu\right)\right) \\
& =2 \operatorname{dim}_{\mathbf{C}} \operatorname{Hom}_{\mathcal{O}}\left(T_{\text {on }} P(w \cdot \lambda), T_{\text {on }} L\left(w^{\prime} \cdot \lambda\right)\right) \\
& =2 \operatorname{dim}_{\mathbf{C}} \operatorname{Hom}_{\mathcal{O}}\left(\Theta_{s} P(w \cdot \lambda), L\left(w^{\prime} \cdot \lambda\right)\right)
\end{align*}
$$

Lemma 1.6
?? 1.7.(ii)
?? 1.7.(ii)
Lemma 1.6
Since $\mathrm{Sh}_{s}$ and $\mathrm{Csh}_{s}$ are not exact in general, we pass to the bounded derived category $D^{\mathrm{b}}\left(\mathcal{O}_{0}\right)$ and consider the derived functors $\mathbf{L} \mathrm{Sh}_{s}$ and $\mathbf{R} \mathrm{Csh}_{s}$.
Lemma 1.15. The derived shuffling functors $\mathbf{L} \mathrm{Sh}_{s}$ satisfy the following properties:
(i) $\mathbf{L}_{i} \mathrm{Sh}_{s}=\left\{\begin{array}{cc}\text { ker } \eta \text { if } i=1 \text {, } \\ 0 & \text { if } i>1 \text {. }\end{array}\right.$
(ii) For modules $M$ with a standard filtration, the adjunction map $\eta_{M}: M \rightarrow \Theta_{s} M$ is an inclusion.
(iii) Modules having a standard filtration are $\mathrm{Sh}_{s}$-acyclic, i. e. $\mathbf{L}_{i} \mathrm{Sh}_{s} M=0$ for $i>0$ if $M$ admits a standard filtration.

Proof. (i) The long exact sequence of $\mathbf{L} \mathrm{Sh}_{s}$ coincides with the long exact sequence of the snake lemma for the exact sequence id $\Rightarrow \Theta_{s} \Rightarrow \mathrm{Sh}_{s} \Rightarrow 0$ of functors. This shows that $\mathbf{L}_{i} \mathrm{Sh}_{s}=0$ for $i>1$ and $\mathbf{L}_{1} \mathrm{Sh}_{s}=\operatorname{ker} \eta$.
(ii) By Lemma 1.13 the adjunction map $\eta$ is injective for Verma modules. Hence by the four lemma, $\eta_{M}$ is also injective if $M$ is an extension of a Verma module by another Verma module. The statement follows by induction of the length of the filtration.
(iii) This follows immediately from the first two statements.

## 1.4. $W$ acts on the Grothendieck group, $B_{W}$ acts on $D^{b}(\mathcal{O})$

Definition 1.16. Given an abelian (resp. triangulated) category $\mathcal{C}$, its Grothendieck group $K_{0}(\mathcal{C})$ is the abelian group generated by isoclasses $[X]$ of objects $X \in \mathcal{C}$, with the relation $[X]=[Y]+[Z]$ whenever there is a short exact sequence $Y \hookrightarrow X \rightarrow Z$ (triangle $Y \rightarrow X \rightarrow Z \rightarrow Y$ [1]) in $\mathcal{C}$. If $\mathcal{C}$ is a (braided) monoidal category, then $K_{0}(\mathcal{C})$ becomes a (commutative) ring by virtue of the multiplication induced by the tensor product.

Before letting $B_{W}$ act on $D^{\mathrm{b}}\left(\mathcal{O}_{0}\right)$, we consider an action of $W$ on the Grothendieck group.
Lemma 1.17 Gro77, §§1-4]. The Grothdendieck group has the following properties:
(i) If $F: \mathcal{C} \rightarrow \mathcal{D}$ is an exact (triangulated) functor of abelian (triangulated) categories, it induces a homomorphism $[F]: K_{0}(\mathcal{C}) \rightarrow K_{0}(\mathcal{D}),[X] \mapsto[F X]$ of abelian groups.
(ii) If $\mathcal{T}$ is a triangulated category, then $[X[1]]=-[X]$ in $K_{0}(\mathcal{T})$.
(iii) If $\mathcal{C}$ is an abelian category, there is an isomorphism of abelian groups

$$
\begin{aligned}
{[\mathrm{can}]: K_{0}(\mathcal{C}) } & \stackrel{\cong}{\rightleftarrows} K_{0}\left(D^{\mathrm{b}}(\mathcal{C})\right): \chi \\
{[X] } & \longmapsto[X] \\
\sum_{k}(-1)^{k}\left[H^{k}\left(X^{\bullet}\right)\right] & \hookrightarrow\left[X^{\bullet}\right]
\end{aligned}
$$

with the canonical embedding can : $\mathcal{C} \hookrightarrow D^{\mathrm{b}}(\mathcal{C})$ and the Euler characteristic $\chi$.
Corollary 1.18 of Lemma 1.13. Shuffling functors induce a right action of $W$ on the Grothendieck group $K_{0}\left(\mathcal{O}_{0}\right)$ by the assignment $s \mapsto\left(\left[\mathbf{L} \mathrm{Sh}_{s}\right]:[M(w)] \mapsto[M(w s)]\right)$ for simple reflections $s \in S$.

Proof. Recall that every module of $\mathcal{O}_{0}$ admits a composition series of the form 1.1 with simple factors $L(w)$. Hence, the isoclasses $[L(w)]$ form a generating set of $K_{0}\left(\mathcal{O}_{0}\right)$. Since the composition factors are unique (up to isomorphism and order of occurrence) by the Jordan-Hölder theorem, the $[L(w)]$ 's are even a Z-basis of $K_{0}\left(\mathcal{O}_{0}\right)$ Hum08, §§1.11f].

Furthermore, recall that $L(w)$ is the unique simple quotient of $M(w)$ w. r.t. a submodule $M \subseteq M(w)$, where $M$ only has composition factors $L\left(w^{\prime}\right)$ with $w^{\prime}<w$ w.r.t. the Bruhat order (?? 1.4.(v)). By induction on $w$ this shows that also the isoclasses $[M(w)]$ of Verma modules form a basis of $K_{0}\left(\mathcal{O}_{0}\right)$ Hum08, ex. 1.12] which is isomorphic to $K_{0}\left(D^{\mathrm{b}}\left(\mathcal{O}_{0}\right)\right)$. It thus suffices to show the assertion for Verma modules. The short exact sequences in 1.10 show that $\mathrm{Sh}_{s}$ (and by Lemma 1.15 also $\mathbf{L} \mathrm{Sh}_{s}$ ) acts by $s$ on Verma modules. The argument for $\mathrm{Csh}_{s}$ is similar.

Definition 1.19. Given a reduced expression $w=s_{i_{1}} \cdots s_{i_{k}} \in W$ for an element of the Weyl group $W$, let

Theorem 1.20 MS05, thm. 5.7, lem. 5.10; Rou06, thm. 10.4]. Up to natural isomorphism, the functors $\mathrm{Sh}_{w}$ and $\mathrm{Csh}_{w}$ are independent of the choice of a reduced expression for $w$. The functors $\mathbf{L} \mathrm{Sh}_{s}$ and $\mathbf{R} \mathrm{Csh}_{s}$ are mutually inverse auto-equivalences of $D^{\mathrm{b}}\left(\mathcal{O}_{0}\right)$. Hence the assignment

$$
B_{W} \rightarrow \operatorname{Aut}\left(D^{\mathrm{b}}\left(\mathcal{O}_{0}\right)\right), \quad s \mapsto \mathbf{L} \operatorname{Sh}_{s}, \quad s^{-1} \mapsto \mathbf{R} \operatorname{Csh}_{s}
$$

defines an action of the braid group $B_{W}$ on the category $\mathcal{O}_{\lambda}$. This action induces the action from Corollary 1.18 on $K_{0}\left(\mathcal{O}_{\lambda}\right)$.

Whereas Mazorchuk and Stroppel's proof works directly in the set-up of category $\mathcal{O}$, Rouquier's proof in fact shows the statement for the homotopy category of Soergel bimodules, then passes to the coinvariant algebra and obtains the theorem by virtue of Soergel's functor $\mathbf{V}$. We shall recall this proof in Section 5

Note that this action of $B_{S_{n}}$ on $D^{\mathrm{b}}\left(\mathcal{O}_{0}\right)$ does not come from an action of $B_{S_{n}}$ on $\mathcal{O}$. In algebra and geometry, there are plenty of other examples for braid group actions on derived or other triangulated categories, all of which do not seem to exist in the abelian category [Kho02, §6.5].

## 2. Explicitly computing shuffling functors

After the formulation of the general theory of shuffling and translation functors in Section 1 we like to consider the involved functors more explicitly in the cases of $\mathfrak{g}=\mathfrak{s l}_{2}$ and $\mathfrak{g}=\mathfrak{s l}_{2}$. We shall do so by dealing with modules in $\mathcal{O}$ in terms of their composition series and descriptions of them in the terminolgy of quiver representations. We firstly introduce our toolbox for $\mathfrak{g}=\mathfrak{s l}_{2}$ before applying it to the (more involved) example $\mathfrak{g}=\mathfrak{s l}_{2}$.

### 2.1. Shuffling functors on $\mathcal{O}_{0}\left(\mathfrak{s l}_{2}\right)$

After the formulation of the general theory of shuffling and translation functors in Section 1, we like to consider the involved functors more explicitly in the case $\mathfrak{g}=\mathfrak{s l}_{2}$. Recall the root system of $\mathfrak{s l}_{2}$ (see Figure 2.1) with Weyl group $S_{2}=\{e, s\}$. We want to explicitly provide the images of Verma modules, simple modules and their projective covers under the shuffling functor $\mathrm{Sh}_{s}$. There is only one wall which corresponds to the dominant and antidominant weight -1 , hence the Verma module $M(-1)$ is both projective and simple Hum08, prop. 3.8, thm. 4.8]. Since we know that $T_{\text {on }}$ preserves Verma modules $M(w)$ and $T_{\text {off }}$ preserves indecomposable projectives $P(w)$ (?? 1.7), we know that $P(e)=M(e)$ and $M(s)=L(s)$ are mapped to $P(s)$ by $\Theta_{s}$. The module $L(e)$ is annihilated, since it is translated to a lower wall (?? 1.7.(iii)). For determining the image under the shuffling functor, we argue as follows:
$M(e)$ : We know that $\Theta_{s} M(e)=P(s)$ and $\mathrm{Sh}_{s} M(e)=M(s)$ (Lemma 1.13), The corresponding short exact sequence $M(e) \stackrel{\eta}{\hookrightarrow} P(s) \rightarrow M(s)$ is the standard filtration of $P(s)=\Theta_{s} M(e)$, see Table 2.1
$M(s)$ : The module $P(s)$ has standard filtration $M(e) \hookrightarrow P(s) \rightarrow M(s)$, see Table 2.1 In fact, this is (up to scalars) the only extension of $M(s)$ by $M(e)$ Car86, thm 3.8]. Thus, there is a unique non-zero map (up to scalars) $M(s) \hookrightarrow M(e) \hookrightarrow P(s)$, which can be written in terms of composition factors:

$$
\underbrace{L(s)}_{M(s)} \hookrightarrow \underbrace{L(s)}_{P(s)} \begin{align*}
& L(e)  \tag{2.1}\\
& L(s)
\end{align*} \rightarrow \underbrace{L(e)}_{M(e)^{\vee}}
$$

The picture is to be read as follows: It states for instance that $P(s)$ has simple quotient $L(s)$ (top) and also simple submodule $L(s)$ (bottom). Se Notation 2.5 for more details on the notation. Comparing composition sequences shows that $M(s) \hookrightarrow P(s)$ has $M(e)^{\vee}$ as its cokernel.
$P(s)$ : We know that $P(s)$ occurs as the image $P(s)=\Theta_{s} M(e)=\Theta_{s} M(s)$. Since $\Theta_{s}$ is exact and the shuffling functor is right exact (see Definitions 1.8 and 1.12 , we obtain a commutative diagram


Figure 2.1: The root system of $\mathfrak{s l}_{2}$ is given by $\Phi=\{ \pm \alpha\}$ with simple root $\alpha$ and reflection $s=s_{\alpha}$. The integral weight lattice is identified with $2 \mathbf{Z}$.


Table 2.1: Composition series of the Verma modules, dual Verma modules and standard filtrations of indecomposable projectives in the principal block $\mathcal{O}_{0}$ for the Lie algebra $\mathfrak{g}=\mathfrak{s l}_{2}$.

| $M(e)$ | $M(s)$ | $M(e)^{\vee}$ | $P(e)$ | $P(s)$ |
| :---: | :---: | :---: | :---: | :---: |
| $L(e)$ | $L(s)$ | $L(s)$ | $M(e)$ | $M(s)$ |
| $L(s)$ | $L(s)$ | $L(e)$ |  | $M(e)$ |


| module $M$ | $\Theta_{s} M$ | $\mathrm{Sh}_{s} M$ |
| :---: | :---: | :---: |
| $M(e)$ | $P(s)$ | $M(s)$ |
| $M(s)$ | $P(s)$ | $M(e)^{\vee}$ |
| $P(s)$ | $P(s)^{\oplus 2}$ | $P(s)$ |
| $L(e)$ | 0 | 0 |

Table 2.2: Images of Verma modules and indecomposable projectives in the principal $\mathcal{O}_{0}\left(\mathfrak{s l}_{2}\right)$ under the translation $\Theta_{s}$ through the $s$-wall and under shuffling $\mathrm{Sh}_{s}$.
with split exact middle row. This gives $\Theta_{s} P(s)=P(s) \oplus P(s)$ and $\mathrm{Sh}_{s} P(s) \cong P(s)$ by commutativity. We thus obtain the images under $\Theta_{s}$ and $\mathrm{Sh}_{s}$ listed in Table 2.2

### 2.1.1. $\mathcal{O}_{0}\left(\mathfrak{s l}_{2}\right)$ as module category over a path algebra

We want to find an approach to describe the structure of modules in $\mathcal{O}_{0}$ other than stacking composition factors as in (2.1). This is of particular importance if the extensions of simple modules in the composition series are more involved and are not just linearly ordered. We will see that this will already happen for $\mathfrak{s l}_{3}$, which necessitates a more rigid description of the modules in $\mathcal{O}_{0}$. Recall the following statement:

Theorem 2.1 (Gabriel, Mitchell, Morita) Bas68, thm. II.1.3]. Let $\mathcal{C}$ be an abelian category and $P \in \mathcal{C}$. There is a functor $\mathcal{C} \rightarrow \operatorname{Mod}-\left(\operatorname{End}_{\mathcal{C}}(P)\right) ; M \mapsto \operatorname{Hom}_{\mathcal{C}}(P, M)$, where $\operatorname{Hom}_{\mathcal{C}}(P, M)$ obtains a right $\operatorname{End}_{\mathcal{C}}(P)$ module by precomposition with endomorphisms of $P$, i.e. $f . g:=f \circ g$ for $f \in \operatorname{Hom}_{\mathcal{C}}(P, M)$ and $g \in \operatorname{End}_{\mathcal{C}}(P)$. If $P$ is a compact projective generator in $\mathcal{C}$, this functor is an exact equivalence of categories.

Corollary 2.2. For $\mathfrak{g}=\mathfrak{s l}_{2}$, there is an equivalence of categories $\mathcal{O}_{0} \simeq \operatorname{Mod}-A$, where $A$ is the path algebra of the quiver with relations

$$
\begin{equation*}
Q:=\stackrel{e}{\stackrel{\bullet}{\bullet}} \underset{b}{\stackrel{a}{\rightleftarrows}} \stackrel{s}{\bullet} /(b a=0) \tag{2.2}
\end{equation*}
$$

Proof. The category $\mathcal{O}_{0}$ admits a projective generator $P=\bigoplus_{\lambda \in W \cdot 0} P(\lambda)$, see Hum08, §3.13]. For $\mathfrak{s l}_{2}$ the endomorphism ring of $P=P(e) \oplus P(s)$ is generated as an algebra by the identity morphisms $e_{e}$ of $P(e)$ and $e_{s}$ of $P(s)$, the inclusion $a: P(e) \hookrightarrow P(s)$ and the quotient $b: P(s) \rightarrow M(s) \hookrightarrow P(e)$. By the standard filtration of $P(s)$, these maps admit the relation $b \circ a=0$. The endomorphism ring End $(P(e) \oplus P(s))$ thus is isomorphic to the path algebra $A$.

Notation 2.3. We point to the convention we use for composing arrows of quivers, namely by writing them down like morphisms. Explicitly, this means that $b a$ is the path $e \rightarrow a s \rightarrow b e$ (and not $s \rightarrow b e \rightarrow a s$ ). We denote the trivial path attached to a vertex $v$ of a quiver by $e_{v}$. Let $A$ be the path algebra of $Q$. Then $e_{v} A \leq A$ is the right ideal of all paths ending in the vertex $v$.

Given a module $M \in \mathcal{O}_{0}$, we can interpret $M \in \operatorname{Mod}-A$ as representation of $Q$ via

$$
\begin{equation*}
M=(\operatorname{Hom}(P(e), M) \underset{\mathrm{ob}}{\stackrel{\circ a}{\rightleftarrows}} \operatorname{Hom}(P(s), M)) \tag{2.3}
\end{equation*}
$$

where the structure maps are given by composition with the endomorphisms $a$ and $b$ of $P$. We shall freely identify modules $M \in \mathcal{O}_{0}$ with their images under the equivalence $\mathcal{O}_{0} \simeq \operatorname{Mod}-A$. We want to find bases of the Verma modules and indecomposable projectives as representations of $Q$ as in (2.3). Since by Theorem 2.1 the equivalence $\mathcal{O}_{0} \simeq \operatorname{Mod}-A$ is exact, it preserves indecomposable projectives, whose images can be characterised explicitly:

Proposition 2.4 Bar15, cor. 4.18, rmk. 4.20]. Let $A$ be a finite dimensional basic C-algebra, with a complete set $E \subseteq A$ of pairwise orthogonal primitive idempotents, e. g. the path algebra of a bounded quiver $Q$ with the collection of trivial paths $\left\{e_{v}\right\}$ attached to all vertices $v \in Q_{0}$. Then the indecomposable projective $A$-modules are precisely the right ideals $e A$ for $e \in E$.

For the path algebra $A$ of $Q$, the indecomposable projective modules thus have bases

$$
\begin{equation*}
P(e)=e_{e} A=\left(\left\langle e_{e}\right\rangle \underset{0}{\stackrel{1}{\rightleftarrows}}\langle b\rangle\right), \quad P(s)=e_{s} A=\left(\langle a\rangle \underset{(10)}{\stackrel{\binom{0}{1}}{\rightleftarrows}}\left\langle e_{s}, a b\right\rangle\right) . \tag{2.4}
\end{equation*}
$$

Recall that any $P(\lambda)$ admits a standard filtration by Verma modules (see ?? 1.4). By exactness of the equivalence $\mathcal{O}_{0} \simeq \operatorname{Mod}-A$ we can carry over these standard filtrations from $\mathcal{O}_{0}$ to Mod- $A$. Explicitly, as a $Q$-representation, $M(s)$ fits into the short exact sequence

$$
\begin{equation*}
\underbrace{\left\langle e_{e}\right\rangle \stackrel{1}{\rightleftarrows}\langle b\rangle}_{P(e)=M(e)} \stackrel{a \circ}{\stackrel{a \circ}{\rightleftarrows}} \underbrace{\langle a\rangle \stackrel{\binom{0}{1}}{\stackrel{(10)}{\rightleftarrows}}\left\langle e_{s}, a b\right\rangle}_{\Theta_{s} M(e)=P(s)} \rightarrow \underbrace{0 \rightleftarrows\left\langle e_{s}\right\rangle}_{M(s)} \tag{2.5}
\end{equation*}
$$

corresponding to $\mathrm{Sh}_{s} M(e)=M(s)$. The action of $\mathrm{Sh}_{s}$ on the other Verma module $M(s)$ is exhibited by the sequence

$$
\begin{equation*}
\underbrace{0 \rightleftarrows\left\langle e_{s}\right\rangle}_{M(s)} \stackrel{a b o}{\stackrel{\langle a\rangle}{\stackrel{\binom{0}{1}}{\rightleftarrows}}\left\langle e_{s}, a b\right\rangle} \rightarrow \underbrace{(10)}_{\Theta_{s} M(s)=P(s)} \rightarrow \underbrace{\langle a\rangle \underset{~}{\stackrel{0}{\rightleftarrows}}\left\langle e_{s}\right\rangle}_{\mathrm{Sh}_{s} M(s)=M(e)^{\vee}} \tag{2.6}
\end{equation*}
$$

At this point, we want to emphasize the difference between $M(e)$ and $M(e)^{\vee}$ : Although both have the same simple composition factor ${ }^{3} L(e) \cong(\mathbf{C} \rightleftarrows 0)$ and $L(s) \cong(0 \rightleftarrows \mathbf{C})$, the structure maps linking them are interchanged; namely in $M(e)^{\vee}$ socle and head are exchanged in comparison to $M(e)$.

### 2.2. Shuffling functors on $\mathcal{O}_{0}\left(\mathfrak{S l}_{3}\right)$

As a more involved example, we now want to apply the strategies developed so far to $\mathfrak{g}=\mathfrak{s l}_{3}$. Recall the root system of $\mathfrak{s l}_{3}$ from Figure 1.1 with Weyl group $W=S_{3}=\langle s, t\rangle$, whose longest element sts $=t s t$ we denote $w_{0}$. Verma modules in $\mathcal{O}_{0}$ have the composition series listed in Table 2.3 where we employ the following notation:

Notation 2.5. We depict composition factors as follows: consider the entry for $M(e)$ in Table 2.3 The depiction states that $M(e)$ has $L\left(w_{0}\right)$ as its unique simple submodule $\left(L\left(w_{0}\right)\right.$ is the only entry in the bottom layer) and $L(e)$ as its unique simple quotient (the only entry in the top layer). The "intermediate layer" for $M(e)$ for instance depict the fact $M(e) / L\left(w_{0}\right)$ in turn has simple submodules $L(s t)$ and $L(t s)$, or that $M(e)$ has e.g. a (non-simple) quotient ${ }_{L(s)}^{L(e)}$. We also write down morphisms in terms of composition factors by drawing arrows which indicate where each composition factor is mapped: for example in $\mathfrak{g}=\mathfrak{s l}_{2}$, the nontrivial endomorphism $a b$ of $P(s)$ is depicted

$$
a b: P(s)=\left\{\begin{array}{lr}
L(s) & \begin{array}{c}
L(s) \\
L(e) \\
L(e) \\
L(s)
\end{array} \\
L L(s)
\end{array}\right\}=P(s) .
$$

Any factor from which no arrow starts is in the kernel of the morphism, and any factor at which no arrow ends is in the cokernel. We use a similar notation for standard filtrations.

Again, our first step is to deduce the composition series of the images $\mathrm{Sh}_{s} M(w s)$ for $\ell(w s)>\ell(w)$ from the already known images $\mathrm{Sh}_{s} M(w) \cong M(w s)$, using the short exact sequences 1.10). The image of $\mathrm{Sh}_{s} M(s)$ under $\mathrm{Sh}_{s}$ is exhibited by the following short exact sequence:


Remark 2.6. We see from (2.7) that $\mathrm{Sh}_{s} M(s)$ and $M(e)$ have the same composition factors (see Lemma 1.13), but arranged in a different order. For instance, $M(e)$ has simple quotient $L(e)$ and simple submodule $L\left(w_{0}\right)$ (see Table 2.3), whereas 2.7) shows that $\mathrm{Sh}_{s} M(s)$ has simple quotient $L(s)$ and simple submodules $L\left(w_{0}\right)$ and $L(t)$.

[^2]Table 2.3: Composition series of the Verma modules and standard filtrations of indecomposable projectives in the principal block $\mathcal{O}_{0}$ for the Lie algebra $\mathfrak{g}=\mathfrak{s l}_{3}$. See Notation 2.5 for an explanation of the depiction of the composition series. Note that (by definition) every Verma module $M(w)$ has unique simple quotient $L(w)$ and unique simple submodule $L\left(w_{0}\right) . M(w)$ is a submodule of $M\left(w^{\prime}\right)$ if and only if $w \geq w^{\prime}$ in the Bruhat order. Likewise, $P(w)$ by definition has quotient $M(w)$, and $P\left(w^{\prime}\right)$ is a submodule of $P(w)$ if and only if $w \leq w^{\prime}$.

| $M(e)$ | $M(s)$ | $M(t)$ | $M(s t)$ | $M(t s)$ | $M\left(w_{0}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $L(e)$ |  |  |  |  |  |
| $L(s) \quad L(t)$ | $L(s)$ | $L(t)$ |  |  |  |
| $L(s t) L(t s)$ | $L(s t) L(t s)$ | $L(s t) L(t s)$ | $L(s t)$ | $L(t s)$ |  |
| $L\left(w_{0}\right)$ | $L\left(w_{0}\right)$ | $L\left(w_{0}\right)$ | $L\left(w_{0}\right)$ | $L\left(w_{0}\right)$ | $L\left(w_{0}\right)$ |
| $P(e)$ | $P(s)$ | $P(t)$ | $P(s t)$ | $P(t s)$ | $P\left(w_{0}\right)$ |
|  |  |  | $M(s t)$ | $M(t s)$ | $\begin{gathered} M\left(w_{0}\right) \\ M(s t) M(t s) \end{gathered}$ |
|  | $M(s)$ | $M(t)$ | $M(s) \quad M(t)$ | $M(s) \quad M(t)$ | $M(s) \quad M(t)$ |
| $M(e)$ | M (e) | $M(e)$ | $M(e)$ | M $(e)$ | M(e) |

For understanding the structure of $\mathrm{Sh}_{s} M(t s)$, we first need to deduce the structure of $\Theta_{s} M(t s)$ from the extension

of $\mathrm{Sh}_{s} M(t)=M(t s)$ by $M(t)$. Since Lemma 1.13 asserts that $\Theta_{s} M(t)=\Theta_{s} M(t s)$, we obtain the quotient

$$
M(t s) \longrightarrow \Theta_{s} M(t s) \longrightarrow \mathrm{Sh}_{s} M(t s) \Longrightarrow \begin{gathered}
L(t s) \\
L(t) L\left(w_{0}\right) . \\
L(s t)
\end{gathered}
$$

By the same means, we obtain $\mathrm{Sh}_{s} M\left(w_{0}\right)=\underset{L(s t)}{L\left(w_{0}\right)}$. One observes the following:
Lemma 2.7. Let $w \in W$ and $s \in S$ be a simple reflection such that $\ell(w s)>\ell(w)$. Then $\operatorname{Sh}_{s}^{2} M(w)=$ $\mathrm{Sh}_{s} M(w s)$ has simple quotient $L(w s)$.

Proof. Since $\mathrm{Sh}_{s} M(w)=M(w s)$ is a quotient $\Theta_{s} M(w) \rightarrow M(w s)$, the module $\Theta_{s} M(w)$ has simple quotient $L(w s)$. Recall that $\Theta_{s} M(w s)=\Theta_{s} M(w)$ (Lemma 1.13). Since $M(w s) \hookrightarrow \Theta_{s} M(w s)$ is a proper inclusion, the quotient $\mathrm{Sh}_{s}=\Theta_{s} M(w s) / M(w s)$ has simple quotient $L(w s)$.

However, studying the module structure solely relying on composition series is not satisfactory: Which submodule is generated by a certain simple composition factor? Does any of the extensions involved in the composition series split? Considering the composition series for the indecomposable projectives $P(w)$, one notes that the inclusions $P(w) \hookrightarrow \Theta_{s} P(w)$ are not uniquely determined by the composition series; how to determine $\mathrm{Sh}_{s} P(w)$ in this case?

These questions are difficult to answer in this framework; especially the last one is crucial.W We saw already in the $\mathfrak{s l}_{2}$-case that we can describe the modules in $\mathcal{O}_{0}$ as representations of a certain quiver, which will turn out to be an advantageous description for $\mathfrak{s l}_{3}$ as well.

### 2.2.1. $\mathcal{O}_{0}\left(\mathfrak{s l}_{3}\right)$ as module category over a path algebra

Unfortunately, we find ourselves trapped in a vicious circle: as we cannot really understand the homomorphisms between indecomposable projectives, we want to consider representations of quivers. However, in the case of $\mathfrak{g}=\mathfrak{s l}_{2}$, we obtained the quiver from exactly these maps (see Section 2.1.1).

Nevertheless, we know indecomposable projective quiver representations to be of the form $e_{v} A$ for $A$ the path algebra and $e_{v}$ the trivial path at the vertex $v$ (see Proposition 2.4. Hence we can rely on Str03b] providing the desired quiver in order to reconstruct all the other modules.


Figure 2.2: Indecomposable projective modules $P(w)$ of highest weight $w$ for $\mathfrak{s l}_{3}$ as representations of the quiver $Q$ from 2.9). Each hexagon denotes one module $P(w)$ for some Weyl group element $w \in W$ as in 2.10. The meaning of the hexagonal shape and the numbers is explained in Notation 2.8 For the vector space attached to one vertex we have chosen the denoted paths as basis vectors; see the explanation to 2.10 . We provide the structure maps in terms of these bases, writing just 1 and 0 for the identity and the zero map. Letting $w$ run through $W$, we arrange the modules $P(w)$ hexagonally as in 2.10 .

Before discussing the relevant modules and the action of the shuffling functor on them we introduce some notation:

Notation 2.8. We arrange the weights in the following shap 4 and number them throughout this section as indicated in the second diagram:

where we denote by $w_{0}$ the longest element of $W=S_{3}$. We abbreviate paths by the numbers of the corners they pass, for instance we write 421 for the path $1 \rightarrow 2 \rightarrow 4$.

Recall from the proof of Corollary 2.2 that $\mathcal{O}_{0} \simeq \operatorname{Mod}-A$ for $A=$ End $_{\mathcal{O}} P$ the endomorphism ring of the projective generator $P=\bigoplus_{w \in W} P(w)$ (Theorem 2.1. Hum08, §3.13]). It has been shown in [Str03b §5.1.2; Mar06, thm. 4.1] that $A$ is the path algebra $\mathbf{C}[Q]$ of the quiver with relations


We denote an element of $A$ by a path representing it up to the relations of $Q$.

### 2.2.2. Bases of representations of $Q$ by paths

Indecomposable projectives By the equivalence $\mathcal{O}_{0} \simeq \operatorname{Mod}-A$ an arbitrary module $M \in \mathcal{O}_{0}$ is mapped to $\operatorname{Hom}(P, M)$, which becomes a representation of $Q$ via


In particular, the indecomposable projectives $P(w) \in \mathcal{O}_{0}$ are (by abuse of notation) mapped to $P(w)=e_{w} A$. This becomes a representation of $Q$ by attaching to the vertex $v$ the vector space $e_{w} A e_{v}$ spanned by paths from $v$ to $w$. We then can describe the structure maps of $P(w)$ as matrices after having chosen some paths in $Q$ as basis vectors for each corner $e_{w} A e_{v}$.

Example 2.9. Let $M=P(e)$. The vector space $\operatorname{Hom}(P(e), P(e))$ in the top corner of 2.10) is one dimensional with basis vector $\operatorname{id}_{P(e)}$, which corresponds to the path $1=e_{e}$. Similarly, $\operatorname{Hom}(P(s), P(e))$ (top left corner) contains only one homomorphism (up to scalars), denoted by 12. The entire representation

[^3]$\operatorname{Hom}(P, P(e))$ has the following basis by paths with structure maps:
\[

$$
\begin{equation*}
P(e)=A e_{e}= \tag{2.11}
\end{equation*}
$$

\]

The coefficients for the structure maps are obtained from the relations listed in 2.9); for instance,

```
012: }\operatorname{Hom}(P(e),P(e))->\operatorname{Hom}(P(s),P(t)). 1\mapsto12
021: Hom (P(s), P(t)) -> Hom (P(e), P(e)), 12\mapsto 121=0.
```

Note that we can see immediately from this structure that $P(e)$ has

- socle $L\left(w_{0}\right)$ : all outgoing maps from the the bottom corner are zero (i.e. from the vector space $\operatorname{Hom}\left(P\left(w_{0}\right), P(e)\right)=\langle 6421\rangle$ ). The representation of $Q$ with $\operatorname{Hom}\left(P\left(w_{0}\right), P(e)\right)$ at corner 6 (and zero in all other corners) thus is a (simple) subrepresentation of $P(e)$;
- head $L(e)$ : all maps into the top corner (i. e. into the vector space $\operatorname{Hom}(P(e), P(e))=\langle 1\rangle$ whose only basis vector is the trivial path at vertex $e$ ) are zero; and
- each simple module $L(-)$ exactly once as composition factor since at every corner there is precisely one basis vector.

In fact, we can infer the entire composition series of $P(e)$ from this picture immediately. The procedure for the other indecomposable projectives is similar. A basis for every $P(w)$ together with matrices for the structure maps is given in Figure 2.2

Verma modules Recall that the indecomposable projectives have standard filtrations by Verma modules, listed in Table 2.3. We can thereupon recover the Verma modules $M(-)$ (to be precise: their images as representations of the quiver $Q$ ) as quotients of the modules $P(-)$, beginning with $M(e)=P(e)$ and proceeding to $M\left(w_{0}\right)$. A basis for each Verma module is given in Figure 2.3. In particular, there are the following inclusions

of representations of $Q$.

### 2.2.3. $\mathrm{Sh}_{s}$ in terms of representations of $Q$

Verma modules We can use the description of indecomposable projectives and Verma modules from Section 2.2 .2 to compute their images under the shuffling functor $\mathrm{Sh}_{s}$ as representations of $Q$. Recall that we already know the images of $M(e), M(t)$ and $M(s t)$ under $\mathrm{Sh}_{s}$ and that $\Theta_{s} M(w)=\Theta_{s} M(w s)$ by Lemma 1.13

The adjunction map $\eta_{M(s)}: M(s) \rightarrow \Theta_{s} M(s)=P(s)$ is the unique inclusion $M(s) \hookrightarrow P(s)$ (Lemma 1.13 and comparison of composition factors from Table 2.3. Since we have chosen bases for $M(s)$ and $P(s)=\Theta_{s} M(s)$ (for instance the ones in Figures 2.2 and 2.3), $\eta_{M(s)}$ can explicitly be formulated as a collection of matrices attached to every vertex $v$ of $Q$, representing the maps $M(s)_{v} \hookrightarrow P(s)_{v}$. We can compute a basis of its cokernel, which by Definition 1.12 is the image under $\mathrm{Sh}_{s}$ :





Figure 2.3: Bases for Verma modules $M(w)$ of highest weight $w$ for $\mathfrak{s l}_{3}$ as representations of the quiver (2.9). Each hexagon denotes one Verma module. The arrangement of weights into the hexagon is as in 2.8. Although we realise Verma modules as quotients of the projective modules from Figure 2.2 by Table 2.3 , we do not distinguish in our notation between paths (as basis vectors of some $P(w))$ and their image under $P(w) \rightarrow M(w)$. The depiction thus provides basis vectors (in terms of representing paths) attached to each corner of $Q$. The structure maps are either the identity 1 or the zero map 0 .

Remark 2.10. As representation of $Q$, The image $\mathrm{Sh}_{s} M(s)$ has the same dimension vector as $M(e)$, i. e. both have the same simple composition factors with multiplicities. The dashed structure maps indicate extensions in the composition series whose head and socle exchanged w.r.t. the series of $M(s)$. This observation is analogous to Remark 2.6

In the same manner, we obtain the images of the other Verma modules under $\mathrm{Sh}_{s}$ :



Projective covers We already know $P(e)=M(e)$ and hence $\operatorname{Sh}_{s} P(e)=P(s)$. To obtain $\operatorname{Sh}_{s} P(t)$ and $\mathrm{Sh}_{s} P(s t)$ we apply the following strategy. Recall that any $P(w)$ has a standard filtration $0=M_{0} \subset$ $\cdots \subset M_{\ell}=P(w)$ with subquotients isomorphic to Verma modules. Applying the exact functor $\Theta_{s}$ yields a filtration of $\Theta_{s} P(w)$ with subquotients isomorphic to translated Verma modules. By naturality, the adjunction map $\eta$ gives a commutative diagram

of inclusions (see Lemma 1.15), which allows us to infer the adjunction map $P(w) \hookrightarrow \Theta_{s} P(w)$. Making things explicit, we compute the following images of indecomposable projectives:
$P(t)$ : we compute $\mathrm{Sh}_{s} P(t)$ by applying $\Theta_{s}$ and $\mathrm{Sh}_{s}$ to the standard filtration of $P(s)$ :

Since we already know bases of $P(s)$ and $\Theta_{s} M(t)$ as representations of $Q \cdot{ }^{5}$ we can compute a basis for their extension $\Theta_{s} P(t s)$, which by comparison shows $\Theta_{s} P(t) \cong P(t s)$. Commutativity of the diagram allows us to find the vertical adjunction map $P(t) \rightarrow \Theta_{s} P(t)$ and its cokernel $\mathrm{Sh}_{s} P(t)$, which in turn fits into the (exact, see Lemma 1.15 bottom row of 2.15):

$P(s t)$ : There are similar diagrams for the standard filtration of $P(s t)$. We want to make this explicit once again, primarily since the images of $P(s t)$ under translation and shuffling turn out to have an interesting appearance, and secondly in order to illustrate an extensive argumentation based on filtration factors.

Recall from Table 2.3 that $P(s t)$ has a standard filtration consisting of the two short exact sequences

$$
\begin{equation*}
K \hookrightarrow P(s t) \rightarrow M(s t), \quad P(t) \hookrightarrow K \rightarrow M(s) \tag{2.17}
\end{equation*}
$$

Apply $\Theta_{s}$ to the second sequence:

$$
\Theta_{s}\left(\begin{array}{cc}
P(t) \longrightarrow M(s)  \tag{2.18}\\
\downarrow & \eta_{K} \downarrow\binom{i}{g} \\
\downarrow P(t s) & \downarrow P(t s) \oplus P(s) \longrightarrow P(s)
\end{array}\right\},
$$

where the second row splits by exactness. The adjunction map $\eta_{K}$ is obtained from composition factors through the diagram. Namely, 2.18) looks as follows in terms of standard filtrations (see Notation 2.5 for an explanation of the notation):

which yields $i: K \hookrightarrow P(t s)$ and $g: K \rightarrow M(s) \hookrightarrow M(e) \hookrightarrow P(s)$.
Now that we have a standard filtration of $K$ and know its adjunction maps, we may obtain $\Theta_{s} P(s t)$ by applying $\Theta_{s}$ to the first sequence from (2.17). Explicitly, we see that $\Theta_{s} P(s t)=P\left(w_{0}\right) \oplus P(s)$ fits into the bottom sequence of

$$
\Theta_{s}\left(\begin{array}{cc}
K \longrightarrow M(s t) \longrightarrow M(s t)  \tag{2.20}\\
\downarrow^{\eta_{K}} & \downarrow
\end{array}\right\}
$$

[^4]Table 2.4: Translated and shuffled indecomposable projective modules in $\mathcal{O}_{0}$ for $\mathfrak{s l}_{3}$.

| $P(-)$ | $\Theta_{s} P(-)$ | $\mathrm{Sh}_{s} P(-)$ |
| :--- | :--- | :--- |
| $P(e)$ | $P(s)$ | $M(s)$ |
| $P(s)$ | $P(s)^{\oplus 2}$ | $P(s)$ |
| $P(s t)$ | $P\left(w_{0}\right) \oplus P(s)$ | $\Theta_{t} M(t s) \oplus P(s)$ |
| $P(t)$ | $P(t s)$ | see 2.16 |
| $P(t s)$ | $P(t s)^{\oplus 2}$ | $P(t s)$ |
| $P\left(w_{0}\right)$ | $P\left(w_{0}\right)^{\oplus 2}$ | $P\left(w_{0}\right)$ |

by considering the diagram in terms of standard filtrations:


The maps $i, g$ are taken from 2.19 ; the other two are the inclusion $j: P(s t) \hookrightarrow P\left(w_{0}\right)$ and the inclusion $h: \underset{M(s)}{M(s t)} \hookrightarrow{ }_{M(e)}^{M(s)}$. The image $\operatorname{Sh}_{s} P(s t)$ thus is

$$
\begin{equation*}
\operatorname{Sh}_{s} P(s t)=\operatorname{coker}\binom{j}{h} \cong\binom{M\left(w_{0}\right)}{M(t s)} \oplus P(s) \tag{2.22}
\end{equation*}
$$

We point to the circumstance that the right summand $P(s)$ in 2.22 is not identical to the respective summand $P(s)$ of 2.21 but intersects both $P\left(w_{0}\right)$ and $P(s)$ non-trivially. To see this, one chases composition factors through the diagram. Note that the first summand is just $\Theta_{t} M(t s)$, so that $\mathrm{Sh}_{s} P(s t) \cong \Theta_{t} M(t s) \oplus P(s)$.
$P(t s), P\left(w_{0}\right)$ : Recall from Lemma 1.14 that $\Theta_{s}^{2} P(w)=\Theta_{s} P(w) \oplus \Theta_{s} P(w)$. Since we just saw that $\Theta_{s} P(t)=P(t s)$, we thereupon obtain $\Theta_{s} P(t s)=P(t s) \oplus P(t s)$.
The last module $P\left(w_{0}\right)$ occurs in $P\left(w_{0}\right) \oplus P(s)=\Theta_{s} P(s t)$; and we have $\Theta_{s}\left(P\left(w_{0}\right) \oplus P(s)\right)=$ $\left(P\left(w_{0}\right) \oplus P(s)\right) \oplus\left(P\left(w_{0}\right) \oplus P(s)\right)$. Recall from Section 1 that $\mathcal{O}_{0}$ is a Krull-Schmidt category; in particular every projective object decomposes uniquely (up to permutation and isomorphism) into a direct sum of finitely many indecomposable projective modules $P(w)$. Uniqueness allows to split off $\Theta_{s} P(s)=P(s) \oplus P(s)$ from $\Theta_{s}\left(P\left(w_{0}\right) \oplus P(s)\right)$ Kra15, cor. 4.3]; we thus obtain $\Theta_{s} P\left(w_{0}\right)=P\left(w_{0}\right) \oplus P\left(w_{0}\right)$.
To understand the images $\mathrm{Sh}_{s} P(t s)$ and $\mathrm{Sh}_{s} P\left(w_{0}\right)$, we use that $\mathrm{Sh}_{s}$ is exact on modules with standard filtrations.

Altogether, we obtain the images of indecomposable projectives under translation and shuffling listed in Table 2.4

Remark 2.11. The argumentation for $P(s t)$ can be formulated more rigorously in the same fashion as for $P(s)$. It is indeed enlightening to track how the maps involved are formed as module homomorphisms over the path algebra $A$.

### 2.3. Gradings on $\mathcal{O}_{0}$; Iwahori-Hecke algebra

The path algebra of a quiver comes with a natural grading having the trivial paths in degree 0 and all arrows in degree 1. Since all relations of the quiver $Q$ in (2.9) are homogeneous, we can endow Mod- $A$ (and by Theorem 2.1 also $\mathcal{O}_{0}$ ) with a grading which was not visible from the Lie-theoretic point of view.

Let $\mathcal{O}_{0}^{\mathbf{Z}}:=\operatorname{grMod}-A$ be the thus graded category $\mathcal{O}_{0}$. See Str03a RS15 for more information on $\mathcal{O}_{0}^{\mathbf{Z}}$. We denote by $\langle-\rangle: \operatorname{grMod}-A \xrightarrow{\simeq} \operatorname{grMod}-A$ the upward shift of the grading. We shall freely identify modules in $\mathcal{O}_{0}$ and their graded lifts in $\mathcal{O}_{0}^{\mathrm{Z}}$.

Such a graded category $\mathcal{O}_{0}^{Z}$ can be defined for an arbitrary semisimple complex Lie algebra Str03b, sec. 5.1.2]. The mutual inclusions among projective covers and among Verma modules are of order one, which can be seen in $(2.12)$ for $\mathfrak{g}=\mathfrak{s l}_{3}$. Note that, since $A$ is positively graded, any inclusion of a proper submodule into an $A$-module is a map of positive order. We can thus recover the order of the composition factors of a module from the grading Str03a.

If we look at the inclusions $M(w) \hookrightarrow \Theta_{s} M(w)$ in terms of the chosen homogeneous basis, we see that they are of order one if $w$ lies above an $s$-wall, and of order two if $w$ lies below the $s$-wall. If we let $\Theta_{s} M(w s) \cong \Theta_{s} M(w)\langle-1\rangle$ for $\ell(w s)>\ell(w)$ and shift $\mathrm{Sh}_{s} M(w s)$ accordingly, we can turn 1.10 into short exact sequences of graded modules

$$
\begin{equation*}
M(w)\langle 1\rangle \hookrightarrow \Theta_{s} M(w) \rightarrow M(w s) ; \quad M(w s)\langle 1\rangle \hookrightarrow \Theta_{s} M(w s) \rightarrow \mathrm{Sh}_{s} M(w s) \tag{2.23}
\end{equation*}
$$

Definition 2.12. Given a graded algebra $A$, the Grothendieck group $K_{0}$ (grMod- $A$ ) becomes a $\mathbf{Z}\left[q^{ \pm 1}\right]$-module by letting the grading shift $\langle-\rangle$ of grMod- $A$ act by $q$, i. e. $[M\langle 1\rangle]:=q[M]$ for any graded $A$-module $M$.

With the two short exact sequences above, we thus obtain

$$
\begin{array}{rlrl}
{\left[\Theta_{s} M(w)\right]} & =q[M(w)]+[M(w s)] & {\left[\operatorname{Sh}_{s} M(w)\right]} & =[M(w s)] \\
{\left[\Theta_{s} M(w s)\right]} & =[M(w)]+q^{-1}[M(w s)] & {\left[\mathrm{Sh}_{s} M(w s)\right]} & =\left[\Theta_{s} M(w s)\right]-q[M(w s)] \\
& =[M(w)]+\left(q^{-1}-q\right)[M(w s)]
\end{array}
$$

whenever $\ell(w s)>\ell(w)$. To spell it out more concisely, $\mathrm{Sh}_{s}$ acts by $s$ if the word gets longer and by $s+\left(q^{-1}-q\right)$ if it gets shorter when multiplied with $s$. These are precisely the relations of the following algebra:
Definition 2.13 Lus03. The Iwahori-Hecke algebra $\mathrm{H}_{q}(W)$ of a Coxeter system $(W, S)$ is the $\mathbf{Z}\left[q^{ \pm 1}\right]$-algebra with generators $H_{s}$ for $s \in S$, and relations

$$
H_{s}^{2}=1+\left(q^{-1}-q\right) H_{s}, \quad \underbrace{H_{s} H_{t} H_{s} \cdots}_{m_{s t} \text { factors }}=\underbrace{H_{t} H_{s} H_{t} \cdots}_{m_{s t} \text { factors }}
$$

for two simple reflections $s, t \in S$ with $s \neq t . \mathrm{H}_{q}(W)$ thus is a quotient of the group algebra $\mathbf{Z}\left[q^{ \pm 1}\right]\left[B_{W}\right]$. It is a deformation of the group algebra $\mathbf{Z}[W]$ since $\mathbf{H}_{q}(W) \otimes_{\mathbf{Z}\left[q^{ \pm 1}\right]} \mathbf{Z} \cong \mathbf{Z}[W]$ where we let $q$ act on $\mathbf{Z}$ by 1 .

The element $H_{s}$ is a unit with inverse $H_{s}^{-1}=H_{s}-\left(q^{-1}-q\right)$. Given a reduced expression $w=s_{i_{1}} \cdots s_{i_{\ell}}$ of $w \in W$, let $H_{w}:=H_{s_{i_{1}}} \cdots H_{s_{i_{1}}}$. This is independent of the reduced expression (Mat64 thm. 4]. The algebra $\mathbf{H}_{q}(W)$ is a free $\mathbf{Z}\left[q^{ \pm 1}\right]$ module with basis $\left\{H_{w}\right\}_{w \in W}$ Bou07, exc. 22; Jac12, thm. 2.3; Bum04, thm. 46.3], called standard basis. In terms of the standard basis, multiplication is given by

$$
H_{w} \cdot H_{s}= \begin{cases}H_{w s} & \text { if } \ell(w s)=\ell(w)+\ell(s)  \tag{2.25}\\ H_{w}+\left(q^{-1}-q\right) H_{w s} & \text { otherwise }\end{cases}
$$

by the defining relations.
Remark 2.14. The seemingly arbitrary relations of $\mathrm{H}_{q}(W)$ arise, for $W=S_{n}$, by realising $\mathrm{H}_{q}\left(S_{n}\right)$ as follows: Let $B \subseteq G L_{n}\left(\mathbf{F}_{q}\right)$ be the (Borel) subgroup of upper triangular matrices. Then $\mathrm{H}_{q}\left(S_{n}\right)$ is realised as the convolution algebra of complex-valued functions on $G L_{n}\left(\mathbf{F}_{q}\right)$ which are $B$-biinvariant (i.e. constant on double cosets $\left.B \backslash G L_{n}\left(\mathbf{F}_{q}\right) / B\right)$. The parameter $q$ hence arises as the cardinality of the finite field $\mathbf{F}_{q}$ Bum04, thm. 46.4].

### 2.3.1. Kazhdan-Lusztig theory

Theorem 2.15 (Kazhdan-Lusztig) KL79, thm. 1.1]. The algebra $\mathrm{H}_{q}(W)$ has an involution $\overline{(-)}$ defined by $\bar{q}:=q^{-1}$ and $\bar{H}_{w}:=H_{w^{-1}}^{-1}$. There is a unique basis of $\mathrm{H}_{q}(W)$ by elements $C_{w}$ satisfying

$$
\bar{C}_{w}^{\prime}=C_{w}^{\prime} ; \quad C_{w}^{\prime}=\sum_{v \leq w} p_{v w} H_{v}
$$

with coefficients $p_{w w}=1$ and, for $v<w, p_{v w} \in \mathbf{Z}[q]_{+}$is a polynomial without constant term. We set $p_{v w}=0$ for $v \nless w$.

Definition 2.16. The basis $\left\{C_{w}^{\prime}\right\}_{w \in W}$ of $\mathrm{H}_{q}(W)$ is called Kazhdan-Lusztig basis. The base change coefficients $p_{w v}$ are called Kazhdan-Lusztig polynomials.

For the computation of Kazhdan-Lusztig polynomials there is a recursive algorithm, see KL79, thm. 1.1]. A self-contained expository article on the matter is given in Soe97. Kazhdan-Lusztig polynomials occur as the multiplicities of simple factors in composition series of Verma modules, and hence by the BGG reciprocity theorem (see ?? 1.4.(v)) as multiplicities of Verma modules in the standard filtrations of indecomposable projectives:

Theorem 2.17 BB81, §4; BK81, §8]. For any two elements $v, w \in W$,

$$
\begin{equation*}
[M(w): L(v)]=(P(v): M(w))=p_{v, w}(1) \tag{2.26}
\end{equation*}
$$

Remark 2.18. The formula in (2.26) differs from the usual form $(P(v): M(w))=n_{w_{0} v, w_{0} w}(1)$ found in the literature. This is owing to the fact that we take $M(w):=M(w .0)$ with the dominant weight 0 whereas many other sources use $M(w):=M(-2 \rho)$ for the antidominant weight $-2 \rho$. Secondly, the polynomials $n_{v w}$ are defined with respect to another presentation for $\mathrm{H}_{q}(W)$ which seems to be slightly more widespread than the one from Definition 2.13. Namely, the Iwahori-Hecke algebra may also be defined as the $\mathbf{Z}\left[t^{ \pm 1 / 2}\right]$-algebra with presentation

$$
\begin{equation*}
\left.\mathrm{H}_{t}^{\prime}(W)=\left\langle T_{s} \text { for } s \in S\right| \text { distant and braid relations, and for all } i: T_{i}^{2}=t+(t-1) T_{i}\right\rangle . \tag{2.27}
\end{equation*}
$$

In contrast, convention from Definition 2.13 is used e.g. in Lus03 Soe97.
For $q=t^{-1 / 2}$ there is an isomorphism $\mathrm{H}_{q}(W) \stackrel{\cong}{\leftrightarrows} \mathrm{H}_{t}^{\prime}(W) ; H_{s} \mapsto t^{-1 / 2} T_{s}$. The adapted version of Theorem 2.15 in terms of the presentation 2.27 asserts that the Kazhdan-Lusztig basis vectors $C_{w}$ relate to the generators $T_{s}$ by

$$
C_{w}^{\prime}=t^{-\ell(w) / 2} \sum_{v \in W} n_{v w} T_{v}
$$

for the appropriate (and more common) definition Kazhdan-Lusztig polynomials $n_{v w}$. By $T_{v}=t^{\ell(v) / 2} H_{v}$ this shows

$$
C_{w}^{\prime}=\sum_{v \in W} t^{\ell(v) / 2+\ell(w) / 2} n_{v w} H_{v}
$$

and therefore by comparison with Theorem 2.15 we get $p_{v w}=q^{\ell(v)-\ell(w)} n_{v w}$. For the investigation of composition series of modules in $\mathcal{O}$ we consider the presentation in Definition 2.13 by $H_{s}$ 's to be the more useful one.

In fact, even more than stated in Theorem 2.17 is true. Namely, the exponents of $q$ in the KazhdanLusztig polynomial also encode the "layer" in which a composition factor occurs.

Definition 2.19 Hum08, §8.14]. Let $v \in W$ and $M(v)=M^{0} \supset M^{1} \supset \cdots M^{\ell \ell} \supset 0$ a filtration for $M(v)$ of minimal length $\ell \ell$ whose subquotients $M_{k}:=M^{k} / M^{k+1}$ are semisimple ${ }^{6}$ Such a filtration is called Loewy filtration and the subquotients $M_{k}$ are called Loewy layers.
Example 2.20. The extremal cases of a Loewy filtration are the following:
(i) Recall that a proper submodule $N \subset M$ is a maximal submodule if there is no submodule $N \subset S \subset M$ properly lying "between" $N$ and $M$. The radical $\operatorname{rad} M$ of $M$ is intersection of all maximal submodules. It is the smallest submodule such that $M / \operatorname{rad} M$ is semisimple. The radical filtration $M_{\mathrm{rad}}^{\bullet}$ of $M$ is the Loewy filtration $M_{\mathrm{rad}}^{0}=M, M_{\mathrm{rad}}^{1}=\operatorname{rad} M, M_{\mathrm{rad}}^{2}=\operatorname{rad} M_{\mathrm{rad}}^{1}, \ldots, M_{\mathrm{rad}}^{\ell \ell}=\operatorname{rad} M_{\mathrm{rad}}^{\ell \ell-1}$, where $M^{\ell \ell}$ is semisimple.
(ii) Recall that the socle soc $M$ of a module $M$ is its largest semisimple submodule. The socle filtration $M_{\mathrm{soc}}^{\bullet}$ of $M$ is the Loewy filtration defined by the Loewy layers $M_{1}^{\text {soc }}=\operatorname{soc} M, M_{2}^{\text {soc }}=$ $\operatorname{soc}\left(M / M_{1}^{\text {soc }}\right), \ldots, M_{\ell}^{\text {soc }}=\operatorname{soc}\left(M / M_{\ell \ell-1}^{\text {soc }}\right)$ with $M_{\ell \ell}$ semisimple.

[^5]Table 2.5: Kazhdan-Lusztig polynomials for $\mathfrak{s l}_{3}$. See the explanations on our conventions for the polynomials in Remark 2.18. By Theorem 2.21, one can infer the composition series listed in Table 2.3 from these polynomials. By ?? 1.4.(iv) these can be used to compute dimensions of Hom-spaces between projectives. For $\mathfrak{s l}_{3}$, see Table 4.9 for these dimensions.

| $p_{\downarrow, \rightarrow}$ | $e$ | $s$ | $t$ | $s t$ | $t s$ | $w_{0}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $e$ | 1 | $q$ | $q$ | $q^{2}$ | $q^{2}$ | $q^{3}$ |
| $s$ | 0 | 1 | 0 | $q$ | $q$ | $q^{2}$ |
| $s$ | 0 | 0 | 1 | $q$ | $q$ | $q^{2}$ |
| $s t$ | 0 | 0 | 0 | 1 | 0 | $q$ |
| $t s$ | 0 | 0 | 0 | 0 | 1 | $q$ |
| $w_{0}$ | 0 | 0 | 0 | 0 | 0 | 1 |

A module $M$ is called rigid if both coincide. That is, a rigid module has a unique (up to isomorphism) Loewy filtration.
Theorem 2.21 (generalised Kazhdan-Lusztig theorem) [rv88, thm. 1, 2, cor. 7; see also Str03a, thm. 7.6].
(i) Verma modules are rigid.
(ii) The composition factor multiplicities of their Loewy layers relate to the Kazhdan-Lusztig polynomials by

$$
p_{v w}=\sum_{k \geq 0}\left[M_{\ell(v)-\ell(w)+2 k}: L(w)\right] q^{k}
$$

To state it differently, the coefficient of the $q^{k}$-term of $p_{v w}$ is the multiplicity of $L(w)$ in the $k$-th Loewy layer of $M(w)$.
(iii) Consider an indecomposable projective module $P(w)$. Let $P \supset P^{1} \supset \cdots \supset P^{\ell} \supset 0$ be a filtration of maximal length whose subquotients $P_{k}=P^{k} / P^{k+1}$ are isomorphic to Verma modules.$^{7}$ The standard filtration multiplicities of the subquotients of this filtration relate to the Kazhdan-Lusztig polynomials by

$$
p_{v w}=\sum_{k \geq 0}\left(P_{\ell(w)-\ell v+2 k}: M(v)\right) q^{k} .
$$

The last statement is a $q$-analogue of the BGG reciprocity theorem, see ?? 1.4.(v). Note that Irving states his theorem for antidominant weights instead dominant ones. Later we shall also use a parabolic analogue of these statements, see Theorem 4.10 .

Example 2.22. For $\mathfrak{s l}_{3}$, recall the composition series of Verma modules from Table 2.3 Each line in the depictions constitutes a Loewy layer. Compare this to the Kazhdan-Lusztig polynomials for $\mathfrak{s l}_{3}$ listed in Table 2.5

### 2.3.2. $K_{0}\left(\mathcal{O}_{0}^{\mathrm{Z}}\left(\mathfrak{s l}_{n}\right)\right)$ is isomorphic to the Iwahori-Hecke algebra

Using Kazhdan-Lusztig theory we obtain the following connection of graded category $\mathcal{O}^{\mathrm{Z}}$ and the Hecke algebra:
Theorem 2.23. There is an isomorphism of $\mathbf{Z}\left[q^{ \pm 1}\right]$-modules

$$
K_{0}\left(\mathcal{O}_{0}^{\mathrm{Z}}\left(\mathfrak{s l}_{n}\right)\right) \rightarrow \mathrm{H}_{q}\left(S_{n}\right), \quad[M(w)\langle q\rangle] \mapsto q H_{w}, \quad[P(w)\langle q\rangle] \mapsto q C_{w}
$$

The shuffling functor $\mathrm{Sh}_{s}$ then acts by $\cdot H_{s}$.
Proof. Recall that $K_{0}\left(\mathcal{O}_{0}\left(\mathfrak{s l}_{n}\right)\right)$ admits a basis $\{[M(w)]\}_{w \in W}$ as free abelian group; see the proof of Corollary 1.18. Therefore, taking gradings into account, $\{[M(w)]\}_{w \in W}$ is a basis of $K_{0}\left(\mathcal{O}_{0}^{\mathrm{Z}}\left(\mathfrak{s l}_{n}\right)\right)$ as free $\mathbf{Z}\left[q^{ \pm 1}\right]$-module, and $\mathbf{H}_{q}(W)$ and $K_{0}\left(\mathcal{O}_{0}^{\mathbf{Z}}\left(\mathfrak{s l}_{n}\right)\right)$ are isomorphic free $\mathbf{Z}\left[q^{ \pm 1}\right]$-modules by sending $[M(w)]$ to $H_{w}$. By Theorem 2.17, one can express the class $[P(w)]=\sum_{v \leq w} p_{v, w}[M(v)]$ in $K_{0}\left(\mathcal{O}_{0}^{\mathbf{Z}}\left(\mathfrak{s l}_{n}\right)\right)$. This shows that the isomorphism assigns $[P(w)] \mapsto C_{w}$. The action of $\mathrm{Sh}_{s}^{-}$is taken from (2.24).

To express it more concisely, the theorem shows that by virtue of Verma modules, indecomposable projectives and the shuffling functor, the category $\mathcal{O}_{0}\left(\mathfrak{s l}_{n}\right)$ categoryfies the Iwahori-Hecke algebra; see KMS09, and references; Maz12 for an overview of algebraic catorification.

[^6]
## 3. Spherical twist functors

There is a general construction of an action of the braid group $B_{S_{n}}$ of the symmetric group on the derived category $D^{\mathrm{b}}(\mathfrak{S})$ of some suitable category $\mathfrak{S} \mid$ ST01, sec. 2], given in terms of twist functors that are parametrised by spherical objects. Seidel and Thomas aim at letting $\mathfrak{S}$ be some category of quasi-coherent sheaves, which does not have enough projectives, necessitating some technicalities for the category that is acted on.

However, we will not have such difficulties with category $\mathcal{O}_{0}$ which has enough projectives. This section is dedicated to recapitulating the construction and proof given in ST01 in a manner sufficient for our case with some details added sporadically. We later shall examine whether the braid group action given by shuffling functors can be understood as twisting.

Seidel and Thomas' spherical twist functors Let $\mathcal{C}$ be an abelian C-linear category of finite global dimension. Given a finite dimensional vector space $V$ and an object $X \in \mathcal{C}$, we can always form their tensor product $V \otimes_{\mathbf{C}} X \in \mathcal{C}$ which lies in $\mathcal{C}$ and is just a fancy way to express a direct sum of copies of $X$ indexed by a basis of $V$. Likewise, we can construct the space $\operatorname{Lin}_{\mathbf{C}}(V, X)$ of $\mathbf{C}$-linear maps from $V$ to $X$ as a product of copies of $X$ indexed by a basis of $V$. If $\mathcal{C}$ contains also infinite direct sums and products, both constructions can be extended to infinite dimensional vector spaces; however, we do not need this for our purposes. The functors $V \otimes_{\mathbf{C}}-$ and $\operatorname{Lin}_{\mathbf{C}}(V,-)$ are exact since these are just finite direct sums (products) ${ }^{8}$ Given two objects $X, Y$ such that $\operatorname{Hom}_{\mathcal{C}}(X, Y)$ is finite dimensional, we define the evaluation and the coevaluation map

$$
\begin{array}{rlrl}
e v: \operatorname{Hom}_{\mathcal{C}}(X, Y) & \otimes_{\mathbf{C}} X & \rightarrow Y & e v^{\prime}: X \tag{3.1}
\end{array} \operatorname{Lin}_{\mathbf{C}}\left(\operatorname{Hom}_{\mathcal{C}}(X, Y), Y\right),
$$

which are natural transformations $e v:\left(V \otimes_{\mathbf{C}}-\right) \Rightarrow \operatorname{id}_{\mathcal{C}}$ and $e v^{\prime}: \operatorname{id}_{\mathcal{C}} \Rightarrow \operatorname{Lin}_{\mathbf{C}}(V,-)$.

### 3.1. Passage to Chain Complexes

Both constructions pass down to functors of chain complexes of objects in $\mathcal{C}$. Recall that, given two chain complexes $X^{\bullet}, Y^{\bullet} \in \operatorname{Ch}(\mathcal{C})$, we can form a chain complex $\operatorname{hom}_{\mathcal{C}}^{\bullet}(X, Y)$ of vector spaces given by

$$
\operatorname{hom}_{\mathcal{C}}^{k}\left(X^{\bullet}, Y^{\bullet}\right):=\prod_{i \in \mathbf{Z}} \operatorname{Hom}_{\mathcal{C}}\left(X^{i}, Y^{i+k}\right)
$$

with differential

$$
\mathrm{d}^{k}(f):=\mathrm{d}_{Y} \circ f-(-1)^{k} \circ \mathrm{~d}_{X}
$$

for $f \in \operatorname{hom}_{\mathcal{C}}^{k}(X, Y)$ a degree $k$-map. Note the notational difference between the following objects:

- $\operatorname{hom}_{\mathcal{C}}^{\bullet}\left(X^{\bullet}, Y^{\bullet}\right)$ : The chain complex of $\mathbf{C}$-vector spaces, with degree $k$-maps of chain complexes in $\mathcal{C}$ in homological degree $k$.
- $\operatorname{Hom}_{\mathrm{Ch}} \mathcal{C}\left(X^{\bullet}, Y^{\bullet}\right)$ : The $\mathbf{C}$-vector space of chain maps from $X^{\bullet}$ to $Y^{\bullet}$. It relates to hom ${ }_{\mathcal{C}}\left(X^{\bullet}, Y^{\bullet}\right)$ by $\operatorname{Hom}_{\mathrm{Ch} \mathcal{C}}\left(X^{\bullet}, Y^{\bullet}\right)=Z^{0}\left(\operatorname{hom}_{\mathcal{C}}^{\bullet}\left(X^{\bullet}, Y^{\bullet}\right)\right)$.
- $\operatorname{Hom}_{\mathcal{C}}(X, Y)$ : The $\mathbf{C}$-vector space of maps $X \rightarrow Y$ in $\mathcal{C}$.
- $\operatorname{Hom}_{K^{\mathrm{b}}(\mathcal{C})}^{*}(X, Y), \operatorname{Hom}_{D^{\mathrm{b}}(\mathcal{C})}^{*}(X, Y)$ : The graded $\mathbf{C}$-vector space of degree $k$-maps in $K^{\mathrm{b}}(\mathcal{C})$ (resp. $D^{\mathrm{b}}(\mathcal{C})$. Note that $\operatorname{Hom}_{K^{\mathrm{b}}(\mathcal{C})}(X, Y)=H^{*}\left(\operatorname{hom}_{\mathcal{C}}(X, Y)\right)$ Wei94, §2.7.5].

Notation 3.1. From now on, we shall drop the " $(-)^{\bullet}$ " from chain complexes. Most of the time, $X, Y$ will denote chain complexes in $\operatorname{Ch}(\mathcal{C})$ and $V$ a chain complex of $\mathbf{C}$-vector spaces. For an element $f \in X$ of a chain complex $X$, we denote its homological degree by $|f|$, i. e. $f \in X^{|f|}$. All tensor products are understood to be taken over $\mathbf{C}$.

[^7]Definition 3.2. Given a chain complex $V$ of vector spaces and a chain complex $X$ of objects in $\mathcal{C}$, define chain complexes $V \otimes X$ and $\operatorname{lin}_{\mathbf{C}}(V, X)$ by

$$
\begin{aligned}
(V \otimes X)^{k}: & =\bigoplus_{k=i+j} V^{i} \otimes X^{k} \\
\mathrm{~d}(v \otimes x) & :=\mathrm{d} v \otimes x+(-1)^{|v|} v \otimes \mathrm{~d} x
\end{aligned}
$$

$$
\begin{aligned}
\operatorname{lin}_{\mathbf{C}}^{k}(V, X) & :=\prod_{i \in \mathbf{Z}} \operatorname{Lin}_{\mathbf{C}}\left(V^{i}, X^{i+k}\right) \\
\mathrm{d}(f)(v) & \left.:=(-1)^{|v|}[\mathrm{d}(f(v))-f(\mathrm{~d} v))\right] .
\end{aligned}
$$

It is a standard fact that $V \otimes X$ is a chain complex; for $\operatorname{lin}_{\mathbf{C}}(V, X)$ we verify

$$
\begin{aligned}
& \mathrm{d}(\mathrm{~d} f)(v) \\
= & (-1)^{|v|}[\mathrm{d}((\mathrm{~d} f)(v))-(\mathrm{d} f)(\mathrm{d} v)] \\
= & (-1)^{|v|}\left[\mathrm{d}\left((-1)^{|v|}(\mathrm{d} f(v)-f(\mathrm{~d} v))\right)-(-1)^{|v|+1}(\mathrm{~d} f \mathrm{~d}(v)+f(\mathrm{dd} v))\right] \\
= & -(-1)^{|v|} \mathrm{d} f \mathrm{~d}(v)-(-1)^{|v|+1} \mathrm{~d} f \mathrm{~d}(v) \\
= & 0
\end{aligned}
$$

Remark 3.3. We could have defined $\operatorname{lin}_{\mathbf{C}}(V, X)$ with the same sign convention for the differential as for $\operatorname{hom}_{\mathcal{C}}(X, Y)$. However, this would necessitate introducing signs in the following maps.

Lemma 3.4. Let $X, Y \in \operatorname{Ch}(\mathcal{C})$ and $V \in \operatorname{Ch}\left(\mathbf{C}\right.$-Vect). The maps $e v$ and $e v^{\prime}$ from (3.1) induce chain maps

$$
e v: \operatorname{hom}_{\mathcal{C}}(X, Y) \otimes X \rightarrow Y, \quad e v^{\prime}: X \rightarrow \operatorname{lin}_{\mathbf{C}}\left(\operatorname{hom}_{\mathcal{C}}(X, Y), Y\right)
$$

Furthermore, there are monomorphic maps of chain complexes

$$
\begin{aligned}
\alpha: V \otimes \operatorname{hom}_{\mathcal{C}}(X, Y) & \rightarrow \operatorname{hom}_{\mathcal{C}}(X, V \otimes Y), \\
v \otimes f & \mapsto(x \mapsto v \otimes f(x)), \\
\beta: \operatorname{hom}_{\mathcal{C}}(X, Y) \otimes V & \rightarrow \operatorname{hom}_{\mathcal{C}}\left(\operatorname{lin}_{\mathbf{C}}(V, X), Y\right), \\
f \otimes v & \mapsto(\phi \mapsto(f \circ \phi)(v)), \\
\gamma: \operatorname{hom}_{\mathcal{C}}\left(X, \operatorname{lin}_{\mathbf{C}}(V, Y)\right) \otimes Z & \rightarrow \operatorname{lin}_{\mathbf{C}}\left(V, \operatorname{hom}_{\mathcal{C}}(X, Y) \otimes Z\right), \\
f \otimes z & \mapsto(v \mapsto[y \mapsto f(y)(v)] \otimes z),
\end{aligned}
$$

induced by the respective monomorphisms of vector spaces. These maps are isomorphisms (resp. quasiisomorphisms) if $V\left(\right.$ resp. $\left.H^{*}(V)\right)$ has finite total dimension.

Proof. We only have to show that the above maps are compatible with the sign convention we have chosen for the differential. Throughout this proof $x, y, z$ and $v$ denote elements of the respective chain complexes. For an element $f \otimes x \in \operatorname{hom}_{\mathcal{C}}(X, Y) \otimes X$,

$$
\begin{aligned}
e v(\mathrm{~d}(f \otimes x)) & =e v\left\{\left[\mathrm{~d} \circ f-(-1)^{|f|} f \circ \mathrm{~d}\right] \otimes x+(-1)^{|f|} f \otimes \mathrm{~d} x\right\} \\
& =\mathrm{d} f(x)-(-1)^{|f|} f \mathrm{~d}(x)+(-1)^{|f|} f \mathrm{~d}(x) \\
& =\mathrm{d}(e v(f \otimes x))
\end{aligned}
$$

For $x \in X$, denote $e v^{\prime}(x): f \mapsto f(x)$. Then

$$
\begin{aligned}
\mathrm{d}\left(e v^{\prime}(x)(f)\right) & =(-1)^{|f|}\left[\mathrm{d}^{\prime} e v^{\prime}(x)(f)-e v_{x}^{\prime}(\mathrm{d}(f))\right] \\
& =(-1)^{|f|}\left[\mathrm{d} f(x)-\mathrm{d} f(x)+(-1)^{|f|} f \mathrm{~d}(x)\right] \\
& =f \mathrm{~d}(x) \\
& =e v^{\prime}(\mathrm{d} x)(f)
\end{aligned}
$$

For the map $\alpha: V \otimes \operatorname{hom}_{\mathcal{C}}(X, Y) \rightarrow \operatorname{hom}_{\mathcal{C}}(X, V \otimes Y)$ :

$$
\begin{aligned}
\mathrm{d}[\alpha(v \otimes f)](x) & =\mathrm{d} v \otimes f(x)+(-1)^{|v|} v \otimes(\mathrm{~d} f)(x) \\
& =\mathrm{d} v \otimes f(x)+(-1)^{|v|} v \otimes \mathrm{~d} f(x)-(-1)^{|v|+|f|} v \otimes f(\mathrm{~d} x)
\end{aligned}
$$

$$
\begin{aligned}
& =\alpha\left[\mathrm{d} v \otimes f+(-1)^{|v|} v \otimes\left(\mathrm{~d} \circ f-(-1)^{|f|} f \circ \mathrm{~d}\right](x)\right. \\
& =\alpha[\mathrm{d}(v \otimes f)](x) .
\end{aligned}
$$

For the map $\beta: \operatorname{hom}_{\mathcal{C}}(X, Y) \otimes V \rightarrow \operatorname{hom}_{\mathcal{C}}\left(\operatorname{lin}_{\mathbf{C}}(V, X), Y\right)$ :

$$
\begin{aligned}
\mathrm{d}[\beta(f \otimes v)](\phi) & =\mathrm{d} f \phi(v)-(-1)^{|f|+|v|} f(\mathrm{~d} \phi)(v) \\
& =\mathrm{d} f \phi(v)-(-1)^{|f|+|v|+|v|}[f \mathrm{~d} \phi(v)-f \phi \mathrm{~d}(v)] \\
& =\mathrm{d} f \phi(v)-(-1)^{|f|} f \mathrm{~d} \phi(v)+(-1)^{|f|} f \phi \mathrm{~d}(v) \\
& \left.=\beta\left[\left(d \circ f-(-1)^{|f|} f \circ \mathrm{~d}\right) \otimes v\right)+(-1)^{|f|} f \otimes \mathrm{~d} v\right](\phi) \\
& =\beta \mathrm{d}(f \otimes \phi) .
\end{aligned}
$$

For $\gamma: \operatorname{hom}_{\mathcal{C}}\left(X, \operatorname{lin}_{\mathbf{C}}(V, Y)\right) \otimes Z \rightarrow \operatorname{lin}_{\mathbf{C}}\left(V, \operatorname{hom}_{\mathcal{C}}(X, Y) \otimes Z\right)$, we abbreviate the map $y \mapsto f(y)(v)$ by $f(-)(v)$. Then $\mathrm{d} f(-)(v)$ denotes the differential of this map, whereas $\mathrm{d} \circ f(-)(v)$ denotes the map followed by the differential. Then $\mathrm{d} \circ \gamma$ is given by

$$
\begin{aligned}
\mathrm{d}[\gamma(f \otimes z)](v)= & (-1)^{|v|}\{\mathrm{d}[(f(-)(v)) \otimes d]-[f(-)(\mathrm{d} v)] \otimes z\} \\
= & (-1)^{|v|}\left\{\left[\mathrm{d} \circ[f(-)(v)]-(-1)^{|f|+|v|} f(\mathrm{~d}-)(v)\right] \otimes z+\right. \\
& \left.\quad+(-1)^{|f|+|v|} f(-)(v) \otimes \mathrm{d} z-f(-)(\mathrm{d} v) \otimes z\right\} \\
= & (-1)^{|v|} \mathrm{d} \circ[f(-)(v)] \otimes z-(-1)^{|f|} f(\mathrm{~d}-)(v) \otimes z+ \\
& \quad(-1)^{|f|} f(-)(v) \otimes \mathrm{d} z-(-1)^{|v|} f(-)(\mathrm{d} v) \otimes z \\
= & (\mathrm{d} \circ f)(-)(v) \otimes z-(-1)^{|f|} f(\mathrm{~d}-)(v) \otimes z+(-1)^{|f|} f(-)(v) \otimes \mathrm{d} z \\
= & \gamma\left\{\left[\mathrm{d} \circ f-(-1)^{|f|} f \circ \mathrm{~d}\right] \otimes z+(-1)^{|f|} f \otimes z\right\}(v) \\
= & \gamma[\mathrm{d}(f \otimes z)])(v),
\end{aligned}
$$

so these maps are indeed maps of chain complexes.
Remark 3.5. Alternatively, we can describe the chain complex $V \otimes X\left(\operatorname{resp} . \operatorname{lin}_{\mathbf{C}}(V, X)\right)$ as a direct sum (product) of shifted copies of $X$ : Given a homogeneous basis $\left(x_{i}\right)$ of $V$, let $\mathrm{d}\left(x_{i}\right)=\sum_{i j} z_{j i} x_{j}$. Both chain complexes $V \otimes X$ and $\operatorname{lin}_{\mathbf{C}}(V, X)$ then have degree- $k$-part

$$
\begin{aligned}
(V \otimes X)^{k} & =\bigoplus_{x} X_{x_{i}}^{k+\left|x_{i}\right|} \\
\operatorname{lin}_{\mathbf{C}}^{k}(V, X) & =\prod_{x_{i}} X_{x_{i}}^{k+\left|x_{i}\right|}
\end{aligned}
$$

where the the subscript $x_{i}$ is only used for indexing. The differential of the latter (see Definition 3.2) has components

$$
\mathrm{d}_{i j}^{k}: X_{x_{i}}^{k+\left|x_{i}\right|} \rightarrow X_{x_{j}}^{k+1+\left|x_{j}\right|} ; \quad \mathrm{d}_{i j}^{k}= \begin{cases}(-1)^{\left|x_{i}\right|} \mathrm{d}_{X} & \text { if } i=j, \\ (-1)^{\left|x_{i}\right|} z_{i j} \cdot \text { id } & \text { if }\left|x_{i}\right|=\left|x_{j}\right|+1 .\end{cases}
$$

### 3.2. Spherical objects, spherical twist functors

The following terminology is from [ST01]:
Definition 3.6. A chain complex $E \in D^{\mathrm{b}}(\mathcal{C})$ is called $d$-spherelik $\rrbracket^{9}$ for an integer $d \geq 0$ if
(S1) for any chain complex $F \in D^{\mathrm{b}}(\mathcal{C})$, the graded vector spaces $\operatorname{Hom}_{D^{\mathrm{b}}(\mathcal{C})}^{*}(E, F)$ and $\operatorname{Hom}_{D^{\mathrm{b}}(\mathcal{C})}^{*}(F, E)$ have finite total dimension, and
$(\mathrm{S} 2)$ there is an isomorphism $\operatorname{Hom}_{D^{\mathrm{b}}(\mathcal{C})}^{*}(E, E) \cong \mathbf{C}[x] /\left(x^{2}\right)$ of graded algebras, with the identity in degree zero and a non-trivial degree $d$-morphism $x$.

[^8]It is called $d$-spherica $9^{9}$ if furthermore
(S3) the composition map $\operatorname{Hom}_{D^{\mathrm{b}}}^{i}(F, E) \otimes \operatorname{Hom}_{D^{\mathrm{b}}}^{d-i}(F, E) \rightarrow \operatorname{Hom}_{D^{\mathrm{b}}}^{d}(E, E) \cong\langle x\rangle_{\mathrm{C}}$ is non-degenerate for all $F$ and $i$.

Remark 3.7. We point out that there might also be 0-spherical objects. We will encounter some when applying the theory. The object $\mathbf{C}[x] /\left(x^{2}\right) \in D^{\mathrm{b}}\left(\mathbf{C}[x] /\left(x^{2}\right)\right.$-Mod), considered as concentrated in degree zero, is an obvious example for a 0 -spherical object.

Remark 3.8. An object $X$ of a linear category $\mathcal{C}$ is said to have a Serre dual if there is an object $\mathrm{S} X$ such that there is an isomorphism of functor $\operatorname{Hom}_{\mathcal{C}}(X,-)^{*} \cong \operatorname{Hom}_{\mathcal{C}}(-, \mathrm{S} X)$. If $\mathrm{S} X$ is functorial in $X$ and an auto-equivalence of $\mathcal{C}$, then S is said to be a Serre functor on $\mathcal{C}$; see [MS08, §3] for an overview of the notion.

In fancy language, $(\mathrm{S} 3)$ thus says that $E[d]$ is a Serre dual of $E$. Assuming that $E$ is $d$-spherelike and has some Serre dual $\overline{\mathrm{S} E}$, one can find a triangulated subcategory of $D^{\mathrm{b}}(\mathcal{C})$ containing both $E$ and $\mathrm{S} E$, called the spherical subcategory of $E$ in $D^{\mathrm{b}}(\mathcal{C})$ in which $E$ becomes spherical HKP16. thm. 4.4].
Notation 3.9. We denote the homological degree of chain complexes (resp. double) by writing a 0 below the entry in homological degree zero. Curly braces around a double complex (resp. triple complex) denote its total complex. Explicitly, given a double complex $X$, its total complex
has degree $k$-part $\bigoplus_{i+j=k} X^{i j}$ with differential given by components

$$
\mathrm{d}_{\mathrm{tot}}:=\mathrm{d}_{\mathrm{h}}+(-1)^{i} \mathrm{~d}_{\mathrm{v}}: X^{i j} \rightarrow X^{i-1, j} \oplus X^{i, j-1}
$$

In particular, let $f: X \rightarrow Y$ be a map of chain complexes. We can consider $f$ as a double complex concentrated in horizontal degrees $i=-1,0$. Its total complex

$$
\{X \xrightarrow{f} \underset{0}{Y}\}:=\left\{\cdots \rightarrow X^{1} \oplus Y^{0} \xrightarrow{\left(\begin{array}{cc}
-\mathrm{d}_{X} & 0 \\
f & \mathrm{~d}_{Y}
\end{array}\right)} X^{2} \oplus Y^{1} \rightarrow \cdots\right\}
$$

then is just the mapping cone of $f$. We will henceforth use the notation $\{X \rightarrow Y\}$ rather than cone $(X \rightarrow Y)$.

Recall 3.10. Recall from Caveat 1.11 the distinction between the coherent arrow category $D^{\mathrm{b}}\left(\mathcal{C}^{[1]}\right)$ and the incoherent arrow category $D^{\mathrm{b}}(\mathcal{C})^{[1]}$. Let $X \in D^{\mathrm{b}}(\mathcal{C})$ be a fixed chain complex. Since $e v: \operatorname{hom}_{\mathcal{C}}(X,-) \otimes$ $X \Rightarrow \operatorname{id}_{\mathrm{Ch} \mathcal{C}}$ is a natural transformation in $\operatorname{Ch}(\mathcal{C})$ (i. e. its naturality square strictly commutes, not just up to homotopy), it induces a functor $e v: D^{\mathrm{b}}(\mathcal{C}) \rightarrow D^{\mathrm{b}}\left(\mathcal{C}^{[1]}\right)$ into the coherent arrow category. Taking its mapping cone thus gives an endofunctor of $D^{\mathrm{b}}(\mathcal{C})$.

Definition 3.11. Given an object $E \in D^{\mathrm{b}}(\mathcal{C})$ satisfying (S1) we define the associated (spherical) twist functor as the mapping cone

$$
\begin{align*}
T_{E}: D^{\mathrm{b}}(\mathcal{C}) & \rightarrow D^{\mathrm{b}}(\mathcal{C})  \tag{3.2}\\
F & \mapsto\left\{\operatorname{hom}_{\mathcal{C}}(E, F) \otimes E \xrightarrow{\underset{0}{F}\}}\right.
\end{align*}
$$

of the evaluation map, and the cotwist functor as the cocone

$$
\begin{equation*}
T_{E}^{\prime}: F \mapsto\left\{\underset{0}{F} \xrightarrow{e v^{\prime}} \operatorname{lin}_{\mathbf{C}}\left(\operatorname{hom}_{\mathcal{C}}(F, E), E\right)\right\} \tag{3.3}
\end{equation*}
$$

of the coevaluation. Since the Hom-complexes are assumed to have finite total dimension, the resulting chain complex is bounded and hence belongs to $D^{\mathrm{b}}(\mathcal{C})$.

Recall that $\operatorname{Hom}(E,-)$ is a homological functor for any chain complex $E \in D^{\mathrm{b}}(\mathcal{C})$ Wei94, ex. 10.2.8]. Applying it to an exact triangle $F \rightarrow G \rightarrow H \rightarrow F[1]$ yields an exact sequence

$$
\cdots \rightarrow \operatorname{Hom}(E, F) \rightarrow \operatorname{Hom}(E, G) \rightarrow \operatorname{Hom}(E, H) \rightarrow \operatorname{Hom}(E, F[1])=\operatorname{Hom}^{1}(E, F) \rightarrow \cdots
$$

which shows that $\operatorname{hom}_{\mathcal{C}}(E,-)$ and hence $T_{E}$ and $T_{E}^{\prime}$ are triangulated functors.
Remark 3.12. The concept of spherical twist functors $T_{E}$ and $T_{E^{\prime}}$ for a spherical object $E$ has been taken to a more general notion of twist functors on triangulated categories: A functor $F: \mathcal{C} \rightarrow \mathcal{D}$ of triangulated categories is said to be a spherical functor if it admits both adjoints $L \dashv F \dashv R$ such that the twist functor $T_{F}:=\left\{F R[1] \rightarrow \mathrm{id}_{\mathcal{D}}\right\}$ and the cotwist functor $C_{F}:=\left\{\mathrm{id}_{\mathcal{C}} \rightarrow R F[-1]\right\}$ are mutual inverse auto-equivalences [Seg16, def. 2.1].

The shuffling functor $\mathrm{Sh}_{s}$ thus is an example for a spherical twist functor $\mathrm{Sh}_{s}=T_{\Theta_{s}}$ on $D^{\mathrm{b}}(\mathcal{O})$, corresponding to the spherical functor $\Theta_{s}$. It seems remarkable that every auto-equivalence of a triangulated category arises in this way Seg16, thm. 2.10].

Recall the definition of the Grothendieck group $K_{0}\left(D^{\mathrm{b}} \mathcal{C}\right)$ ) from Definition 1.16. The following is not from ST01 but an easy to see consequence of Definition 3.11

Proposition 3.13. For a $2 d$-spherelike object $E \in D^{\mathrm{b}}(\mathcal{C})$, the functors $T_{E}$ and $T_{E}^{\prime}$ induce an $\left[T_{E}\right]=\left[T_{E}^{\prime}\right]$ of $K_{0}$.

Proof. Consider the composition $T_{E} T_{E}$, which assigns to $F \in D^{\mathrm{b}}(\mathcal{C})$ the total complex

$$
T_{E} T_{E}: F \mapsto\left\{\begin{array}{cc}
\operatorname{hom}_{\mathcal{C}}\left(E, \operatorname{hom}_{\mathcal{C}}(E, F) \otimes E\right) \otimes E \xrightarrow{e v} \operatorname{hom}_{\mathcal{C}}(E, F) \otimes E \\
\downarrow \operatorname{hom}_{\mathcal{C}}(E, e v) \otimes E & \downarrow^{e v} \\
\operatorname{hom}_{\mathcal{C}}(E, F) \otimes E \xrightarrow{e v} & F
\end{array}\right\} .
$$

Note that shifting the homological degree by $\pm 1$ induces a sign in the Grothendieck group ${ }^{10}$ Given a complex $V$ of $\mathbf{C}$-vector spaces, recall from Remark 3.5 that $V \otimes F$ is just a direct sum of copies of $F$ indexed by a basis of $V$, each copy shifted by the homological degree of the respective basis vector of $V$. We thus have $[V \otimes F]=[F]^{V}:=\sum_{k}(-1)^{k} \operatorname{dim} V^{k}[F]$ in $K_{0}(\mathcal{C})$. The functor $T_{E} T_{E}$ therefore induces a homomorphism

$$
\begin{aligned}
{\left[T_{E} T_{E}\right]: K_{0}(\mathcal{C}) } & \rightarrow K_{0}(\mathcal{C}), \\
{[F] } & \mapsto[F]-2[E]^{\operatorname{hom}_{\mathcal{C}}(E, F)}+[E]^{\operatorname{hom}_{\mathcal{C}}\left(E, \operatorname{hom}_{\mathcal{C}}(E, F) \otimes E\right)} ;
\end{aligned}
$$

We apply Lemma 3.4 to obtain

$$
\begin{aligned}
& \text { to obtain } \\
& =[F]-2[E]^{\operatorname{hom}_{\mathcal{C}}(E, F)}+[E]^{\overbrace{\operatorname{hom}_{\mathcal{C}}(E, F) \otimes \operatorname{hom}_{\mathcal{C}}(E, E)}^{(\mathrm{id} \oplus[2 d]) \operatorname{hom}_{\mathcal{C}}(E, F)}} \\
& =[F]-2[E]^{\operatorname{hom}_{\mathcal{C}}(E, F)}+\left(1+(-1)^{2 d}\right)[E]^{\operatorname{hom}_{\mathcal{C}}(E, F)}
\end{aligned}
$$

since $\operatorname{hom}_{\mathcal{C}}(E, E)$ is concentrated in degrees 0 and $2 d$. Since $2 d$ is even, the second two summands cancel such that we get $\left[T_{E} T_{E} F\right]=[F]$. For the other compositions, the argument is similar.

Lemma 3.14. The twist and cotwist functors have the following immediate properties:
(i) Shifted objects induce naturally isomorphic (co)twist functors.
(ii) There is an adjunction $T_{E}^{\prime} \dashv T_{E}$.

Proof. (i) Recall that the shift [-] of chain complexes acts on objects by $E[k]^{i}:=E^{i+k}$. Putting this into the definition of the chain complex $\operatorname{hom}_{\mathcal{C}}(E, F)$ (see Definition 3.2 gives

$$
\begin{aligned}
\operatorname{hom}_{\mathcal{C}}(E, F)[k]^{l} & =\prod_{i} \operatorname{Hom}_{\mathcal{C}}\left(E^{i}, F^{i+k+l}\right)
\end{aligned}=\prod_{i} \operatorname{Hom}_{\mathcal{C}}\left(E^{i-k}, F^{i+l}\right)
$$

[^9]Similarly, $(E \otimes F)[k]=E[k] \otimes F=E \otimes F[k]$. Putting this into the definition of $T_{E}$ and $T_{E}^{\prime}$ (see Definition 3.11) shows

$$
\begin{aligned}
T_{E[i]} F & =\left\{\operatorname{hom}_{\mathcal{C}}(E[i], F) \otimes E[i] \rightarrow F\right\} & T_{E[i]}^{\prime} F & =\left\{F \rightarrow \operatorname{lin}_{\mathbf{C}}\left(\operatorname{hom}_{\mathcal{C}}(F, E[i]), E[i]\right)\right\} \\
& =\left\{\operatorname{hom}_{\mathcal{C}}(E, F)[-i] \otimes E[i] \rightarrow F\right\} & & =\left\{F \rightarrow \operatorname{lin}_{\mathbf{C}}\left(\operatorname{hom}_{\mathcal{C}}(F, E)[i], E[i]\right)\right\} \\
& =T_{E} F ; & & =T_{E}^{\prime} F .
\end{aligned}
$$

(ii) Let $G \in D^{\mathrm{b}}(\mathcal{C})$. Recall that all hom-complexes $\operatorname{hom}_{\mathcal{C}}(E,-)$ are finite dimensional. The map $\alpha$ from Lemma 3.4 for $V=\operatorname{hom}_{\mathcal{C}}(E, G)$ thus gives a quasi-isomorphism

$$
\begin{array}{r}
\quad \operatorname{hom}_{\mathcal{C}}\left(F, \operatorname{hom}_{\mathcal{C}}(E, G) \otimes E\right) \\
\simeq \operatorname{hom}_{\mathcal{C}}(E, G) \otimes \operatorname{hom}_{\mathcal{C}}(E, F)
\end{array}
$$

and the map $\beta$ for $V=\operatorname{hom}_{\mathcal{C}}(E, F)$ gives an quasi-isomorphism

$$
\simeq \operatorname{hom}_{\mathcal{C}}\left\{\operatorname{lin}_{\mathbf{C}}\left[\operatorname{hom}_{\mathcal{C}}(F, E), E\right], G\right\}
$$

Since $H^{0} \operatorname{hom}_{\mathcal{C}}(-,-)=\operatorname{Hom}_{K^{\mathrm{b}}(\mathcal{C})}(-,-)$ and since $D^{\mathrm{b}}$ is a localisation of $K^{\mathrm{b}}$ [see Wei94, $\S \S 10.3$, 10.7], these induce isomorphisms of Hom-spaces in $D^{\mathrm{b}}(\mathcal{C})$. The adjunction is revealed by

$$
\begin{aligned}
& \operatorname{Hom}_{D^{\mathrm{b}}}\left(F, T_{E}(G)\right) \\
= & \left\{\operatorname{Hom}_{D^{\mathrm{b}}}\left(F, \operatorname{hom}_{\mathcal{C}}(E, G) \otimes E\right) \rightarrow \operatorname{Hom}_{D^{\mathrm{b}}}(F, G)\right\} \\
\simeq & \left\{\operatorname{Hom}_{D^{\mathrm{b}}}\left(\operatorname{lin}_{\mathrm{C}}\left(\operatorname{hom}_{\mathcal{C}}(F, E), E\right), G\right) \rightarrow \operatorname{Hom}_{D^{\mathrm{b}}}(F, G)\right\} \\
= & \operatorname{Hom}_{D^{\mathrm{b}}}\left(T_{E}^{\prime} F, G\right) .
\end{aligned}
$$

Note that, although this is not necessary for what we do, this shows that both functors are even dg-adjoint.

### 3.3. Braid relations

Our goal is to find a criterion for a collection of objects sufficient for the associated (co)twist functors to satisfy the relations of the braid group.

Definition 3.15. A collection of $d$-spherical objects $E_{1}, \ldots, E_{n}$ is said to be an $\mathrm{A}_{n}$-configuration if the total dimensions of Hom-complexes are $\operatorname{dim} \operatorname{Hom}_{D^{\mathrm{b}}(\mathcal{C})}^{*}\left(E_{i}, E_{j}\right)=\left\{\begin{array}{l}1 \text { if }|i-j|=1 \\ 0 \text { if }|i-j|=0 .\end{array}\right.$
Theorem 3.16 [ST01, thm. 2.17]. Given an $\mathrm{A}_{n}$-configuration of $d$-spherical objects, the (co)twist functors associated to such a configuration induce an action of the braid group $B_{S_{n+1}}$ of type $\mathrm{A}_{n}$ on $D^{\mathrm{b}}(\mathcal{C})$, i.e. there are natural isomorphisms

$$
\begin{array}{rlrl}
T_{E_{i}} & \cong\left(T_{E_{i}}^{\prime}\right)^{-1} & & \\
T_{E_{i}} T_{E_{j}} \cong T_{E_{j}} T_{E_{i}} & & \text { if }|i-j|>1  \tag{3.4}\\
T_{E_{i}} T_{E_{i+1}} T_{E_{i}} \cong T_{E_{i+1}} T_{E_{i}} T_{E_{i+1}} & & \text { for } 1 \leq i<n
\end{array}
$$

The rest of this section is devoted to presenting the proof of this theorem.
Proposition 3.17. The (co)twist functors $T_{E}$ and $T_{E}^{\prime}$ are mutually inverse auto-equivalences of $D^{\mathrm{b}}(\mathcal{C})$ if and only if $E$ is $d$-spherical for some integer $d \geq 0$.

Proof. - Showing $T_{E} T_{E}^{\prime} F \simeq F$ : The first composition $T_{E} T_{E}^{\prime} F$ is the total complex

$$
T_{E} T_{E}^{\prime} F=\left\{\begin{array}{c}
\operatorname{hom}_{\mathcal{C}}(E, F) \otimes E \xrightarrow{e v_{*}^{\prime} \otimes \operatorname{id}_{E}} \operatorname{hom}_{\mathcal{C}}\left[E, \operatorname{lin}_{\mathbf{C}}\left(\operatorname{hom}_{\mathcal{C}}(F, E), E\right)\right] \otimes E  \tag{3.5}\\
e v \downarrow \\
F \xrightarrow{e v^{\prime}} \\
\operatorname{lin}_{\mathbf{C}}\left[\operatorname{hom}_{\mathcal{C}}(F, E), E\right]
\end{array}\right\}
$$

with $F$ in degree $(0,0)$. Our goal is to show that this complex is quasi-isomorphic to $F$. First we use the quasi-isomorphism $\gamma$ from Lemma 3.4 on $V=\operatorname{hom}_{\mathcal{C}}(F, E)$ to replace the top right corner. We obtain the quasi-isomorphic complex

$$
T_{E} T_{E}^{\prime} F \simeq\left\{\begin{array}{c}
\operatorname{hom}_{\mathcal{C}}(E, F) \otimes E \xrightarrow{\psi} \operatorname{lin}_{\mathbf{C}}\left[\operatorname{hom}_{\mathcal{C}}(F, E), \operatorname{hom}_{\mathcal{C}}(E, E) \otimes E\right]  \tag{3.6}\\
e v \downarrow^{\downarrow} \\
F \xrightarrow{\downarrow} \underset{e v^{\prime}}{ } \operatorname{lin}_{\mathbf{C}}\left[\operatorname{lom}_{\mathcal{C}}(F, E), E\right]
\end{array}\right\}
$$

with $\psi:=\gamma \circ\left(e v_{*}^{\prime} \otimes \mathrm{id}_{E}\right)$. The map $e v_{*}: f \mapsto e v \circ f$ has a right inverse $\phi: g \mapsto\left(h \mapsto \mathrm{id}_{E} \otimes g(h)\right)$, i. e. $e v_{*} \circ \phi$ is the identity of $\operatorname{lin}_{\mathbf{C}}\left(\operatorname{hom}_{\mathcal{C}}(F, E), E\right)$. We can use the map $\phi$ to construct the dashed inclusion
of a null-homotopic double complex into (3.6). This is indeed an inclusion of complexes since $e v_{*} \circ \phi=$ $\operatorname{id}_{\operatorname{lin}_{\mathrm{c}}\left[\operatorname{hom}_{\mathcal{C}}(F, E), E\right]}$. Hence the original chain complex $T_{E} T_{E}^{\prime} F$ is quasi-isomorphic to the cokernel

$$
\left\{\begin{array}{cc}
\operatorname{hom}_{\mathcal{C}}(E, F) \otimes E \xrightarrow{\psi} \operatorname{lin}_{\mathbf{C}}\left[\operatorname{hom}_{\mathcal{C}}(F, E),\right. & \left.\frac{\operatorname{hom}_{\mathcal{C}}(E, E)}{\langle\operatorname{id} E\rangle} \otimes E\right]  \tag{3.8}\\
e v & \downarrow \\
F & 0
\end{array}\right\}
$$

of this inclusion. To show that the obvious inclusion of $F$ into 3.8 is a quasi-isomorphism is the same as to show that its cokernel is acyclic.
$-\psi$ is a quasi-isomorphism: To do so, it suffices to show that the map

$$
\begin{aligned}
\psi: \operatorname{hom}_{\mathcal{C}}(E, F) \otimes E & \rightarrow \operatorname{lin}_{\mathbf{C}}\left[\operatorname{hom}_{\mathcal{C}}(F, E), \frac{\operatorname{hom}_{\mathcal{C}}(E, E)}{\left\langle\operatorname{id}_{E}\right\rangle} \otimes E\right] \\
f \otimes e & \mapsto[g \mapsto g \circ f \otimes e]
\end{aligned}
$$

is a quasi-isomorphism. Since all vector spaces involved are finite dimensional, we can rewrite Homcomplexes as tensoring with dual complexes. The map $\psi$ thus becomes

$$
\begin{aligned}
\psi: \operatorname{hom}_{\mathcal{C}}(E, F) \otimes E & \rightarrow \operatorname{hom}_{\mathcal{C}}(F, E)^{\vee} \otimes \frac{\operatorname{hom}_{\mathcal{C}}(E, E)}{\left\langle\operatorname{id}_{E}\right\rangle} \otimes E \\
f \otimes e & \mapsto \sum_{\operatorname{hom}_{\mathcal{C}}(F, E)=\langle h\rangle} h^{*} \otimes(h \circ f) \otimes e,
\end{aligned}
$$

where the $h$ 's form a basis of $\operatorname{hom}_{\mathcal{C}}(F, E)$ with dual basis vectors the $h^{*}$ 's. Now $\psi$ is just the adjoint map of the composition

$$
\begin{equation*}
\circ: \operatorname{hom}_{\mathcal{C}}(E, F) \otimes \operatorname{hom}_{\mathcal{C}}(F, E) \rightarrow \operatorname{hom}_{\mathcal{C}}(E, E) /\left\langle\operatorname{id}_{E}\right\rangle \tag{3.9}
\end{equation*}
$$

tensored with the identity on $E$. Recall that taking homology commutes with $V \otimes=-\operatorname{and} \operatorname{lin}_{\mathbf{C}}(V,-)$ for finite dimensional $V$ (finite direct sum resp. product). There is a natural map $H^{*}\left(\operatorname{hom}_{\mathcal{C}}(-,-)\right)=$ $\operatorname{Hom}_{K^{\mathrm{b}}(\mathcal{C})}^{*}(-,-) \rightarrow \operatorname{Hom}_{D^{\mathrm{b}}(\mathcal{C})}^{*}(-,-)$ Wei94, §10.7; Ver96, def. I.1.2.2]. Applying $H^{*}$ to 3.9 thus gives a map

$$
\operatorname{Hom}_{D^{\mathrm{b}}}^{*}(E, F) \otimes \operatorname{Hom}_{D^{\mathrm{b}}}^{*}(F, E) \rightarrow \operatorname{Hom}_{D^{\mathrm{b}}}^{*}(E, E) /\left\langle\operatorname{id}_{E}\right\rangle,
$$

which by (S3) is a perfect pairing if and only if $E$ is spherical. In this case, its adjoint $\psi$ is a quasiisomorphism. Therefore, the complex (3.8) is quasi-isomorphic to the cokernel of the inclusion (3.7), which already has been shown to be quasi-isomorphic to 3.5. This shows $T_{E} T_{E}^{\prime} F \simeq F$.
—Showing $T_{E}^{\prime} T_{E} F \simeq F$ : The other composition $T_{E}^{\prime} T_{E} F$ is given by the total complex

$$
\left\{\begin{array}{cc}
\operatorname{hom}_{\mathcal{C}}(E, F) \otimes E \longrightarrow & F  \tag{3.10}\\
e v & \downarrow^{e v_{F}^{\prime}} \\
\operatorname{lin}_{\mathrm{hom}}^{\mathcal{C}}(E, F) \\
\left.\operatorname{lhom}\left(\operatorname{hom}_{\mathcal{C}}(E, F) \otimes E, E\right), E\right] \underset{e v_{*}}{\longrightarrow} \operatorname{lin}_{\mathrm{C}}\left[\operatorname{hom}_{\mathcal{C}}(F, E), E\right]
\end{array}\right\}
$$

The bottom map $e v_{*}$ and the left map $e v^{\prime}$ are given by

$$
\left.\left.\begin{array}{rl}
e v_{*}: \operatorname{lin}_{\mathbf{C}}\left[\operatorname{hom}_{\left.\left(\operatorname{hom}_{\mathcal{C}}(E, F) \otimes E, E\right), E\right]}\right. & \rightarrow \operatorname{lin}_{\mathbf{C}}\left[\operatorname{hom}_{\mathcal{C}}(F, E), E\right] \\
g & \mapsto
\end{array}\right] f \mapsto g(f \circ e v)\right] ;
$$

The square 3.10 indeed commutes with these maps: one verifies

$$
\begin{align*}
& f \otimes e \longmapsto e v \quad f(e) \\
& e v^{\prime}\left[\begin{array}{c}
\downarrow_{\downarrow v^{\prime}} \\
{[h \mapsto h(f(e))]}
\end{array}\right.  \tag{3.11}\\
& (g \mapsto g(f \otimes e)) \stackrel{e v_{*}}{\longrightarrow}=[h \mapsto(h \circ e v)(f \otimes e)=h(f(e))] .
\end{align*}
$$

-quasi-isomorphic replacements: We replace the object in the bottom left corner of 3.10) by

$$
\begin{aligned}
& \left.\operatorname{lin}_{\mathbf{C}}\left[\operatorname{hom}_{\left(\operatorname{hom}_{\mathcal{C}}\right.}(E, F) \otimes E, E\right), E\right] \\
\cong & \operatorname{lin}_{\mathbf{C}}\left[\operatorname{hom}_{\mathcal{C}}(E, F)^{\vee} \otimes \operatorname{hom}_{\mathcal{C}}(E, E), E\right] \\
\cong & \operatorname{lin}_{\mathbf{C}}\left[\operatorname{hom}_{\mathcal{C}}(E, E), \operatorname{hom}_{\mathcal{C}}(E, F) \otimes E\right] .
\end{aligned}
$$

These are indeed isomorphisms by finite dimensionality of all Hom-complexes involved. The original total complex 3.10 is quasi-isomorphic to

$$
\left\{\begin{array}{cc}
\operatorname{hom}_{\mathcal{C}}(E, F) \otimes E \xrightarrow{\widetilde{e v}^{\prime}} \downarrow & F  \tag{3.12}\\
\downarrow & \downarrow^{e v} \\
\operatorname{lin}_{\mathbf{C}}\left[\operatorname{hom}_{\mathcal{C}}^{\prime}(E, E), \operatorname{hom}_{\mathcal{C}}(E, F) \otimes E\right] \underset{\widetilde{e v_{*}}}{ } & \operatorname{lin}_{\mathbf{C}}\left[\operatorname{hom}_{\mathcal{C}}(F, E), E\right]
\end{array}\right\}
$$

with the new bottom map

$$
\begin{align*}
\widetilde{e v}_{*}: \operatorname{lin}_{\mathbf{C}}\left[\operatorname{hom}_{\mathcal{C}}(E, E), \operatorname{hom}_{\mathcal{C}}(E, F) \otimes E\right] & \rightarrow \operatorname{lin}_{\mathbf{C}}\left[\operatorname{hom}_{\mathcal{C}}(F, E), E\right]  \tag{3.13}\\
g & \mapsto\left[f \mapsto(g \circ e v \circ f)\left(\operatorname{id}_{E}\right)\right]
\end{align*}
$$

The new vertical map $\widetilde{e v}^{\prime}$ is induced by $\mathbf{C} \rightarrow \operatorname{hom}_{\mathcal{C}}(E, E), 1 \mapsto \mathrm{id}_{E}$, i. e.

$$
\begin{align*}
\widetilde{e v}^{\prime}: \operatorname{hom}_{\mathcal{C}}(E, F) \otimes E & \rightarrow \operatorname{lin}_{\mathbf{C}}\left[\operatorname{hom}_{\mathcal{C}}(E, E), \operatorname{hom}_{\mathcal{C}}(E, F) \otimes E\right],  \tag{3.14}\\
f \otimes e & \mapsto g \mapsto\left\{\begin{array}{c}
f \otimes e \text { if } g=\text { id }_{E}, \\
0 \\
\text { otherwise. }
\end{array}\right.
\end{align*}
$$

It has a left inverse

$$
\begin{equation*}
h\left(\operatorname{id}_{E}\right) \stackrel{\phi}{\Perp} h, \tag{3.15}
\end{equation*}
$$

i. e. $\phi \circ \widetilde{e v}^{\prime}$ equals the identity of $\operatorname{hom}_{\mathcal{C}}(E, F)$. The map $\psi$ is induced by $\left(\operatorname{id}_{E}\right)^{*}: \operatorname{hom}_{\mathcal{C}}(E, E) \rightarrow \mathbf{C}$. To verify that the square 3.12 still commutes one calculates

$$
\begin{align*}
& f \otimes e \longmapsto e v \longrightarrow f(e) \\
& \widetilde{e v^{\prime}} \quad{ }^{\prime} \quad \downarrow^{e v_{F}^{\prime}}  \tag{3.16}\\
& {[h \mapsto h(f(e))]} \\
& {[\underbrace{g \mapsto\left\{\begin{array}{c}
f \otimes e \\
0 \\
0 \\
\text { if } g=\text { id } \\
\text { otherwise }
\end{array}\right.}_{=: a}] \otimes e \underset{\widetilde{e v_{*}}}{\longmapsto}=\left[h \mapsto h\left(e v\left(a\left(\operatorname{id}_{E}\right)\right)\right)=h(f(e))\right] .}
\end{align*}
$$

The fact that $\widetilde{e v}^{\prime}$ has a left inverse $\phi$ allows us to consider the dashed surjection
onto a null-homotopic chain complex. This is indeed a surjection of chain complexes since $\left.(\phi) \circ(\widetilde{e v})^{\prime}\right)=$ $\operatorname{id}_{h o m_{\mathcal{C}}(E, F) \otimes E}$. This surjection has kernel

$$
\left\{\begin{array}{cc}
0 \longrightarrow & F  \tag{3.17}\\
\underset{\operatorname{ker} \phi}{\substack{\widetilde{e v_{*}}}} \underset{\operatorname{lin}_{\mathbf{C}}\left[\operatorname{hom}_{\mathcal{C}}(F, E), E\right]}{ }
\end{array}\right\}
$$

It follows from the definition of $\phi$ in 3.15 that one sees

$$
\begin{aligned}
\operatorname{ker} \phi & =\left\{g \in \operatorname{lin}_{\mathbf{C}}\left[\operatorname{hom}_{\mathcal{C}}(E, E), \operatorname{hom}_{\mathcal{C}}(E, F) \otimes E\right] \mid g\left(\operatorname{id}_{E}\right)=0\right\} \\
& =\operatorname{lin}_{\mathbf{C}}\left[\frac{\operatorname{hom}_{\mathcal{C}}(E, E)}{\left\langle\operatorname{id}_{E}\right\rangle}, \operatorname{hom}_{\mathcal{C}}(E, F) \otimes E\right] .
\end{aligned}
$$

There is an obvious surjection from (3.17) onto $F$. Since every complex involved has finite total dimension, we can write hom-complexes as tensoring with duals. The surjection onto $F$ thus has kernel

$$
\left\{\begin{array}{r}
\left(\frac{\operatorname{hom}_{\mathcal{C}}(E, E)}{\left\langle\mathrm{id}_{E}\right\rangle}\right)^{\vee} \otimes \operatorname{hom}_{\mathcal{C}}(E, F) \otimes E \xrightarrow{\widetilde{e v}_{*}} \operatorname{hom}_{\mathcal{C}}(F, E)^{\vee} \otimes E  \tag{3.18}\\
\eta \otimes f \otimes e \longmapsto
\end{array}\right\} .
$$

We are done if we can show that this complex is acyclic. The map $e v_{*}$ in 3.18 is just the adjoint of the dual composition

$$
\begin{equation*}
\circ^{\vee}:\left(\frac{\operatorname{hom}_{\mathcal{C}}(E, E)}{\left\langle\operatorname{idd}_{E}\right\rangle}\right)^{\vee} \rightarrow \operatorname{hom}_{\mathcal{C}}(E, F)^{\vee} \otimes \operatorname{hom}_{\mathcal{C}}(F, E)^{\vee} \tag{3.19}
\end{equation*}
$$

tensored with $\operatorname{id}_{E}$. The map $\circ: \operatorname{hom}_{\mathcal{C}}(E, F) \otimes \operatorname{hom}_{\mathcal{C}}(F, E) \rightarrow \frac{\operatorname{hom}_{\mathcal{C}}(E, E)}{\left\langle\operatorname{idd}_{E}\right\rangle}$ and hence $\circ^{\vee}$ is a quasiisomorphism if and only if $E$ is spherical. This proves the statement.

The following statement is the crucial step for establishing the braid- and commutativity relations for the (co)twist functors.

Proposition 3.18. Given two $d$-spherical objects $E_{1}, E_{2} \in D^{\mathrm{b}}(\mathcal{C})$,
(i) the object $T_{E_{2}} E_{1}$ is $d$-spherelike, and
(ii) there is a natural isomorphism of functors $T_{T_{E_{2}} E_{1}} T_{E_{2}} \cong T_{E_{2}} T_{E_{1}}$.

Proof. (i) We first show that $T_{E_{2}}$ is $d$-spherelike.
(S1) Let $F \in D^{\mathrm{b}}(\mathcal{C})$. There is an isomorphism $\operatorname{Hom}_{D^{\mathrm{b}}(\mathcal{C})}^{*}\left(F, T_{E_{2}} E_{1}\right) \cong \operatorname{Hom}_{D^{\mathrm{b}}(\mathcal{C})}^{*}\left(T_{E_{2}}^{\prime} F, E_{1}\right)$ by the adjunction $T_{E_{2}}^{\prime} \dashv T_{E_{2}}$. The latter has finite total dimension since by assumption $E_{1}$ satisfies (S1) Since $E_{2}$ is assumed to be $d$-spherical, the equivalence from Proposition 3.17 gives $\operatorname{Hom}_{D^{\mathrm{b}}(\mathcal{C})}^{*}\left(T_{E_{2}} E_{1}, F\right) \cong \operatorname{Hom}_{D^{\mathrm{b}}(\mathcal{C})}^{*}\left(E_{1}, T_{E_{2}}^{\prime} F\right)$ the latter of which is again finite dimensional.
(S2) Since $E_{2}$ is assumed to be spherical, the equivalence from Proposition 3.17 and the assumption on $E_{1}$ to satisfy (S2) gives

$$
\operatorname{Hom}_{D^{\mathrm{b}}(\mathcal{C})}^{*}\left(T_{E_{2}} E_{1}, T_{E_{2}} E_{1}\right) \cong \operatorname{Hom}_{D^{\mathrm{b}}(\mathcal{C})}^{*}\left(T_{E_{2}}^{\prime} T_{E_{2}} E_{1}, E_{1}\right) \cong \mathbf{C}[x] /\left(x^{2}\right)
$$

(ii) We now show that there is natural isomorphism $T_{T_{E_{2}} E_{1}} T_{E_{2}} F \cong T_{E_{2}} T_{E_{1}} F$ as endofunctors of $D^{\mathrm{b}}(\mathcal{C})$. Explicitly, we want to show that there is a quasi-isomorphism between the total complex

$$
T_{T_{E_{2}} E_{1}} T_{E_{2}} F=\left\{\begin{array}{cc}
\operatorname{hom}_{\mathcal{C}}\left[T_{E_{2}} E_{1}, \operatorname{hom}_{\mathcal{C}}\left(E_{2}, F\right) \otimes E_{2}\right] \otimes T_{E_{2}} E_{1} \xrightarrow{e v_{*}} \operatorname{hom}_{\mathcal{C}}\left[T_{E_{2}} E_{1}, F\right] \otimes T_{E_{2}} E_{1} \\
e v \downarrow & \downarrow e v \\
\operatorname{hom}_{\mathcal{C}}\left(E_{2}, F\right) \otimes E_{2} \xrightarrow[e v]{ } & F
\end{array}\right\}
$$

and the total complex

$$
T_{E_{2}} T_{E_{1}} F=\left\{\begin{array}{cc}
\operatorname{hom}_{\mathcal{C}}\left[E_{2}, \operatorname{hom}_{\mathcal{C}}\left(E_{1}, F\right) \otimes E_{1}\right] \otimes E_{2} \xrightarrow{e v_{*}} \operatorname{hom}_{\mathcal{C}}\left(E_{2}, F\right) \otimes E_{2} \\
e v \downarrow & \downarrow e v \\
\operatorname{hom}_{\mathcal{C}}\left(E_{1}, F\right) \otimes E_{1} \xrightarrow{e v}
\end{array}\right\} .
$$

We take the quasi-isomorphism $\alpha$ from Lemma 3.4 for $V=\operatorname{hom}_{\mathcal{C}}\left(E_{1}, F\right)$ and apply $\alpha \otimes E_{2}$ on the top left corner of the diagram; this allows us to replace this double complex quasi-isomorphically by
with the composition $\eta: f \otimes g \mapsto g \circ f$. This double complex is just

$$
\begin{equation*}
T_{E_{2}} T_{E_{1}} F \simeq\left\{\operatorname{hom}_{\mathcal{C}}\left(E_{1}, F\right) \otimes T_{E_{2}}\left(E_{1}\right) \xrightarrow{\phi} T_{E_{2}} F\right\} \tag{3.20}
\end{equation*}
$$

for some map $\phi$.
Claim. This map $\phi$ factors as

$$
\phi: \operatorname{hom}_{\mathcal{C}}\left(E_{1}, F\right) \otimes T_{E_{2}} E_{1} \xrightarrow{T_{E_{2}} \otimes \operatorname{id}_{T_{E_{2}} E_{1}}} \underbrace{\operatorname{hom}_{\mathcal{C}}\left(T_{E_{2}} E_{1}, T_{E_{2}} F\right) \otimes T_{E_{2}} E_{1}}_{=: U} \xrightarrow{e v} T_{E_{2}} F,
$$

where $T_{E_{2}}$ denotes the map $\operatorname{hom}_{\mathcal{C}}\left(E_{1}, F\right) i \rightarrow \operatorname{hom}_{\mathcal{C}}\left(T_{E_{2}} E_{1}, T_{E_{2}} F\right)$ induced by the functor $T_{E_{2}}$.

The first map is an isomorphism since $T_{E_{2}}$ is spherical by assumption; hence, by Proposition 3.17 it is an equivalence. Writing down $U$ as triple complex

shows that $\phi$ factors as required. Hence

$$
T_{E_{2}} T_{E_{1}} F \simeq\left\{U \xrightarrow{e v} T_{E_{2}} F\right\}=T_{T_{E_{2}} E_{1}} T_{E_{2}} F .
$$

This proves the assertion.
Proposition 3.19. The spherical twist functors satisfy the braid relations: Let $E_{1}, E_{2}$ be $d$-spherical for some $d \geq 0$
(i) If $\operatorname{Hom}_{D^{\mathrm{b}}}^{*}\left(E_{2}, E_{1}\right)=0$, then $T_{E_{1}}$ and $T_{E_{2}}$ naturally commute, i. e. there is a natural isomorphism of functors $T_{E_{1}} T_{E_{2}} \cong T_{E_{2}} T_{E_{1}}$.
(ii) If $\operatorname{Hom}_{D^{\mathrm{b}}}^{*}\left(E_{2}, E_{1}\right)$ has total dimension one, then there is a natural isomorphism of functors $T_{E_{1}} T_{E_{2}} T_{E_{1}} \cong T_{E_{2}} T_{E_{1}} T_{E_{2}}$.

Proof. (i) Twisting $E_{1}$ with $E_{2}$ yields

$$
T_{E_{2}} E_{1}=\{\underbrace{\operatorname{hom}_{\mathcal{C}}\left(E_{2}, E_{1}\right)}_{\text {acyclic }} \otimes E_{2} \rightarrow E_{1}\} \simeq E_{1} .
$$

Proposition 3.18 then yields

$$
T_{E_{1}} T_{E_{2}} \cong T_{T_{E_{2}} E_{1}} E_{2} \cong T_{E_{2}} T_{E_{1}} .
$$

(ii) Let $f$ be the unique (up to scalars) non-trivial map $f: E_{2} \rightarrow E_{1}$. Let $k$ be the degree of $f$, i. e. $f: E_{2}[k] \rightarrow E_{1}$ is a homogeneous chain map and is the only (up to scalars) non-trivial map $E_{2}[k] \rightarrow E_{1}$. Since the spherical twist functors are not affected by shifting the spherical object we may w.l.o.g. assume that $k=0$. Writing down the (co)twisted objects exhibits an isomorphism

$$
\begin{equation*}
\left(T_{E_{2}} T_{1}\right)=\left\{E_{2} \xrightarrow{f} \underset{0}{E_{1}}\right\} \cong\left\{\underset{0}{E_{2}} \xrightarrow{f} E_{1}\right\}[1]=T_{E_{1}}^{\prime} E_{2}[1] . \tag{3.21}
\end{equation*}
$$

Again we can apply the previous statements to obtain

$$
\begin{align*}
T_{E_{1}} T_{E_{2}} T_{E_{1}} & \cong T_{E_{1}} T_{T_{E_{2}} E_{1}} T_{E_{2}} & & T_{E_{1}} \circ \text { Proposition } 3.18 \\
& \cong T_{E_{1}} T_{T_{E_{1}}^{\prime} E_{2}[1]} T_{E_{2}} & & \text { Lemma 3.21 } \\
& \cong T_{E_{1}} T_{T_{E_{1}} E_{2}} T_{E_{2}} & & \text { Proposition } 3.18 \circ T_{E_{2}} \\
& \cong T_{T_{E_{1}} T_{E_{1}}^{\prime} E_{2}} T_{E_{1}} T_{E_{2}} & & \\
& \cong T_{E_{2}} T_{E_{1}} T_{E_{2}} & & \text { Proposition 3.17 }
\end{align*}
$$

This completes the proof of Theorem 3.16

## 4. Relating shuffling functors and spherical twist functors on $D^{\mathrm{b}}\left(\mathcal{O}_{0}\right)$

The category $\mathcal{O}$ as well as each of its blocks has the properties required in the set-up of Section 3 In the remainder of the first part of this thesis, we thereupon want to pursue the following question:

Question 4.1. Can we find spherical objects in $D^{\mathrm{b}}\left(\mathcal{O}_{0}\right)$ such that the associated spherical twist functors are isomorphic to the shuffling functor?

We shall first show that for certain Lie algebras there are spherical objects (namely some indecomposable projective modules) such that the associated twist functor and the shuffling functor have isomorphic images (see Observations 4.2 and 4.14). For certain other Lie algebras, none of the indecomposable projectives are spherical (see Observations 4.9 and 4.15). We finally show that we can answer ?? 4.1 positively for certain Lie algebras (see Theorems 4.21 to 4.22 ).

### 4.1. Spherical objects in $D^{\mathrm{b}}\left(\mathcal{O}_{0}\left(\mathfrak{s l}_{2}\right)\right)$

We see from 2.4 that the endomorphism ring of $P(s)$ is isomorphic to $\mathbf{C}[x] /\left(x^{2}\right)$ with the morphism $x=(P(s) \xrightarrow{b} P(e) \xrightarrow{a} P(s))$, hence $P(s)$ is a 0 -spherelike object in the sense of Definition 3.6 if considered as a complex concentrated in degree zero.

Recall that $\mathcal{O}_{0}$ has finite global dimension [Maz07, thm. 2]. Since we are working in the derived category of $\mathcal{O}_{0}$, we may replace every module $M \in D^{\mathrm{b}}\left(\mathcal{O}_{0}\right)$ by a projective resolution $P^{\bullet} \xrightarrow{\leftrightharpoons} M$ of finite length. It is thus enough to check (S3) for $F \in\{P(e), P(s)\}$ ranging over the indecomposable projective modules. But apart from $P(s)$ the only indecomposable projective is $P(e)$, and the corresponding composition

$$
\begin{aligned}
\operatorname{Hom}_{\mathcal{O}}(P(e), P(s)) \times \operatorname{Hom}_{\mathcal{O}}(P(s), P(e)) & \rightarrow \operatorname{Hom}_{\mathcal{O}}(P(s), P(s)) /\left\langle\operatorname{id}_{P(s)}\right\rangle, \\
(a, b) & \mapsto a b=x
\end{aligned}
$$

is a perfect pairing since the Hom-spaces are all one-dimensional. Hence $P(s)$ is a spherical object whose cotwisting functor yields

$$
\begin{align*}
T_{P(s)}^{\prime} P(s)=\{P(s) \rightarrow P(s) \oplus P(s)\} & \simeq\{0 \rightarrow P(s)\}=P(s)[-1]=\operatorname{Sh}_{s} P(s)[-1] \\
T_{P(s)}^{\prime} P(e)=\{P(e) \rightarrow P(s)\} & \simeq\{0 \rightarrow M(s)\}=M(s)[-1]=\operatorname{Sh}_{s} P(e)[-1] \tag{4.1}
\end{align*}
$$

on indecomposable projectives. We observe:
Observation 4.2. For $\mathfrak{s l}_{2}$, the indecomposable projective object $P(s)$ is spherical, and for all $M \in D^{\mathrm{b}}\left(\mathcal{O}_{0}\right)$ there is an isomorphism of images $T_{P(s)}^{\prime} M \simeq \mathbf{L}$ Sh $M[-1]$ under the spherical cotwist and the derived shuffling functor.

Can we find further $d$-spherical objects, maybe for $d>0$ ? Consider the simple module $L(e)$ with projective resolution $P(e) \rightarrow P(s) \rightarrow P(e) \xrightarrow{\simeq} L(e)$. This can be seen to be 2-spherelike and in fact is a spherical object. Its associated twist functor has images

$$
\begin{align*}
& T_{L(e)}^{\prime} P(s)=\{\underbrace{\operatorname{hom}_{\mathcal{O}}(L(e), P(s))}_{\stackrel{(*)}{=} 0} \rightarrow P(s)\} \simeq P(s)[-1]  \tag{4.2}\\
& T_{L(e)}^{\prime} P(e)=\left\{\begin{array}{c}
P(e) \rightarrow P(s)\} \\
0
\end{array}\right. \\
& \simeq M(s)[-1]
\end{align*}
$$

where $(*)$ can be seen from the composition series in Table 2.1. Therefore, also cotwisting with $L(e)$ has images $T_{L(e)}^{\prime} M$ quasi-isomorphic to the images $\mathrm{Sh}_{s} M$ of the shuffling functor $\mathrm{Sh}_{s}$ for all modules $M \in D^{\mathrm{b}}\left(\mathcal{O}_{0}\right)$. We in particular observe:

Observation 4.3. There may be non-isomorphic spherical objects whose associated spherical twist functors have isomorphic images.

### 4.2. Spherical objects in $\mathcal{O}_{0}\left(\mathfrak{S l}_{3}\right)$

Can we transfer what we have learnt for $\mathfrak{s l}_{2}$ to $D^{\mathrm{b}}\left(\mathcal{O}_{0}\left(\mathfrak{s l}_{3}\right)\right)$ ? Unfortunately the object $P(s)$, albeit still 0 -spherelike in $D^{\mathrm{b}}\left(\mathcal{O}_{0}\left(\mathfrak{s l}_{3}\right)\right)$, is not spherical anymore because the composite $P(s) \rightarrow P(t) \rightarrow P(s)$ is the zero map; this can be seen from Table 2.3 or Figure 2.2 Since according to Definition 3.11 we only need the object to be spherelike to define its associated spherical twist functor, we may still wonder whether at least one of the two functors $\mathbf{L} \mathrm{Sh}_{s}$ or $\mathbf{R} \mathrm{Csh}_{s}$ might be isomorphic to the (co)twist functors

$$
\begin{equation*}
\left.T_{P(s)} P(t)=\{P(s) \rightarrow \underset{0}{P(t)}\} ; \quad T_{P(s)}^{\prime} P(t)=\underset{0}{\{P(t)} \rightarrow P(s)\right\} . \tag{4.3}
\end{equation*}
$$

However, we already saw that $\mathrm{Sh}_{s} P(t)$ has composition factors $M(t s), M(s)$, which do not occur as homologies of any of the two (co)twisted objects. Using the $\mathrm{Csh}_{s}$-acyclic resolution $P(t) \xrightarrow{\simeq} P(t s) \rightarrow{ }_{M(s)}^{M(t s)}$ we see that $\mathbf{R} \operatorname{Csh}_{s} P(t)=\{P(t s) \rightarrow P(t)\}$, which is also not quasi-isomorphic to $T_{P(s)} P(t)$.

Remark 4.4. We notice that $T_{P(s)}$ and $T_{P(s)}^{\prime}$ still induce mutual inverse automorphisms in the Grothendieck group by Proposition 3.13 since $P(s)$ is 0 -spherelike.

### 4.3. Spherical objects in the parabolic category $\mathcal{O}_{0}^{p}$

We have seen in Section 4.2 that the sphericity of $P(s)$ is not preserved under the inclusion $\mathfrak{s l}_{2} \subset \mathfrak{s l}_{3}$, owing to the existence of objects $F \in \mathcal{O}_{0}\left(\mathfrak{s l}_{3}\right) \backslash \mathcal{O}_{0}\left(\mathfrak{s l}_{2}\right)$ on which the condition (S3) fails. We thus want to find a suitable intermediate category $\mathcal{O}_{0}\left(\mathfrak{s l}_{2}\right) \subseteq \mathcal{I} \subseteq \mathcal{O}_{0}\left(\mathfrak{s l}_{3}\right)$, ideally with a structure relating to that of $\mathcal{O}$, such that the sphericity of $P(s)$ is preserved under $\mathcal{O}_{0}\left(\mathfrak{s l}_{2}\right) \subseteq \mathcal{I}$. Wee shall see in this section that the parabolic category $\mathcal{O}^{\mathfrak{p}}$ has this property for an appropriate choice of the parabolic subalgebra $\mathfrak{p}$. In this set-up, we will eventually prove that $T_{P(s)}$ and $\mathbf{L} \mathrm{Sh}_{s}$ are isomorphic as functors.

### 4.3.1. The parabolic category $\mathcal{O}^{p}$

We recall the definition and the most important properties of parabolic category $\mathcal{O}^{\mathfrak{p}}$, mostly taken from Hum08, §9; Maz12, §4.6; KM16, §2.4].

Definition 4.5. Given a parabolic subalgebra $\mathfrak{p} \subseteq \mathfrak{g}$ (i.e. a Lie subalgebra containing a Borel subalgebra), $\mathcal{O}^{\mathfrak{p}}$ is the full subcategory of $\mathcal{O}$ containing those $U(\mathfrak{g})$-modules for which the action of $U(\mathfrak{p})$ is locally finite, i. e. for any element $m$ of a $U(\mathfrak{g})$-module, $U(\mathfrak{p}) \cdot m$ is finite dimensional.

The category $\mathcal{O}^{\mathfrak{p}}$ shares the direct sum decomposition of $\mathcal{O}$, and we consider its principal block $\mathcal{O}_{0}^{\mathfrak{p}}$. Let $\Phi^{\mathfrak{p}} \subseteq \Phi$ be the root system of $\mathfrak{p}$ with simple roots $\Delta^{\mathfrak{p}} \subseteq \Delta$. We obtain a parabolic subgroup $W_{\mathfrak{p}}:=\left\langle s_{\alpha} \mid \alpha \in \Delta^{\mathfrak{p}}\right\rangle \leq W$ of the Weyl group of $\mathfrak{g}$. Conversely, a parabolic subgroup $W_{\mathfrak{p}} \leq W$ determines a set $\Delta^{\mathfrak{p}} \subseteq \Delta$ of simple roots, which in turn fixes a parabolic subalgebra $\mathfrak{p}$. Each left coset in $W_{\mathfrak{p}} \backslash W$ has a unique representative of minimal length Hum90, §1.10]; denote by $W^{\mathfrak{p}}$ the set of such representatives.

Example 4.6. Let $W=S_{3}$ with generators $s, t$, and consider the parabolic subalgebra $W_{\mathfrak{p}}:=\langle s\rangle \leq W$. The left quotient $W_{\mathfrak{p}} \backslash W$ comprises cosets $W_{\mathfrak{p}} \backslash W=\{\{e, s\},\{t, s t\},\{t s, s t s\}\}$ which have minimal length representatives $W^{\mathfrak{p}}=\{e, t, t s\}$.

The category $\mathcal{O}_{0}^{\mathfrak{p}}$ consists precisely of those modules in $\mathcal{O}_{0}$ whose composition series only contains simple factors $L(w)$ for $w \in W^{\mathfrak{p}}$ KM16, §2.4]. This makes $\mathcal{O}_{0}^{\mathfrak{p}}$ a Serre subcategory of $\mathcal{O}_{0}$.

Example 4.7. (i) In the situation of Example 4.6, $\mathcal{O}_{0}^{\mathfrak{p}}$ is the subcategory of $\mathcal{O}_{0}\left(\mathfrak{s l}_{3}\right)$ generated under extensions by the simple modules $L(e), L(t)$ and $L(t s)$.
(ii) Consider the extremal case $\mathfrak{p}=\mathfrak{g}$. This corresponds to $\Delta^{\mathfrak{p}}=\Delta$, hence $W_{\mathfrak{p}}=W$ and $W^{\mathfrak{p}}=\langle e\rangle \leq W$. The category $\mathcal{O}_{0}^{\mathfrak{g}}$ therefore is the abelian category generated by $L(e)$ under direct sums. The other extremal case $\mathfrak{p}=\mathfrak{b}$ the Borel subalgebra of upper triangular matrices corresponds to $\Delta^{\mathfrak{p}}=\emptyset$, hence $W_{\mathfrak{p}}=\langle e\rangle$ and $W^{\mathfrak{p}}=W$. Therefore, $\mathcal{O}_{0}^{\mathfrak{h}}=\mathcal{O}_{0}$.

The inclusion $\iota: \mathcal{O}_{0}^{\mathfrak{p}} \subseteq \mathcal{O}_{0}$ has both left and right adjoint functors: its left adjoint is the Zuckerman functor $Z^{\mathfrak{p}} \dashv \iota$ which maps a module to its largest quotient in $\mathcal{O}^{\mathfrak{p}}$, and its right adjoint is the dual Zuckerman functor $\iota \dashv Z_{\mathfrak{p}}$ which assigns to a module its largest submodule in $\mathcal{O}^{\mathfrak{p}}$ Maz12, §4.6; KM16, §2.4].

Table 4.1: Composition series and standard filtrations of Verma modules and indecomposable projective modules in $\mathcal{O}_{0}^{\mathfrak{p}}$ for the parabolic subalgebra $\mathfrak{p} \subseteq \mathfrak{s l}_{3}$ corresponding to $W_{\mathfrak{p}}=\langle t\rangle$. The modules are obtained from the composition series from Table 2.3 by $M^{\mathfrak{p}}(w)=Z^{\mathfrak{p}} M(w)$ and $P^{\mathfrak{p}}(w)=Z^{\mathfrak{p}} P(w)$, where $Z^{\mathfrak{p}}$ discards the smallest submodule generated by all composition factors $L(w)$ for $w \in W_{\mathfrak{p}}$; see Section 4.3.1

| $M^{\mathfrak{p}}(e)$ | $M^{\mathfrak{p}}(s)$ | $M^{\mathfrak{p}}(s t)$ | $P^{\mathfrak{p}}(e)$ | $P^{\mathfrak{p}}(s)$ | $P^{\mathfrak{p}}(s t)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & L(e) \\ & L(s) \end{aligned}$ | $\begin{aligned} & L(s) \\ & L(s t) \end{aligned}$ | $L(s t)$ | M(e) |  | $\begin{aligned} & M(s t) \\ & M(s t) \\ & M(s) \end{aligned}=\begin{aligned} & L(s) \\ & L(s t) \end{aligned}$ |

The category $\mathcal{O}_{0}^{\mathfrak{p}}$ shares many of the properties used so far with $\mathcal{O}_{0}$; in particular, it has enough projectives, and the indecomposable projective modules are precisely the images $P^{\mathfrak{p}}(w):=Z^{\mathfrak{p}} P(w)$ of the indecomposable projectives in $\mathcal{O}_{0}$ Maz12 §4.6]. The category $\mathcal{O}_{0}^{\mathfrak{p}}$ has a projective generator

$$
\begin{equation*}
P^{\mathfrak{p}}=\bigoplus_{w \in W^{\mathfrak{p}}} P^{\mathfrak{p}}(w)=Z^{\mathfrak{p}} P \tag{4.4}
\end{equation*}
$$

for $P$ the projective generator of $\mathcal{O}_{0}$ from Corollary 2.2.
Caveat 4.8. The indecomposable projective objects $P^{\mathfrak{p}}(w)$ in $\mathcal{O}_{0}^{\mathfrak{p}}$ are in general not projective if considered as objects in $\mathcal{O}_{0}$.

The $P^{\mathfrak{p}}(w)$ 's admit standard filtrations with quotients isomorphic to parabolic Verma modules $M^{\mathfrak{p}}(w):=$ $Z^{\mathfrak{p}} M(w)$. There is a parabolic analogue of BGG reciprocity theorem (see ?? 1.4.(v)) and of ?? 1.4.(iv); namely, for all $M \in \mathcal{O}_{0}^{\mathfrak{p}}$ and $v, w \in W^{\mathfrak{p}}$ we have

$$
\begin{align*}
& {\left[M^{\mathfrak{p}}(w): L^{\mathfrak{p}}(v)\right]=\left(P^{\mathfrak{p}}(v): M^{\mathfrak{p}}(w)\right),}  \tag{4.5}\\
& \operatorname{dim}_{\mathbf{C}} \operatorname{Hom}_{\mathcal{O}_{0}^{\mathfrak{p}}}\left(P^{\mathfrak{p}}(w), M\right)=[M: L(w)] ; \tag{4.6}
\end{align*}
$$

see Roc80, prop. 4.5, thm. 6.1]. There are parabolic analogues $p_{w v}^{\mathfrak{p}} \in \mathbf{Z}\left[q^{ \pm 1}\right]$ of Kazhdan-Lusztig polynomials, defined in Deo87, §3], allowing to compute the composition multiplicities by

$$
\begin{equation*}
\left(P^{\mathfrak{p}}(v): M^{\mathfrak{p}}(w)\right)=\left[M^{\mathfrak{p}}(w): L^{\mathfrak{p}}(v)\right]=p_{v, w}^{\mathfrak{p}}(1) \tag{4.7}
\end{equation*}
$$

just as in the non-parabolic case in Theorem 2.17 see [CC87, thm. 3.2.8]. A recursive algorithm for computing the $p_{v, w}^{\mathfrak{p}}$ is concisely described in Soe97, thm. 3.1] There is an equivalence of categories

$$
\begin{equation*}
\mathcal{O}_{0}^{\mathfrak{p}} \simeq \operatorname{Mod}-A_{\mathfrak{p}} \text { for } A_{\mathfrak{p}}:=A / A e_{\mathfrak{p}} A \tag{4.8}
\end{equation*}
$$

for a basic quasi-hereditary algebra $A$ with $\mathcal{O}_{0} \simeq \operatorname{Mod}-A$. Here, $A e_{\mathfrak{p}} A \unlhd A$ denotes the two sided ideal generated by a maximal idempotent $e_{\mathfrak{p}}$ of $A$ annihilating $\mathfrak{p}$. The quotient $A_{\mathfrak{p}}$ itself is a basic quasihereditary algebra by virtue of the family $\left\{M^{\mathfrak{p}}(w)\right\}$ and their duals. We shall obtain $A_{\mathfrak{p}}$ as a path algebra of a quiver with relations. For more information on $\mathcal{O}_{0}^{\mathfrak{p}}$, see Hum08, §9; Maz12, §4.6; KM16, §2.4].
The Zuckerman functors $Z^{\mathfrak{p}}$ and $Z_{\mathfrak{p}}$ naturally commute with projective functors [Maz12, prop. 6.1], in particular with translation $\Theta_{s}$ through the $s$-wall. Since $Z^{\mathfrak{p}}$ is right exact, it commutes with the cokernel $\mathrm{Sh}_{s}$, and likewise $Z_{\mathfrak{p}}$ commutes with $\mathrm{Csh}_{s}$. We want to decide whether the shuffling functor and the spherical twist with an appropriate object have isomorphic images when restricted to $D^{\mathrm{b}}\left(\mathcal{O}_{0}^{\mathfrak{p}}\right)$.

### 4.3.2. Spherical objects in $D^{\mathrm{b}}\left(\mathcal{O}_{0}^{\mathfrak{p}}\right): \mathfrak{s l}_{3}$

We start with the parabolic subalgebra ${ }^{11} \mathfrak{p}=\left(\begin{array}{ccc}* & * & * \\ * & * \\ 0 & * & *\end{array}\right) \subseteq \mathfrak{s l}_{3}$ corresponding to the parabolic subgroup $W_{\mathfrak{p}}=\langle t\rangle \leq W$. The left cosets have representatives $W^{\mathfrak{p}}=\{e, s, s t\}$ see Example 4.6. The category $\mathcal{O}_{0}^{\mathfrak{p}}$ contains Verma modules and indecomposable projectives with composition series listed in Table 4.1.

Note that both $P^{\mathfrak{p}}(s)$ and $P^{\mathfrak{p}}(s t)$ can be seen from Table 4.1 to have precisely one non-trivial endomorphism (up to scalars) which is nilpotent and sends the head to the socle. Hence, both have endomorphism algebra isomorphic to $\mathbf{C}[x] /\left(x^{2}\right)$ and thus are 0 -spherelike. In fact, $P^{\mathfrak{p}}(s)$ and $P^{\mathfrak{p}}(s t)$ are even self-dual. We obtain images of the Vermas and projectives as follows:

[^10]| Module $M$ | $\Theta_{s} M$ | $\mathbf{L}_{1} \mathrm{Sh}_{s} M$ | $\mathrm{Sh}_{s} M$ |
| :---: | :---: | :---: | :---: |
| $M^{\mathfrak{p}}(e)$ | $P^{\mathfrak{p}}(s)$ | 0 | $M^{\mathfrak{p}}(s)$ |
| $M^{\mathfrak{p}}(s)$ | $P^{\mathfrak{p}}(s)$ | $L(s t)$ | $L(e){ }^{L(s)} L(s t)$ |
| $M^{\mathfrak{p}}(s t)$ | 0 | $L(s t)$ | 0 |
| $P^{\mathfrak{p}}(s)$ | $P^{\mathfrak{p}}(s)^{\oplus 2}$ | 0 | $P^{\mathfrak{p}}(s)$ |
| $P^{\mathfrak{p}}(s t)$ | $P^{\mathfrak{p}}(s)$ | $L(s t)$ | $M^{\mathfrak{p}}(e)^{\vee}$ |

Table 4.2: Images of Verma modules and indecomposable projectives in $D^{\mathrm{b}}\left(\mathcal{O}_{0}^{\mathfrak{p}}\left(\mathfrak{s l}_{2}\right)\right)$ under the translation $\Theta_{s}$ through the $s$-wall and the derived shuffling $\mathbf{L}_{i} \mathrm{Sh}_{s}$ for $i=0,1$.
$M^{\mathfrak{p}}(e)$ : The Zuckerman functor $Z^{\mathfrak{p}}$ naturally commutes with $\Theta_{s}$. The short exact sequence 1.10 associated to $\mathrm{Sh}_{s} M(e)$ therefore passes via $Z^{\mathfrak{p}}$ to the respective right exact sequence

$$
M^{\mathfrak{p}}(e) \rightarrow P^{\mathfrak{p}}(s) \rightarrow M^{\mathfrak{p}}(s) \rightarrow 0
$$

which in fact is the standard filtration of $P^{\mathfrak{p}}(s)$ and has an injection on its left. This yields $\mathrm{Sh}_{s} M^{\mathfrak{p}}(e)=M^{\mathfrak{p}}(s)$.
$M^{\mathfrak{p}}(s):$ The adjunction map $M^{\mathfrak{p}}(s) \rightarrow P^{\mathfrak{p}}(s)$ has non-trivial kernel and cokernel; hence by Lemma 1.15.(i)

$$
\begin{aligned}
\operatorname{Sh}_{s} M^{\mathfrak{p}}(s t) & =\operatorname{coker}\left(M^{\mathfrak{p}}(s) \rightarrow P^{\mathfrak{p}}(s)\right) \\
\mathbf{L}_{1} \operatorname{Sh}_{s} M^{\mathfrak{p}}(s t) & \left.=\left(\begin{array}{cc}
L(e) & L(s) \\
L e r & \left(M^{\mathfrak{p}}(s)\right.
\end{array}\right) ; P^{\mathfrak{p}}(s)\right)=L(s t) .
\end{aligned}
$$

In particular, $M^{\mathfrak{p}}(s)$ is not $\mathrm{Sh}_{s^{-}}$acyclic.
$M(s t)$ : Since $\Theta_{s} M(s t)$ has head $L\left(w_{0}\right)$ and $w_{0} \notin W^{\mathfrak{p}}$, we obtain $\Theta_{s} M^{\mathfrak{p}}(s t)=0$ for the translate in $\mathcal{O}_{0}^{\mathfrak{p}}$. $P^{\mathfrak{p}}(s t)$ : The module $P^{\mathfrak{p}}(s t)$ fits into the short exact sequence


This gives $\Theta_{s} P^{\mathfrak{p}}(s t) \cong P^{\mathfrak{p}}(s)$ and allows us to infer $\mathbf{L} \operatorname{Sh}_{s} P^{\mathfrak{p}}(s t)=\left\{M^{\mathfrak{p}}(e) \rightarrow L(s t)\right\}$, e. g. by the long exact sequence of the snake lemma.

Altogether, we obtain the translated and shuffled modules listed in Table 4.2 Note that $M^{\mathfrak{p}}(s), M^{\mathfrak{p}}(s t)$ and $P^{\mathfrak{p}}(s t)$ are not $\mathrm{Sh}_{s}$-acyclic ${ }^{12}$ This in particular shows that for a module $M \in \mathcal{O}_{0}$ with a standard filtration Lemma 1.15.(iii) need not hold for $Z^{\mathfrak{p}} M$.

We now want to continue our search for spherical objects. We are lucky: our candidate $P^{\mathfrak{p}}(s)$ turns out to be spherical this time. Its endomorphism space

$$
\operatorname{End}\left(P^{\mathfrak{p}}(s)\right)=\left\{\begin{array}{ccc} 
& L(s) & L(s)  \tag{4.9}\\
\mathrm{id}, & L(e) L(s t) & L(e) L(s t) \\
& L(s) & L(s)
\end{array}\right\} \cong \mathbf{C}[x] /\left(x^{2}\right)
$$

shows that $P^{\mathfrak{p}}(s)$ indeed is a 0 -spherelike object (recall the arrow notation from Notation 2.8). Computing the "composition pairings"

$$
\begin{align*}
& \circ: \operatorname{Hom}\left(P^{\mathfrak{p}}(e), P^{\mathfrak{p}}(s)\right) \times \operatorname{Hom}\left(P^{\mathfrak{p}}(s), P(e)\right) \\
& \longrightarrow\left\{\begin{array}{c}
L(s) \\
L(s t) L(e) \\
L(s)
\end{array} \begin{array}{c}
L(s) \\
L(s) \\
L(e)
\end{array} \quad L(s t), L(s) \quad\left\{\begin{array}{l}
L(e)
\end{array}\right\}=\{x\}\right.  \tag{4.10}\\
& \text { - : } \operatorname{Hom}\left(P^{\mathfrak{p}}(s t), P^{\mathfrak{p}}(s)\right) \times \operatorname{Hom}\left(P^{\mathfrak{p}}(s), P(s t)\right) \\
& \longrightarrow\left\{\begin{array}{c}
L(s) \\
L(e) L(s t) \\
L(s)
\end{array} \qquad \begin{array}{c}
L(s t) \\
L(s) \\
L(s t)
\end{array} \begin{array}{c}
L(s) \\
L(s t) \quad L(e) \\
L(s)
\end{array}\right\}=\{x\} \tag{4.11}
\end{align*}
$$

[^11]Table 4.3: Parabolic Kazhdan-Lusztig polynomials for the parabolic subgroup $W_{\mathfrak{p}}=\left\langle s_{2}, s_{3}, \ldots, s_{n-1}\right\rangle=S_{1} \times$ $S_{n-1}<S_{n}$. The dimensions $\operatorname{dim}_{\downarrow, \rightarrow}:=\operatorname{dim} \operatorname{Hom}\left(P^{\mathfrak{p}}(\downarrow), P^{\mathfrak{p}}(\rightarrow)\right)$ of Hom-spaces in the right half of the table are computed by 4.13 .

| $p_{\downarrow, \rightarrow}^{\mathfrak{p}}$ | $e$ | $s_{1}$ | $s_{1} s_{2}$ | $s_{1} s_{2} s_{3}$ | $\cdots$ | $\operatorname{dim}_{\downarrow, \rightarrow}$ | $e$ | $s_{1}$ | $s_{1} s_{2}$ | $s_{1} s_{2} s_{3}$ | $\cdots$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $e$ | 1 | $q$ |  |  |  |  | 1 | 1 | 0 | 0 |  |
| $s_{1}$ |  | 1 | $q$ |  |  |  | 1 | 2 | 1 | 0 |  |
| $s_{1} s_{2}$ |  |  | 1 | $q$ |  |  | 0 | 1 | 2 | 1 |  |
| $s_{1} s_{2} s_{3}$ |  |  |  | 1 | $\ddots$ |  | 0 | 0 | 1 | 2 | $\ddots$ |

with the other indecomposable projectives $P^{\mathfrak{p}}(e)$ and $P^{\mathfrak{p}}(s t)$ shows that $P^{\mathfrak{p}}(s)$ satisfies (S3) and therefore indeed is a spherical object. For all modules $M$ listed in Table 4.2 which have $P^{\mathfrak{p}}(s)$ as their translate $\Theta_{s} M$ it is immediate that there is an isomorphism

$$
T_{P^{\mathfrak{p}}(s)}^{\prime} M=\left\{\underset{0}{M} \rightarrow P^{\mathfrak{p}}(s)\right\} \simeq \mathbf{L} \operatorname{Sh}_{s} M
$$

of images. Since for the remaining module $M^{\mathfrak{p}}(s t)$ there is no non-zero morphism $M^{\mathfrak{p}}(s t) \rightarrow P^{\mathfrak{p}}(s)$, we also have $T_{P^{\mathfrak{p}}(s)}^{\prime} M^{\mathfrak{p}}(s t) \simeq \mathbf{L} \operatorname{Sh}_{s} M^{\mathfrak{p}}(s t)$. Hence we obtain the following:
Observation 4.9. In the subcategory $D^{\mathrm{b}}\left(\mathcal{O}_{0}^{\mathfrak{p}}\right) \subset D^{\mathrm{b}}\left(\mathcal{O}_{0}\right)$ for $\mathfrak{s l}_{3}$, the object $P^{\mathfrak{p}}(s)$ is spherical, and for all $M \in D^{\mathrm{b}}\left(\mathcal{O}_{0}^{\mathfrak{p}}\right)$ there is an isomorphism $T_{P^{\mathfrak{p}}(s)}^{\prime} M \simeq \mathbf{L} \operatorname{Sh}_{s} M$ in $D^{\mathrm{b}}\left(\mathcal{O}_{0}^{\mathfrak{p}}\right)$.

We shall see in Theorem 4.22 that this is in fact a natural isomorphism of functors.

### 4.3.3. Spherical objects in $D^{\mathbf{b}}\left(\mathcal{O}_{0}^{\mathfrak{p}}\right)$ : from $\mathfrak{s l}_{3}$ to $\mathfrak{s l}_{n}$

Now consider a (maximal) parabolic subalgebra

$$
\mathfrak{p}=\left(\begin{array}{cccc}
* & \cdots & * & *  \tag{4.12}\\
\vdots & \ddots & \vdots \\
\cdots & \cdots & \vdots \\
0 & \cdots & * & * \\
0
\end{array}\right) \subseteq \mathfrak{s l}_{n}
$$

corresponding to the parabolic subgroup $W_{\mathfrak{p}}=\left\langle s_{2}, s_{3}, \ldots, s_{n-1}\right\rangle=S_{1} \times S_{n-1}<S_{n}$ and minimal length coset representatives $W^{\mathfrak{p}}=\left\{e, s_{1}, s_{1} s_{2}, s_{1} s_{2} s_{3}, \ldots, s_{1} \cdots s_{n-1}\right\}$. This is a somehow extremal case of a maximal parabolic subalgebra, i.e. one corresponding to a subgroup of the form $S_{m} \times S_{n-m} \subseteq S_{n}$.

Parabolic Kazhdan-Lusztig theory To find spherical objects we need to understand the composition series of the relevant objects and the dimensions of Hom-spaces between indecomposable projectives. For maximal parabolic subalgebras there is a handy graphical calculus for computing the parabolic Kazhdan-Lusztig polynomials $p_{v w}^{\mathfrak{p}}$ [BS11a, §5; LS13], which yields the polynomials listed in Table 4.3 We may compute the dimensions

$$
\begin{align*}
\operatorname{dim} \operatorname{Hom}\left(P^{\mathfrak{p}}(v), P^{\mathfrak{p}}(w)\right) & =\left[P^{\mathfrak{p}}(w): L(v)\right] \\
& =\sum_{u \in W^{\mathfrak{p}}}\left(P^{\mathfrak{p}}(w): M^{\mathfrak{p}}(u)\right)\left[M^{\mathfrak{p}}(u): L(v)\right] \\
& =\sum_{u} p_{u w}(1) p_{u v}(1) \tag{4.13}
\end{align*}
$$

of Hom-space between each two indecomposable projectives by 4.54 .7 ). We thus obtain the dimensions listed in Table 4.3, which indicates that the collection $\left(P^{\mathfrak{p}}\left(s_{1}\right), \overline{P^{\mathfrak{p}}}\left(s_{1} s_{2}\right), \ldots\right)$ is a candidate for an $\mathrm{A}_{n-1}$-configuration.

We shall have a deeper look into the structure of these modules to be able to check whether (S3) is satisfied in this context. By 4.7), we obtain the multiplicity of composition factors of Verma modules resp. indecomposable projective modules from Table 4.3.

In fact more is true: recall from Section 2.3 the graded version $\mathcal{O}_{0}^{\mathrm{Z}}$ of $\mathcal{O}_{0}$. We have seen the grading to (partially) encode the "order" of simple factors in a composition series. Recall the equivalence $\mathcal{O}_{0}^{\mathfrak{p}} \simeq \operatorname{Mod}-A_{\mathfrak{p}}$ from 4.8. The algebra $A_{\mathfrak{p}}$ has been obtained from the (graded, see Section 2.3) algebra $A$ by quotienting out the homogeneous ideal $A e_{\mathfrak{p}} A$ and thus is graded itself. Therefore, we obtain a graded parabolic category $\mathcal{O}_{0}^{\mathbf{Z}, \mathfrak{p}}:=\operatorname{grMod}-A_{\mathfrak{p}}$. We shall freely identify modules in $\mathcal{O}_{0}^{\mathfrak{p}}$ with their graded lifts.

Table 4.4: Composition series of Verma modules and indecomposable projectives in $\mathcal{O}_{0}^{\mathfrak{p}}\left(\mathfrak{s l}_{n}\right)$ for the parabolic subalgebra $\mathfrak{p}$ from 4.12 . The series are obtained from Table 4.3 by virtue of Theorem 4.10

|  | $e$ | $s_{1}$ | $s_{1} s_{2}$ | $\cdots$ | $s_{1} \cdots s_{n-1}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $M^{\mathfrak{p}}(-)$ | $L(e)$ | $L\left(s_{1}\right)$ | $L\left(s_{1} s_{2}\right)$ | $\cdots$ | $L\left(s_{1} \cdots s_{n-1}\right)$ |
|  | $L\left(s_{1}\right)$ | $L\left(s_{1} s_{2}\right)$ | $L\left(s_{1} s_{2} s_{3}\right)$ |  |  |
| $P^{\mathfrak{p}}(-)$ |  | $L\left(s_{1}\right)$ | $L(e)$ |  |  |
|  |  | $L\left(s_{1} s_{2}\right)$ | $L\left(s_{1}\right) L\left(s_{1} s_{2}\right)$ |  |  |
|  | $L\left(s_{1} s_{2} s_{3}\right)$ | $\cdots$ | $L\left(s_{1} \cdots s_{n-1}\right)$ |  |  |
|  |  | $L\left(s_{1} s_{2}\right)$ |  | $L\left(s_{1} \cdots s_{n-2}\right)$ |  |

Furthermore, recall from Theorem 2.21 that we may obtain the order of Loewy layer ${ }^{13}$ from KazhdanLusztig polynomials. The following parabolic analogues of the generalised Kazhdan-Lusztig-Theorem 2.21 hold true in our set-up. Recall the definition of the radical filtration and of rigidity of a module from Example 2.20.(i)

Theorem 4.10 (parabolic generalised Kazhdan-Lusztig-theorem).
(i) Consider a parabolic Verma module $M^{\mathfrak{p}}(w)$. The composition factor multiplicities of layers of the radical filtration $\left(M^{\mathfrak{p}}(w)\right)^{\text {rad }}$ of $M^{\mathfrak{p}}(w)$ relate to the parabolic Kazhdan-Lusztig polynomials by

$$
p_{v w}^{\mathfrak{p}}=\sum_{k \geq 0}\left[\left(M^{\mathfrak{p}}(w)\right)_{\ell(v)-\ell(w)+2 k}^{\mathrm{rad}}: L(w)\right] q^{k} .
$$

In other words, the coefficient of the $q^{k}$-term of $p_{v w}^{\mathfrak{p}}$ is the multiplicity of $L(w)$ in the $k$-th layer of $\left(M^{\mathfrak{p}}(w)\right)_{\bullet}^{\mathrm{rad}}$ Irv90, cor. 7.1.3].
(ii) For a maximal parabolic subalgebra $\mathfrak{p} \subset \mathfrak{g}$, parabolic Verma modules $M^{\mathfrak{p}}(w)$ remain rigid CIS88, thm. 1.3].

Remark 4.11. As in the non-parabolic case, the filtration associated to the grading of modules in $\mathcal{O}_{0}^{\mathrm{Z}, \mathfrak{p}}$ coincides with the radical filtration. Theorem 4.10.(i) thus states that

$$
p_{v w}^{\mathfrak{p}}=\sum_{k \geq 0}\left[M^{\mathfrak{p}}(v): L(w)\langle k\rangle\right] q^{k}=\sum_{k \geq 0}\left(P^{\mathfrak{p}}(v): M^{\mathfrak{p}}(w)\langle k\rangle\right) q^{k} ;
$$

see [BGS96, thm. 3.11.4] where the graded lift of $M^{\mathfrak{p}}(w)$ is denoted by $M_{w}^{Q}$ and $P_{x y}^{Q}$ denotes the parabolic Kazhdan-Lusztig polynomials (see also [Soe97, rmk. 3.2.2] on the relation to [BGS96, thm. 3.11.4]).

Translation and shuffling functor From the parabolic Kazhdan-Lusztig polynomials in Table 4.3 we obtain the composition series of Verma modules and indecomposable projectives listed in Table 4.4. Each of the indecomposable projectives hence has $\mathbf{C}[x] /\left(x^{2}\right)$ as endomorphism space. Any non-trivial composition $P^{\mathfrak{p}}\left(w_{1}\right) \rightarrow P^{\mathfrak{p}}\left(w_{2}\right) \rightarrow P^{\mathfrak{p}}\left(w_{3}\right)$ vanishes unless it is of the form

$$
x: P^{\mathfrak{p}}\left(s_{1} \cdots s_{i}\right) \rightarrow P^{\mathfrak{p}}\left(s_{1} \cdots s_{i \pm 1}\right) \rightarrow P^{\mathfrak{p}}\left(s_{1} \cdots s_{i}\right)
$$

for $2 \leq i<n-1$ (resp. $2<i \leq n-1$ ), up to isomorphism. This proves the following:
Observation 4.12. The $P^{\mathfrak{p}}\left(s_{1} \cdots s_{n-1}\right)$ indeed form an $\mathrm{A}_{n-1}$-configuration.
Remark 4.13. It is interesting to note that-similar to the non-parabolic setting-we can realise the category $\mathcal{O}_{0}^{\mathrm{Z}, \mathfrak{p}}$ as graded modules over the path algebra $A_{\mathfrak{p}}$ of the quiver with relations

$$
\begin{align*}
& 1 \rightarrow 2 \rightarrow 1=0 \\
& i \rightarrow i \pm 1 \rightarrow i \pm 2=0 \text { for } 1<i<n-1, \quad i \rightarrow(i+1) \rightarrow i=i \rightarrow(i-1) \rightarrow i . \tag{4.14}
\end{align*}
$$

For more details on the case of general maximal parabolic subalgebras we refer to BS11b.

[^12]Table 4.5: Images of the translation and derived shuffling functors $\Theta_{w}$ and $\mathbf{L} \operatorname{Sh}_{w}$ for $w \in W^{\mathfrak{p}}$ for the parabolic subalgebra $\mathfrak{p} \subseteq \mathfrak{s l}_{n}$ defined in 4.12 . A table cell containing a single object as image $\mathbf{L} \mathrm{Sh}_{w} M$ means that $M$ is $\mathrm{Sh}_{w}$-acyclic and the cell contains just $\mathrm{Sh}_{w} M$. A table cell containing a chain complex (written vertically) means that that $\mathbf{L} \mathrm{Sh}_{w} M$ is a chain complex concentrated in degrees 0 and 1 (see also Lemma 1.15 with homological degree 0 at the bottom.

| M | $M^{\mathfrak{p}}(e)$ | $P^{\mathfrak{p}}\left(s_{1}\right)$ | $M^{\mathfrak{p}}\left(s_{1}\right)$ | $P^{\mathfrak{p}}\left(s_{1} s_{2}\right)$ | $M^{\mathfrak{p}}\left(s_{1} s_{2}\right)$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\Theta_{s_{1}} M$ | $P^{\mathfrak{p}}\left(s_{1}\right)$ | $P^{\mathfrak{p}}\left(s_{1}\right)^{\oplus 2}$ | $P^{\mathfrak{p}}\left(s_{1}\right)$ | 0 | 0 |  |
| $\mathbf{L} \mathrm{Sh}_{s_{1}} M$ | $M^{\mathfrak{p}}\left(s_{1}\right)$ | $P^{\mathfrak{p}}\left(s_{1}\right)$ | $\left\{\begin{array}{c}M^{\mathfrak{p}}\left(s_{1}\right) \\ \downarrow \\ P^{\mathfrak{p}}\left(s_{1}\right)\end{array}\right\}$ | $\left\{\begin{array}{c}P^{\mathfrak{p}}\left(s_{1} s_{2}\right) \\ \downarrow \\ 0\end{array}\right\}$ | $\left\{\begin{array}{c} M^{\mathfrak{p}}\left(s_{1} s_{2}\right) \\ \downarrow \\ 0 \end{array}\right\}$ |  |
| $\Theta_{s_{2}} M$ | 0 | 0 | $P^{\mathfrak{p}}\left(s_{1} s_{2}\right)$ | $P^{\mathfrak{p}}\left(s_{1} s_{2}\right)^{\oplus 2}$ | $P^{\mathfrak{p}}\left(s_{1} s_{2}\right)$ |  |
| $\mathbf{L} \mathrm{Sh}_{s_{2}} M$ | $\left\{\begin{array}{c}M^{\mathfrak{p}}\left(s_{1}\right) \\ \downarrow \\ 0\end{array}\right\}$ | $\left\{\begin{array}{c}P^{\mathfrak{p}}\left(s_{1}\right) \\ \downarrow \\ 0\end{array}\right\}$ | $M^{\mathfrak{p}}\left(s_{1} s_{2}\right)$ | $P^{\mathfrak{p}}\left(s_{1} s_{2}\right)$ | $\left\{\begin{array}{c} M^{\mathfrak{p}}\left(s_{1} s_{2}\right) \\ \downarrow \\ P^{\mathfrak{p}}\left(s_{1} s_{2}\right) \end{array}\right\}$ |  |

We now come back to ?? 4.1: Does this $\mathrm{A}_{n-1}$-configuration have something to do with shuffling functors? If-as we might expect— $P^{\mathfrak{p}}(s)$ again induces a spherical cotwist $T_{P^{\mathfrak{p}}(s)}^{\prime}$ with images are isomorphic to those of $\mathrm{Sh}_{s}$ : what functor arises from the other spherical indecomposable projectives? In contrast to the non-parabolic case, all Verma modules and projectives fit into short exact sequences

$$
\begin{equation*}
M^{\mathfrak{p}}\left(s_{1} \cdots s_{i}\right) \hookrightarrow P^{\mathfrak{p}}\left(s_{1} \cdots s_{i+1}\right) \rightarrow M^{\mathfrak{p}}\left(s_{1} \cdots s_{i+1}\right) \tag{4.15}
\end{equation*}
$$

for $0 \leq i<n-1$, hence all Verma modules have indecomposable projectives as their translates (and not only the ones corresponding to dominant weights). We thus obtain the translated and shuffled modules listed in Table 4.5. Note that by Lemma 1.15 the image $\mathrm{Sh}_{w} M$ is always concentrated at most in homological degrees 0 and 1 for all $M$ and $\mathfrak{g}$.

Shuffling and spherical cotwist have isomorphic images We argue as for $\mathfrak{s l}_{3}$. Let $M$ be a module with translate $\Theta_{s_{i}} M=P^{\mathfrak{p}}(w)$ and such that $\operatorname{Hom}_{\mathcal{O}^{\mathfrak{p}}}\left(M, P^{\mathfrak{p}}(w)\right)$ is one dimensional. It is then obvious that $T_{P^{p}(w)}^{\prime} M \cong \mathbf{L ~ S h}_{s_{i}} M$ since

$$
\begin{aligned}
T_{P^{\mathfrak{p}}(w)}^{\prime} M & \stackrel{\text { def }}{=}\left\{M \xrightarrow{e v^{\prime}} \operatorname{hom}_{\mathbf{C}}\left[\operatorname{hom}_{\mathcal{O}^{p}}\left(M, P^{\mathfrak{p}}(w)\right), P^{\mathfrak{p}}(w)\right]\right\} \\
& \cong\left\{M \xrightarrow{\varepsilon} \Theta_{s} M\right\}[1] \\
& \stackrel{\text { def }}{=} \mathbf{L} \operatorname{Sh}_{s_{i}} M[1] .
\end{aligned}
$$

Recall from Table 4.3 that for $M=P^{\mathfrak{p}}(v)$ the Hom-spaces $\operatorname{Hom}_{\mathcal{O}^{\mathfrak{p}}}\left(P^{\mathfrak{p}}(v), P^{\mathfrak{p}}(w)\right)$ for distinct $v, w \in W^{\mathfrak{p}}$ are zero- or one-dimensional; hence $T_{P^{\mathfrak{p}}(w)}^{\prime} P^{\mathfrak{p}}(v) \simeq \mathrm{Sh}_{s_{i}} P^{\mathfrak{p}}(v)[1]$. For $M=P^{\mathfrak{p}}(w)$ itself, we have

$$
\begin{aligned}
& T_{P^{\mathfrak{p}}(w)}^{\prime} P^{\mathfrak{p}}(w) \cong\left\{P^{\mathfrak{p}}(w) \xrightarrow{\binom{\text { id }}{x}} P^{\mathfrak{p}}(w) \oplus P^{\mathfrak{p}}(w)\right\} \\
& \cong\left\{0 \xrightarrow{x} P^{\mathfrak{p}}(w)\right\}[1] \\
& 0 \\
& \stackrel{\text { def }}{=} \operatorname{Sh}_{s_{i}} P^{\mathfrak{p}}(w)[1] .
\end{aligned}
$$

where $x$ is (up to scalars) the non-trivial endomorphism of $P^{\mathfrak{p}}(w)$. We deduce:
Observation 4.14. Let $\mathfrak{p} \subseteq \mathfrak{s l}_{n}$ be the maximal parabolic subalgebra corresponding to the partition $(n-1,1)$ of $n$. For all $M \in D^{\mathrm{b}}\left(\mathcal{O}_{0}^{\mathfrak{p}}\right)$ and all integers $1 \leq i \leq n-1$, there is an isomorphism of images $T_{P^{\mathfrak{p}}\left(s_{1} \cdots s_{i}\right)}^{\prime} M \simeq \mathbf{L} \operatorname{Sh}_{s_{i}} M[1]$.

We shall show in Theorem 4.21 that this in fact is a natural isomorphism of functors.

Table 4.6: Parabolic Kazhdan-Lusztig polynomials for the parabolic subgroup $\langle s\rangle \times\langle u\rangle=S_{2} \times S_{2}<S_{4}=\langle s, t, u\rangle$ The dimensions $\operatorname{dim}_{\downarrow, \rightarrow}:=\operatorname{dim} \operatorname{Hom}\left(P^{\mathfrak{p}}(\downarrow), P^{\mathfrak{p}}(\rightarrow)\right)$ of Hom-spaces in the right half of the table are computed by 4.13.

| $p_{\downarrow, \rightarrow}^{\mathrm{p}}$ | $e$ | $t$ | $t s$ | tu | tsutsut | $\operatorname{dim}_{\downarrow, \rightarrow}$ | $e$ | $t$ | $t s$ | $t u$ | tsutsut |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $e$ | 1 | $q$ | 0 | 0 | 0 | $q^{2}$ |  | 1 | 1 | 0 | 0 |
| 0 | 1 |  |  |  |  |  |  |  |  |  |  |
| $t$ | 0 | 1 | $q$ | $q$ | $q^{2}$ | 1 |  | 1 | 2 | 1 | 1 |
| 1 | 2 |  |  |  |  |  |  |  |  |  |  |
| $t s$ | 0 | 0 | 1 | 0 | $q$ | 0 |  | 0 | 1 | 2 | 1 |
| 2 | 1 |  |  |  |  |  |  |  |  |  |  |
| $t u$ | 0 | 0 | 0 | 1 | $q$ | 0 |  | 0 | 1 | 1 | 2 |
| 2 | 1 |  |  |  |  |  |  |  |  |  |  |
| $t s u$ | 0 | 0 | 0 | 0 | 1 | $q$ |  | 0 | 1 | 2 | 2 |
| 4 | 2 |  |  |  |  |  |  |  |  |  |  |
| $t s u t$ | 0 | 0 | 0 | 0 | 0 | 1 |  | 1 | 2 | 1 | 1 |

Table 4.7: Composition series of parabolic Verma modules and indecomposable projectives in $\mathcal{O}_{0}^{\mathfrak{p}}$ for $\mathfrak{p} \subseteq \mathfrak{s l}_{4}$ the parabolic subalgebra corresponding to the parabolic subgroup $W_{\mathfrak{p}}:=S_{2} \times S_{2} \leq S_{4}$ (see 4.16). The series are obtained from the parabolic Kazhdan-Lusztig polynomials listed in Table 4.6

| $w \in W^{\mathfrak{p}}$ | $M^{\mathfrak{p}}(w)$ | $P^{\mathfrak{p}}(w)$ |
| :---: | :---: | :---: |
| $e$ | $\begin{gathered} L(e) \\ L(t) \\ L(t s u t) \end{gathered}$ | dto. |
| $t$ | $\begin{array}{lll} \hline & L(t) \\ L(t s) & L(t s u t) & L(t u) \\ & L(t s u) \end{array}$ | $\begin{array}{ccc} \hline & L(t) \\ L(e) & L(t s) & L(t s u t) \\ L(t u) \\ L(t) & L(t s u) \\ L(t s u t) & & \end{array}$ |
| ts | $\begin{gathered} L(t s) \\ L(t s u) \end{gathered}$ | $\begin{array}{ccc}  & L(t s) \\ & L(t) & L(t s u) \\ L(t s) & L(t s u t) & L(t s u) \\ & \\ L(t s u) & & \\ \hline \end{array}$ |
| tu | $\begin{gathered} L(t u) \\ L(t s u) \end{gathered}$ | $\begin{array}{ccc}  & L(t u) \\ & L(t) & L(t s u) \\ L(t s) & L(t s u t) & L(t s u) \\ & \\ & \\ \hline(t s u) & & \\ \hline \end{array}$ |
| $t s u$ | $\begin{gathered} L(t s u) \\ L(t s u t) \end{gathered}$ | $\begin{array}{cccc}  & & & \\ & & L(t s) & L(t u) \\ & L(t) & L(t s u t) \\ & L(t s u) & L(t s u) & \\ L(t s u t) & L(t s u) & & \\ & L(t s u) & & \end{array}$ |
| tsut | $L(t s u t)$ | $\begin{array}{ccc}  & & L(t s u t) \\ & & L(t s u) \\ & L(t) & L(t s u t) \\ L(e) & L(t s) & L(t s u t) \\ L(t u) & \\ L(t) & L(t s u) & \\ L(t s u t) & & \\ \hline \end{array}$ |

### 4.3.4. Maximal parabolic subalgebras with different partitions

Is it necessary to choose a parabolic subalgebra $\mathfrak{p}$ which corresponds to the "extremal" partition $(n-1,1)$, i. e. to the parabolic subgroup $S_{n-1} \times S_{1}<S_{n}$ ? The maximal parabolic subalgebra
corresponding to th parabolic subgroup $W_{\mathfrak{p}}=\langle s\rangle \times\langle u\rangle=S_{2} \times S_{2}<S_{4}=\langle s, t, u\rangle$ with minimal length coset representatives $W^{\mathfrak{p}}=\{e, t, t u, t s, t s u, t s u t\}$, has the parabolic Kazhdan-Lusztig polynomials listed in Table 4.6 (see also BS11b]).
By 4.13, these imply the dimensions of Hom-spaces listed in Table 4.6. There is no possible $\mathrm{A}_{3}$ configuration consisting of indecomposable projectives. The dimensions suggest that $P^{\mathfrak{p}}(t), P^{\mathfrak{p}}(t s)$ and $P^{\mathfrak{p}}(t s u)$ might be spherelike, so we wonder whether we can find an $\mathrm{A}_{2}$-configuration or at least a single spherical object. Indeed, the composition series listed in Table 4.7 show that $P^{\mathfrak{p}}(t), P^{\mathfrak{p}}(t s)$ and $P^{\mathfrak{p}}(t s u)$ have endomorphism rings isomorphic to $\mathbf{C}[x] /\left(x^{2}\right)$, i. e. are spherelike.

Are these objects spherical? Unfortunately, we encounter the very same problem of the present spherelike objects as in the non-parabolic $\mathfrak{s l}_{3}$-case, revealed by the composition series:
$P^{\mathfrak{p}}(t s), P^{\mathfrak{p}}(t u)$ : The projectives $P^{\mathfrak{p}}(t s), P^{\mathfrak{p}}(t u)$ corresponding to the two incomparable weights $t s \nexists t u$ have non-trivial morphisms $P^{\mathfrak{p}}(t s) \rightarrow P^{\mathfrak{p}}(t u)$ and $P^{\mathfrak{p}}(t u) \rightarrow P^{\mathfrak{p}}(t s)$ whose composition

is the zero morphism. The same holds true for $\left(P^{\mathfrak{p}}(t u) \rightarrow P^{\mathfrak{p}}(t) \rightarrow P^{\mathfrak{p}}(t u)\right)=0$. Hence neither $P^{\mathfrak{p}}(t u)$ nor $P^{\mathfrak{p}}(t s)$ is spherical.
$P^{\mathfrak{p}}(t)$ : For $P^{\mathfrak{p}}(t)$ the composition

$$
\begin{aligned}
& P^{\mathfrak{p}}(t) \longrightarrow P^{\mathfrak{p}}(t s u) \longrightarrow P^{\mathfrak{p}}(t)
\end{aligned}
$$

shows that $P^{\mathfrak{p}}(t)$ it is not spherical either.
We summarise:
Observation 4.15. For $\mathfrak{p} \subseteq \mathfrak{s l}_{4}$ the parabolic subalgebra corresponding to the parabolic subgroup $S_{2} \times S_{2} \leq$ $S_{4}$ (see 4.16), $P^{\mathfrak{p}}(t), P^{\mathfrak{p}}(t s)$ and $P^{\mathfrak{p}}(t u)$ are the spherelike indecomposable projective modules. None of them is spherical.

### 4.4. Shuffling and spherical twist functors are isomorphic functors...

Until now, we have only investigated the behaviour of the twisting- and the shuffling functor on objects. It remains to be shown that in the set-up of Observation 4.14 the two functors are indeed naturally isomorphic, which we shall address in this section.

We shall make use of the following possibility to explicitly describe a right exact functor on module categories. We know that the tensor product is a right exact additive functor. The converse also holds:

Lemma 4.16. Any right exact functor $F: \operatorname{Mod}-A \rightarrow \operatorname{Mod}-B$ that preserves arbitrary direct sums is isomorphic to tensoring with the $A$ - $B$-bimodule $F A$.

Remark 4.17. The image $F A$ of the $A$-module $A$ indeed has a left action on $A$. Namely, any element $a \in A$ induces a bimodule endomorphism $(a \cdot)$ of $A$. The functor $F$ then yields a $B$-module endomorphism $F(a \cdot)$ of $F A$.

Proof of Lemma 4.16. Let $M \in \operatorname{Mod}-A$ be an $A$-module. We can identify $M$ with $\operatorname{Hom}_{A}(A, M)$ via the evaluation map $\operatorname{Hom}_{A}(A, M) \otimes_{A} A \rightarrow M$. Applying $F$ yields a map $\operatorname{Hom}_{A}(A, M) \otimes_{A} F A \rightarrow F M, \phi \otimes a \mapsto$ $F(\phi)(a)$ which is natural in $M$. It is clear that this is an isomorphism for $M=A$ and hence, since $F$ and the tensor product both commute with direct sums, for arbitrary free $A$-modules. For an arbitrary module $M$, we can choose a free presentation of $M$ which maps to a presentation of $F M$ under $F$ by right exactness of $F$. By the five lemma applied to the natural isomorphism already found for free modules, this shows that indeed $F M \cong M \otimes_{A} F A$.

Corollary 4.18. Given abelian categories $\mathcal{A}$ and $\mathcal{B}$ with projective generators $P_{\mathcal{A}}$ and $P_{\mathcal{B}}$, any right exact functor $F: \mathcal{A} \rightarrow \mathcal{B}$ which commutes with arbitrary direct sums is naturally isomorphic to the tensor product functor

$$
\begin{equation*}
-\otimes_{\operatorname{End} P_{\mathcal{A}}} \operatorname{Hom}_{\mathcal{B}}\left(P_{\mathcal{A}}, F P_{\mathcal{A}}\right): \mathcal{A} \rightarrow \mathcal{B} . \tag{4.19}
\end{equation*}
$$

We denote the $\operatorname{End}_{\mathcal{A}}\left(P_{\mathcal{A}}\right)-\operatorname{End}_{\mathcal{B}}\left(P_{\mathcal{B}}\right)$-bimodule $\operatorname{Hom}_{\mathcal{B}}\left(P_{\mathcal{A}}, F P_{\mathcal{A}}\right)$ by $M_{F}$.
Proof. Recall from Theorem 2.1 that there are equivalences $G_{\mathcal{A}}: \mathcal{A} \simeq \operatorname{Mod}^{-E n d} \mathcal{A}_{\mathcal{A}}\left(P_{\mathcal{A}}\right)$ and $G_{\mathcal{B}}: \mathcal{B} \simeq$ $\operatorname{Mod}_{-\operatorname{End}_{\mathcal{B}}}\left(P_{\mathcal{B}}\right)$ of categories. Under these equivalences, Lemma 4.16 states that $G_{\mathcal{B}}^{-1} F G_{\mathcal{A}}$ is isomorphic to
where the bimodule structure of $\operatorname{Hom}_{\mathcal{B}}\left(P_{\mathcal{A}}, F P_{\mathcal{A}}\right)$ is given by

$$
\phi . f . \psi:=F(\phi) \circ f \circ \psi
$$

for $f \in \operatorname{Hom}_{\mathcal{B}}\left(P_{\mathcal{A}}, F P_{\mathcal{A}}\right), \phi \in \operatorname{End}_{\mathcal{A}}\left(P_{\mathcal{A}}\right)$ and $\psi \in \operatorname{End}_{\mathcal{B}}\left(P_{\mathcal{B}}\right)$; see Remark 4.17. By abuse of notation, we just write

$$
F \cong-\otimes_{\operatorname{End}_{\mathcal{A}}\left(P_{\mathcal{A}}\right)} \operatorname{Hom}_{\mathcal{B}}\left(P_{\mathcal{A}}, F P_{\mathcal{A}}\right): \mathcal{A} \rightarrow \mathcal{B}
$$

where the endomorphism ring acts by precomposition on homomorphisms.
In the context of chain complexes, a functor $\operatorname{Ch}(\mathcal{A}) \rightarrow \operatorname{Ch}(\mathcal{B})$ that is given by a complex of functors $\mathcal{A} \rightarrow \mathcal{B}$ is seen immediately to be isomorphic to tensoring with a complex of modules. This also passes to the derived category.

### 4.4.1. $\ldots$ on $D^{\text {b }}\left(\mathcal{O}_{0}\left(\mathfrak{s l}_{2}\right)\right)$

We now return to answering ?? 4.1. Let $A$ denote the endomorphism algebra of the projective generator of $\mathcal{O}_{0}$ (see Corollary 2.2 and (4.4). Recall that by curly braces we denote mapping cones (see Notation 3.9). By the above considerations, the derived shuffling functor and the cotwist functor resp. are isomorphic to

$$
\begin{aligned}
\mathbf{L} \mathrm{Sh}_{s}[-1] & =\left\{\operatorname{id}_{\mathcal{O}} \rightarrow \Theta_{s}\right\} & \cong-\otimes_{A}\left\{A \rightarrow M_{\Theta_{s}}\right\} \\
T_{P(s)}^{\prime} & =\left\{\operatorname{id}_{\mathcal{O}} \rightarrow \operatorname{lin}_{\mathrm{C}}\left(\operatorname{hom}_{\mathcal{O}}(-, P(s)), P(s)\right)\right\} & \cong-\otimes_{A}\left\{A \rightarrow M_{P(s)}\right\}
\end{aligned}
$$

For proving that both functors are naturally isomorphic, it thus suffices to prove that $M_{\Theta_{s}}$ and $M_{P(s)}$ are isomorphic bimodules.

Complexes "representing" $\mathbf{L} \mathbf{S h}_{\boldsymbol{s}}$ and $\boldsymbol{T}_{\boldsymbol{P}(\boldsymbol{s})}^{\prime}$ For writing down the latter module explicitly, recall that the Hom-spaces in question are finite dimensional by the definition of a spherical object in Definition (S1) Hence,

$$
\begin{aligned}
M_{P(s)} & \cong \operatorname{Hom}_{A}\left[P, \operatorname{lin}_{\mathbf{C}}\left(\operatorname{hom}_{A}(A, P(s)), P(s)\right)\right] \\
& \cong \operatorname{Hom}_{\mathcal{O}}\left[P, P \otimes_{A} P(s)^{\vee} \otimes_{\mathbf{C}} P(s)\right] \\
& \cong P(s)^{\vee} \otimes_{\mathbf{C}} P(s)
\end{aligned}
$$

as $A$-bimodules. Let us spell out this module explicitly for the case $\mathfrak{g}=\mathfrak{s l}_{2}$. We quickly recall the following from Section 2.1.1

Recall 4.19. The endomorphism algebra $A$ is the path algebra of the quiver with relations $Q=e \rightleftarrows$ $s /(e \leftarrow s \leftarrow e)$, see Corollary 2.2. As a representation of $Q$, we have seen that the module $P(s) \cong e_{s} A$ is given by assigning to a vertex $v$ the space $e_{s} A e_{v}$ of all paths from $v$ to the vertex $s$. We have chosen the basis $\left\{\operatorname{id}_{s}, s \leftarrow e, s \leftarrow e \leftarrow s\right\}$ for $P(s)$. The module $P(s)$ is a right $A$-module by precomposing a path of $A$ to a path in $P(s)$. See Section 2.1.1 for a detailed explanation.

Notation 4.20. Consider a C-algebra $B$ as well as finitely dimensional modules $M \in B$ - $\operatorname{Mod}$ and $N \in \operatorname{Mod}-B$ with C-bases $M=\left\langle m_{i} \mid i \in I\right\rangle_{\mathbf{C}}$ and $N=\left\langle n_{j} \mid j \in J\right\rangle_{\mathbf{C}}$ resp.
(i) We draw diagrams like

which are to be read as follows: the elements $b_{1}$ and $b_{2} \in B$ act on $m_{1}$ as indicated. That there is no arrow labelled $b_{2}$ starting at $m_{2}$ means that $b_{2}$ acts by zero on $m_{2}$.
(ii) Consider $B$ - $B$-bimodule $M \otimes_{\mathbf{C}} N$. It has a $\mathbf{C}$-basis $\left\{m_{i} \otimes n_{j} \mid i \in I, j \in J\right\}$ on which the bimodule action is given by $b . m_{i} \otimes n_{j} \cdot b^{\prime}=\left(b m_{i}\right) \otimes\left(n_{j} b\right)$. We depict a concrete action on a bimodule by diagrams like the following:

$$
b_{2}\left(\begin{array}{c}
b_{1}  \tag{4.20}\\
b_{1} \\
b_{2} \\
b_{1} \\
m_{2} \\
\vdots
\end{array}\right\} \otimes\left\{\begin{array}{c}
n_{1} \\
n_{2} \\
\vdots
\end{array}\right)\left\{\begin{array}{c}
b_{2} \\
b_{1}
\end{array}\right.
$$

(iii) Analogously, consider the $B$ - $B$-bimodule $\operatorname{Hom}_{\mathbf{C}}(M, N)$. Let $n_{j} \mapsto m_{i}$ be the $\mathbf{C}$-linear map $M \rightarrow$ $N, n_{k} \mapsto\left\{\begin{array}{cc}m_{i} & k=j \\ 0 & k \neq j\end{array}\right.$. The bimodule $\operatorname{Hom}_{\mathbf{C}}(M, N)$ then has a C-basis $\left\{m_{i} \leftarrow n_{j} \mid i \in I, j \in J\right\}$. In terms of this basis, the bimodule structure is given by

$$
b \cdot\left(m_{i} \leftarrow n_{j}\right) \cdot b^{\prime}=(b \cdot) \circ\left(m_{i} \hookleftarrow n_{j}\right) \circ\left(\cdot b^{\prime}\right)
$$

which we depict similarly to 4.20 .
(iv) Finally, assume that $M=\bigoplus_{i \in I} M_{i}$ and $N=\bigoplus_{j \in J} N_{j}$ as left (resp. right) $B$-modules. Given a homomorphism $f \in \operatorname{Hom}_{B}\left(N_{j}, M_{i}\right)$, let $f$ also denote the homomorphism $N \xrightarrow{\pi_{j}} N_{j} \xrightarrow{f} M_{i} \xrightarrow{\iota_{i}} M$. The $B$ - $B$ bimodule $\operatorname{Hom}_{B}(M, N)=\bigoplus_{i, j} \operatorname{Hom}_{B}\left(M_{i}, N_{j}\right)$ then has a $\mathbf{C}$-basis

$$
\left\{M_{i} \stackrel{f}{\leftarrow} N_{j} \mid i \in I, j \in J, f \in \operatorname{Hom}_{B}\left(N_{i}, M_{j}\right)\right\}
$$

on which the action is given by

$$
b \cdot\left(M_{i} \stackrel{f}{\leftarrow} N_{j}\right) \cdot b^{\prime}=(b \cdot) \circ\left(M_{i} \stackrel{f}{\leftarrow} N_{j}\right) \circ\left(\cdot b^{\prime}\right) .
$$

Assume that all $M_{i}$ are identical, i.e. $M=\left(M_{*}\right)^{\oplus I}$ for some module $M_{*}$. We then depict this basis of $\operatorname{Hom}_{B}(M, N)$ by pictures like

$$
b_{2}\left(\begin{array}{c}
b_{1}\left(\begin{array}{c}
M_{1} \leftarrow \\
b_{2} \\
b_{2} \\
M_{2} \\
\vdots
\end{array}\right.
\end{array}\right\} \leftarrow\left\{\begin{array}{c}
\stackrel{f}{\leftarrow} N_{1}  \tag{4.21}\\
\leftarrow \\
\vdots \\
\vdots
\end{array}\right) \not b_{2}
$$

for $f \in \operatorname{Hom}_{B}\left(N_{1}, M_{*}\right)$ and $f \in \operatorname{Hom}_{B}\left(N_{2}, M_{*}\right)$. We shall not attach the label " $f$ " to the morphism if $\operatorname{Hom}_{B}\left(N_{j}, M_{*}\right)$ is one-dimensional.

Module representing $\boldsymbol{T}_{\boldsymbol{P}(\boldsymbol{s})}^{\prime}$ We apply this notation for the left and right $A$-module structures on $P(s)^{\vee} \otimes_{\mathbf{C}} P(s)$. In terms of the basis recalled in ?? 4.19, the bimodule structure of $P(s)^{\vee} \otimes_{\mathbf{C}} P(s)$ is given by the following action on basis vectors:

$$
\left.P(s)^{\vee} \otimes_{\mathbf{C}} P(s)=\begin{array}{lr}
\circ(e \leftarrow s)  \tag{4.22}\\
\circ(s \leftarrow e) \\
& (s \leftarrow e)^{*} \\
e^{*}
\end{array}\right\} \otimes\left\{\begin{array}{l}
e \\
(s \leftarrow e) \\
(s \leftarrow e \leftarrow s)
\end{array} \quad \begin{array}{l}
(s \leftarrow(s \leftarrow e) \\
\circ(s \leftarrow e) .
\end{array}\right.
$$

| $\operatorname{End}(P) \ni f \quad \mapsto$ | $\Theta_{s} f \in \operatorname{End}\left(\Theta_{s} P\right)$ |
| :---: | :---: |
| $P(e) \rightarrow P(e)$ | $P(s) \xrightarrow{1} P(s)$ |
| $P(e) \rightarrow P(s)$ | $P(s) \xrightarrow{\binom{1}{0}} P(s)^{\oplus 2}$ |
| $P(s) \rightarrow P(e)$ | $P(s)^{\oplus+2} \xrightarrow{(01)} P(s)$ |
| $P(s) \xrightarrow{\text { id }} P(s)$ | $P(s)^{\oplus 2} \xrightarrow{\text { id }} P(s)^{\oplus 2}$ |
| $P(s) \xrightarrow{x} P(s)$ | $P(s)^{\oplus 2} \xrightarrow{\left(\begin{array}{ll} 0 & 1 \\ 0 & 0 \end{array}\right)} P(s)^{\oplus 2}$ |

Table 4.8: Images of all endomorphisms of the projective generator $P=P(e) \oplus P(s)$ of $\mathcal{O}_{0}\left(\mathfrak{s l}_{2}\right)$ under the translation functor $\Theta_{s}$.

Module representing $\Theta_{s}$ In order to understand the left action on the other bimodule $M_{\Theta_{s}}=\operatorname{Hom}(P(e) \oplus$ $\left.P(s), P(s) \oplus P(s)^{\oplus 2}\right)$, we need to know how $\Theta_{s}$ acts on endomorphisms of the projective generator $P$, since $A=\operatorname{End}_{\mathcal{O}}(P)$ acts from the left via $\Theta_{s}$. This can be revealed by fitting $P(e)$ and $P(s)$ into short exact sequences: the image of the following sequence splits canonically (which yields the image of the inclusion under $\Theta_{s}$ ) and exhibits the adjunction map for $P(s)$ to be the vertical map in the commutative diagram


A similar sequence holds for the morphism $\Theta_{s}(P(s) \rightarrow P(e))$. The non-trivial endomorphism $x$ of $P(s)$ fits into the following sequence. Commutativity of the diagram allows us to obtain the image of $x$ in the middle of the diagram

The functor $\Theta_{s}$ thus assigns the images listed in Table 4.8 to the endomorphisms of $P$.
We can now return to the description of the bimodule action of $A$ on $M_{\Theta_{s}}$. With the notation explained in Notation 4.20.(iv) and the left action from Table 4.8 the left and right actions of $A$ on $M_{\Theta_{s}}$ on basis vectors are as follows:

One sees that there is an isomorphism $\operatorname{Hom}\left(P, \Theta_{s} P\right) \cong P(s)^{\vee} \otimes_{\mathbf{C}} P(s)$ of $A$-bimodules by comparing the action on these bases; hence we have shown:

Theorem 4.21. Let $\mathfrak{g}=\mathfrak{s l}_{2}$. The functors $\mathbf{L} \mathrm{Sh}_{s}[-1]$ and $T_{P(s)}^{\prime}$ are naturally isomorphic autoequivalences of $D^{\mathrm{b}}\left(\mathcal{O}_{0}\right)$.

### 4.4.2. $\ldots$ on $D^{\mathfrak{b}}\left(\mathcal{O}_{0}^{\mathfrak{p}}\left(\mathfrak{s l}_{n}\right)\right)$ for certain $\mathfrak{p} \subseteq \mathfrak{s l}_{n}$

We first generalise our insights to the parabolic subalgebra $\mathfrak{p} \subseteq \mathfrak{s l}_{3}$ considered in Section 4.3.2. We shall notice later that this contains already all information required to understand the parabolic $\mathfrak{s l}_{n}$-case.

Recall the equivalence $\mathcal{O}_{0}^{\mathfrak{p}} \simeq \operatorname{Mod}-A_{\mathfrak{p}}$ from 4.8). and the indecomposable projectives of $\mathcal{O}_{0}^{\mathfrak{p}}$ with composition factors listed in Table 4.1. The algebra $A_{\mathfrak{p}}$ is the path algebra of the quiver with relations

$$
\begin{array}{rlrl}
Q_{\mathfrak{p}}:= & e \rightleftarrows s \rightleftarrows s t, & e \leftarrow s \leftarrow e & =0,  \tag{4.26}\\
& s t & \leftarrow s \leftarrow e & \leftarrow \leftarrow \leftarrow s \leftarrow s t=0, \\
& \leftarrow \leftarrow \leftarrow \leftarrow \leftarrow s \leftarrow s \leftarrow s t \leftarrow s .
\end{array}
$$

With Notation 4.20 the $A_{\mathfrak{p}}-A_{\mathfrak{p}}$-bimodule $P^{\mathfrak{p}}(s)^{\vee} \otimes_{\mathbf{C}} P^{\mathfrak{p}}(s)$ associated to the cotwist functor $T_{P^{\mathfrak{p}}(s)}^{\prime}$ has the following basis with $A_{\mathfrak{p}}$-action:

For computing the bimodule $M_{\Theta_{s}}$, we notice that the images of morphisms listed in Table 4.8 remain valid for the respective parabolic modules. Additionally, there are images

$$
\begin{align*}
\Theta_{s}: P^{\mathfrak{p}}(s t) & \rightarrow P^{\mathfrak{p}}(s) \quad \longmapsto \quad P^{\mathfrak{p}}(s) \xrightarrow{\binom{1}{0}} P^{\mathfrak{p}}(s)^{\oplus 2}  \tag{4.28}\\
P^{\mathfrak{p}}(s) & \rightarrow P^{\mathfrak{p}}(s t)
\end{align*} \quad \longmapsto \quad P^{\mathfrak{p}}(s)^{\oplus 2} \xrightarrow{\left(\begin{array}{l}
01
\end{array}\right)} P^{\mathfrak{p}}(s) . ~ \$
$$

We thus deduce that the left and right actions on the following vector space basis of $\operatorname{Hom}_{\mathcal{O}}\left(P, \Theta_{s} P\right)$ are

$$
\Theta_{s}(s t \leftarrow s) \circ\left(\begin{array}{c}
\Theta_{s}(e \leftarrow s) \circ\left(\begin{array}{l}
P^{\mathfrak{p}}(s)_{3} \leftarrow \\
P^{\mathfrak{p}}(s)_{1} \leftarrow \\
\Theta_{s}(s \leftarrow s t) \circ \\
\Theta_{s}(e \leftarrow s) \circ \\
P^{\mathfrak{p}}(s)_{4} \leftarrow \\
P^{\mathfrak{p}}(s)_{2} \leftarrow
\end{array}\right\} \leftarrow\left\{\begin{array}{l}
\frac{1}{\leftarrow} P^{\mathfrak{p}}(s) \\
\leftarrow P^{\mathfrak{p}}(e) \\
\leftarrow P^{\mathfrak{p}}(s t) \\
\leftarrow P^{\mathfrak{p}}(s)
\end{array}\right) \circ \circ(s \leftarrow e) \tag{4.29}
\end{array}\right) \circ(s \leftarrow s t)
$$

Again, the bimodules in (4.27) and (4.29) are isomorphic; hence we have shown:
Theorem 4.22. Let $\mathfrak{p} \subseteq \mathfrak{s l}_{3}$ be a maximal parabolic subalgebra. The functors $\mathbf{L} \mathrm{Sh}_{s}[-1]$ and $T_{P(s)}^{\prime}$ are naturally isomorphic autoequivalences of $D^{\mathrm{b}}\left(\mathcal{O}_{0}^{\mathfrak{p}}\right)$.

We eventually consider the case for the parabolic $\mathfrak{s l}_{n}$-case. However, there remains nothing to do: the dimensions of Hom-spaces listed in Table 4.3 show that tensoring with $P^{\mathfrak{p}}\left(s_{1}\right)^{\vee} \otimes_{\mathbf{C}} P^{\mathfrak{p}}\left(s_{1}\right)$ annihilates all indecomposable projectives $P^{\mathfrak{p}}\left(s_{1} s_{2} s_{3} \cdots\right)$ not regarded so far. We already know that this is the case for $\Theta_{s}$. Furthermore, the above considerations hold true for any copy of $\mathcal{O}_{0}^{\mathfrak{p}}\left(\mathfrak{s l}_{3}\right)$ in $\mathcal{O}_{0}^{\mathfrak{p}}\left(\mathfrak{s l}_{n}\right)$, hence we deduce:

Theorem 4.23. For a maximal parabolic subalgebra $\mathfrak{p} \subseteq \mathfrak{s l}_{n}$ corresponding to the parabolic subgroup $S_{n-1} \times S_{1} \leq S_{n}$ there is an $\mathrm{A}_{n-2}$-configuration $\left(P^{\mathfrak{p}}\left(s_{1}\right), P^{\mathfrak{p}}\left(s_{1} s_{2}\right), \ldots, P^{\mathfrak{p}}\left(s_{1} \cdots s_{n-2}\right)\right)$. The associated cotwist functors $T_{P^{\mathfrak{p}}\left(s_{1} \cdots s_{i}\right)}^{\prime}$ and the restriction of the derived shuffing functor $\mathbf{L} \mathrm{Sh}_{s_{i}}[-1]$ to $D^{\mathrm{b}}\left(\mathcal{O}_{0}^{\mathfrak{p}}\right)$ are naturally isomorphic auto-equivalences of $D^{\mathrm{b}}\left(\mathcal{O}_{0}^{\mathfrak{p}}\right)$.

Remark 4.24. In Section 4.2 we have seen that for $\mathfrak{s l}_{3}$ none of the indecomposable projectives is spherical. Since $T_{P^{\mathfrak{p}}(t)}^{\prime}$ therefore cannot be an auto-equivalence but $\mathbf{L} \mathrm{Sh}_{t}$ certainly is, both functors cannot be isomorphic. In Observation 4.15 we have encountered similar problems if we consider maximal parabolic subgroups other than $S_{n-1} \times S_{1} \leq S_{n}$. We suggest another (easier) argument to see $\mathbf{L} \operatorname{Sh}_{t}[-1] \not \approx T_{P^{p}(t)}^{\prime}$ in these cases:

We have used Corollary 4.18 to answer ?? 4.1 by scrutinising the (easier) question whether the modules that "represent" $\mathbf{L} \mathrm{Sh}_{t}$ and $T_{P^{\mathfrak{p}}(t)}^{\prime}$ are isomorphic. A dimension argument easily reveals $\mathbf{L} \mathrm{Sh}_{t}[-1] \not \not \not T_{P^{\boldsymbol{p}}(t)}^{\prime}$ based on this consideration.
Consider for instance $\mathfrak{s l}_{3}$. Although $P(s) \in \mathcal{O}_{0}$ is infinite dimensional, its image under the equivalence $\mathcal{O}_{0} \simeq A$-Mod is finite dimensional, namely $\operatorname{dim}_{\mathbf{C}} P(s)=10$, which can be taken from the basis of $P(s)$ given in Figure 2.2 Therefore, $\operatorname{dim}_{\mathbf{C}} M_{P(s)}=\operatorname{dim}_{\mathbf{C}} P(s)^{\vee} \otimes_{\mathbf{C}} P(s)=100$. On the other hand, consider the dimensions of $\operatorname{Hom}_{\mathcal{O}}\left(P(w), \Theta_{s} P(v)\right)$ for $v, w \in S_{3}$ listed in Table 4.9 The table yields $\operatorname{dim}_{\mathbf{C}} M_{\Theta_{s}}=\operatorname{dim}_{\mathbf{C}} \operatorname{Hom}_{\mathcal{O}}\left(P, \Theta_{s} P\right)=145$, hence $M_{\Theta_{s}} \neq M_{P(s)}$.
Remark 4.25. Recall the notion of spherical subcategories from Remark 3.8 . Since $\mathcal{O}_{0}\left(\mathfrak{s l}_{n}\right)$ is equivalent to modules over a quasi-hereditary algebra of finite global dimension Maz12, §4.4], its derived category $D^{\mathrm{b}}\left(\mathcal{O}_{0}\right)$ admits a Serre functor BK89, namely $\mathrm{S}=\mathbf{L} \mathrm{Sh}_{w_{0}}^{2}$ MS08, prop. 4.1]. In the light of Remark 3.8 this means that the spherelike object $P(s)$ has a spherical subcategory in $D^{\mathrm{b}}\left(\mathcal{O}_{0}\right)$. We refrain from giving the construction of spherical subcategories; see HKP17, §4] for the definition. We do not know yet the shape of this spherical subcategory. It would be interesting to understand how it relates to $\mathcal{O}_{0}^{\mathfrak{p}}$ for the parabolic subalgebra we considered in Section 4.3.3

Table 4.9: Dimensions of $\operatorname{Hom}_{\mathcal{O}}\left(P(w), \theta_{s} P(v)\right)$ for $v, w \in W$ for the Lie algebra $\mathfrak{g}=\mathfrak{s l}_{3}$. The dimensions can either be computed by Kazhdan-Lusztig polynomials (see Table 2.5) or by using the explicit bases from Figure 2.2

| $\operatorname{dim}_{\mathbf{C}} \operatorname{Hom}_{\mathcal{O}}(\rightarrow, \downarrow)$ | $P(e)$ | $P(s)$ | $P(t)$ | $P(s t)$ | $P(t s)$ | $P\left(w_{0}\right)$ | $\bigoplus_{w} P(w)$ |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $\Theta_{s} P(e)=P(s)$ | 1 | 2 | 1 | 2 | 2 | 2 | 10 |
| $\Theta_{s} P(s)=P(s)^{\oplus 2}$ | 2 | 4 | 2 | 4 | 4 | 4 | 20 |
| $\Theta_{s} P(t)=P(t s)$ | 1 | 2 | 2 | 3 | 4 | 4 | 16 |
| $\Theta_{s} P(s t)=P\left(w_{0}\right) \oplus P(s)$ | 2 | 4 | 3 | 6 | 6 | 8 | 29 |
| $\Theta_{s} P(t s)=P(t s)^{\oplus 2}$ | 2 | 4 | 4 | 6 | 8 | 8 | 32 |
| $\Theta_{s} P\left(w_{0}\right)=P\left(w_{0}\right)^{\oplus 2}$ | 2 | 4 | 4 | 8 | 8 | 12 | 38 |
| $\Theta_{s} P=\bigoplus_{w} \Theta_{s} P(w)$ | 10 | 20 | 16 | 29 | 32 | 38 | 145 |

Remark 4.26. Recall from Section 2.1.1 that when thinking about spherical objects we started with the path algebra of the quiver $Q=e \rightleftarrows s /(e \rightarrow s \rightarrow e)$. We generalised $Q$ to a certain quiver, see 2.9 , corresponding to the inclusion $\mathfrak{s l}_{2} \subseteq \mathfrak{s l}_{3}$. Another quiver containing $Q$ was given in (4.14), corresponding to $\mathfrak{s l}_{2} \subseteq \mathfrak{p}$ for certain $\mathfrak{p} \subseteq \mathfrak{s l}_{n}$. A third possible generalisation are circular quivers. An investigation on spherelike representations of circular quivers and the associated spherical subcategories has been performed in HKP17, §6].

## Part II. <br> From symmetric functions towards super Soergel bimodules

## 5. Rouquier Complexes and the action of $B_{W}$ on $D^{\mathrm{b}}\left(\mathcal{O}_{0}\right)$

In this section, we want to present a proof for Theorem 1.20 given by Rouquier in Rou06. Instead of directly proving that the braid relations are satisfied by the shuffling functor, Rouquier introduces functors $F_{s}$ which act on the homotopy category of so-called Soergel bimodules. We shall explain in Section 5.3 how this construction links back to the category $\mathcal{O}$.

### 5.1. Representations of Coxeter groups

Recall the definition of a Coxeter group $(W, S)$ and the associated braid group $B_{W}$ from the introduction.
Definition 5.1. Let $(W, S)$ be a Coxeter system. An element $w \in W$ is called a reflection if it is conjugate to a generator $s \in S$. We call the elements of $S$ simple reflections.
Let $V$ be a finite dimensional $k$-vector space. A reflection $\phi \in \operatorname{End}_{k}(V)$ is an involution whose fixed point set $V^{\phi}$ has codimension one. Since we assume $k$ not to be of characteristic 2, this implies that $V$ decomposes into eigenspaces $V=V^{\phi} \oplus V^{-\phi}$ with $\operatorname{dim} V^{-\phi}=1$. The vector space $V$ is a reflection representation of $W$ if every reflection $w \in W$ acts by a reflection on $V$. The representation $V$ is called reflection faithful if any $w \in W$ acts by a reflection on $V$ if and only if $w$ is a reflection in $W$. In this case, for any two reflections $v, w \in W$, we have that $V^{-v} \neq V^{-w}$ implies $v \neq w$.

Definition 5.2 (geometric representation) Hum90, §5.8]. Let the $k$-vector space $V_{\mathrm{g}}:=\left\langle e_{s} \mid s \in S\right\rangle_{k}$ be endowed with the bilinear form that is given on basis vectors by $\left\langle e_{s}, e_{t}\right\rangle:=-\cos \left(\pi / m_{s, t}\right)$. A generator $s \in S$ acts on $v \in V_{\mathrm{g}}$ by $s . v:=v-2\left\langle e_{s}, v\right\rangle e_{s}$, i. e. by reflecting $v$ across the plane orthogonal to $e_{s}$ w.r.t. $\langle\cdot, \cdot\rangle$. The vector space $V_{\mathrm{g}}$ endowed with this action is called the geometric representation of $W$. This representation is reflection-faithful Soe07, prop. 2.1].

Example 5.3. For $W=S_{3}$ the symmetric group, the geometric representation is depicted in Figure 5.1 In general, if $W$ is a Weyl group of a semisimple complex Lie algebra, its geometric representation is just $\mathfrak{h}^{*}$ with the usual action of $W$.

Definition 5.4 (permutation representation). For the symmetric group $S_{n}$, which is a Coxeter group of type $\mathrm{A}_{n-1}$, the permutation representation is the vector space $V_{\mathrm{p}}:=\left\langle e_{i}, \ldots, e_{n}\right\rangle_{k}$ on which $S_{n}$ acts by permuting coordinates. This representation is reflection-faithful, too. It has $V_{\mathrm{g}}$ as quotient by the onedimensional subspace $\left\langle e_{1}+\cdots+e_{n}\right\rangle_{k}$. A respective representation is given for other permutation groups, in particular for the Coxeter group series $\mathrm{BC}_{n}$ and $\mathrm{D}_{n}$.

Definition 5.5. Given a finite dimensional $k$-vector space $V$, the coordinate ring of $V$ or ring of regular functions on $V$ is the $k$-algebra $k[V]:=k\left[\alpha_{i}\right]$ for a basis $\left\{\alpha_{i}\right\}$ of the dual space $V^{*}$.
(i) Let $A_{\mathrm{g}}:=k\left[V_{\mathrm{g}}\right]=k\left[\alpha_{s}\right]_{s \in S}$, where $\alpha_{s} \in V_{\mathrm{g}}^{*}$ is the functional with ker $\alpha_{s}=V^{s}$, normalised such that $\alpha_{s}\left(e_{t}\right)=m_{s, t}$. The $W$-action on $V_{\mathrm{g}}$ induces the contragredient action on $V_{\mathrm{g}}^{*}$ given by $g . a(v):=a\left(g^{-1} \cdot v\right)$ for $g \in W, a \in V_{\mathrm{g}}^{*}$ and $v \in V_{\mathrm{g}}$. The algebra $A_{\mathrm{g}}$ thus inherits a $W$-action such that $s . \alpha_{s}=-\alpha_{s}$.

Figure 5.1: Geometric representation of the Coxeter group $W=S_{3}$ with generators $s, t$. The basis vectors $e_{s}$ and $e_{t}$ are the -1-eigenvectors of $s$ and $t$ respectively. They enclose an angle of $\frac{\pi}{m_{s t}}$ where for $S_{3}$ we have $m_{s t}=3$. This representation corresponds to the root system of $\mathfrak{s l}_{3}$, depicted in Figure 1.1 .

(ii) For $W=S_{n}$ the symmetric group, we similarly define $A_{\mathrm{p}}:=k\left[V_{\mathrm{p}}\right]=k\left[x_{1}, \ldots, x_{n}\right]$ with an $S_{n}$-action on $A_{\mathrm{p}}$ by permuting variables. This algebra has the quotient $A_{\mathrm{g}}=A_{\mathrm{p}} /\left(x_{1}+\cdots+x_{n}\right)$. We set $\alpha_{s_{i}}:=x_{i+1}-x_{i}$ such that again $s . \alpha_{s}=-\alpha_{s}$.
In the following, let $V$ denote either of the two representations $V_{\mathrm{g}}$ and $V_{\mathrm{p}}$, and let $A$ denote the respective ring of regular functions.

The algebra $A$ is endowed with a natural grading by the degree of the polynomial. We follow Rouquier's convention to have the $\alpha_{s}$ in degree one rather then Soergel's convention to place them in degree two Soe07. We point out again that we denote by $\langle 1\rangle$ the upwards shift of the grading, which is opposite to the convention in Rou06.
Lemma 5.6. The algebra $A$ is a free graded $A^{s}$-module of rank 2: Given a simple reflection $s \in S$ of $W$, the algebra $A$ decomposes as $A \cong A^{s} \oplus A^{s} \alpha_{s}$ as graded $A^{s}$ - $A$-bimodule.

Proof. The isomorphism sending $a$ to its symmetric and anti-symmetric part is given by $a \mapsto\left(\frac{1}{2}(a+s\right.$. $a), \frac{1}{2}(a-s . a)$ ), noting that $\frac{1}{2}(a-s . a)=\left\langle\alpha_{t}, \alpha_{s}\right\rangle \alpha_{s}$ is divisible by $\alpha_{s}$.

Definition 5.7 Dem73. The Demazure operator is the homogeneous map

$$
\partial_{s}: A\langle-1\rangle \rightarrow A^{s} ; \quad x \mapsto \frac{x-s x}{2 \alpha_{s}}
$$

Its image lies in $A^{s}$ since both $x-s x$ and $\alpha_{s}$ are antisymmetric; hence their quotient is symmetric.
Our goal is to establish an action of $B_{W}$ on the category of graded $A$-bimodules $A$-gMod- $A$, following the construction of Rouquier. From now on, let us work with $k=\mathbf{C}$.

### 5.2. Braid group action

Define the twisted diagonal $\Delta_{w}=\{(w v, v)\} \subseteq V \times V$ with algebra of regular functions $\mathbf{C}\left[\Delta_{w}\right]=$ $\left(A \otimes_{\mathbf{C}} A\right) /(w a \otimes 1-1 \otimes a)_{a \in A}$. Denote the ideal quotiented out by $\mathfrak{a}_{w}$. Furthermore, define the subset $W_{\leq w}:=\{v \in W \mid v \leq w\}$ as well as the union $\Delta_{\leq w}:=\bigcup_{v \leq w} \Delta_{v}$ of twisted diagonals which is a hyperplane in $\bar{V} \times V$. Its algebra of regular functions is $A_{\leq w}:=A / \prod_{v \leq w} \mathfrak{a}_{v}$. We have

$$
\operatorname{Hom}_{A}\left(A_{\leq w}, A_{\leq w^{\prime}}\right)= \begin{cases}\text { can } & \text { if } w^{\prime} \leq w \\ 0 & \text { otherwise }\end{cases}
$$

with the canonical quotient map can : $A_{\leq w} \rightarrow A_{\leq w^{\prime}}$, given by the restriction of functions along the inclusion $\Delta_{\leq w^{\prime}} \subseteq \Delta_{\leq w}$.
Definition 5.8. The Rouquier complexes are defined to be the complexes

$$
\begin{gather*}
F_{s}=\left\{0 \longrightarrow 0 \longrightarrow A \otimes_{A^{s}} A \xrightarrow{\varepsilon^{\prime}} A \longrightarrow 0\right\} \\
F_{s}^{-1}=\left\{0 \longrightarrow A \xrightarrow{\eta} A \otimes_{A^{s}} A\langle-1\rangle \longrightarrow 0 \longrightarrow 0\right\}  \tag{5.1}\\
1 \longmapsto \alpha_{s} \otimes 1+1 \otimes \alpha_{s}
\end{gather*}
$$

of graded $A$-bimodules, where the map $\varepsilon^{\prime}$ is the multiplication in the algebra $A$ and $\eta$ is the comultiplication for a yet to be defined coalgebra structure.

We explain the proof of the following theorem of Rouquier:
Theorem 5.9 Rou06, prop. 9.4]. Tensoring with the complexes $F_{s}$ and $F_{s}^{-1}$ establishes an action of $B_{W}$ on $K^{\mathrm{b}}(A$-gMod- $A)$, i. e. there is a map

$$
B_{W} \rightarrow \operatorname{End}\left(K^{\mathrm{b}}(A-\mathrm{gMod}-A)\right)
$$

defined on simple reflections by $s^{ \pm 1} \mapsto\left(F_{s}^{ \pm 1} \otimes_{A}-\right)$. We occasionally write $F_{s}$ for the tensor product $F_{s} \otimes-$.

We leave the following statement unproven:

Proposition 5.10 Rou06, prop. 8.1]. Let $F: \mathcal{S} \rightleftarrows \mathcal{T}: G$ be two triangulated functors between triangulated categories and $\langle 1\rangle$ be a triangulated auto-equivalence of $\mathcal{S}$ such that there are adjunctions $F \dashv G \dashv F\langle 1\rangle$. Assume that the following adjunction (co)units fit into a distinguished triangle $\mathrm{id}_{\mathcal{S}} \rightarrow G F \rightarrow\langle-1\rangle \xrightarrow{0} \mathrm{id}_{\mathcal{S}}[1]$. Then the mapping (co)cones $C=\left\{\operatorname{id}_{\mathcal{T}} \xrightarrow{\varepsilon^{\prime}} G F\right\}$ and $K:=\left\{\operatorname{id}_{\mathcal{T}} \xrightarrow{\eta} F\langle 1\rangle G\right\}[-1]$ of the adjunction (co)units are mutually inverse auto-equivalences of $\mathcal{D}$.

Corollary 5.11. The (co)shuffling functors $\mathrm{Sh}_{s}$ and $\mathrm{Csh}_{s}$ are mutually inverse auto-equivalences $\mathcal{O}_{0}$.
Proof. Recall from Definition 1.12 the definitions $\operatorname{Sh}_{s}=\left\{\operatorname{id}_{\mathcal{O}_{0}} \rightarrow T_{\text {off }} T_{\text {on }}\right\}$ and $\operatorname{Csh}_{s}=\left\{T_{\text {off }} T_{\text {on }} \rightarrow\right.$ $\left.\operatorname{id}_{\mathcal{O}_{0}}\right\}[-1]$ for the functors $T_{\text {off }}: \mathcal{O}_{\mu} \rightleftarrows \mathcal{O}_{0}: T_{\text {on }}$ and a weight $\mu$ contained in the $s$-wall of the fundamental chamber. The functors $T_{\text {off }}$ and $T_{\text {on }}$ are biadjoint, and Proposition 5.10 yields the statement with $\langle 1\rangle:=\mathrm{id}_{\mathcal{O}_{0}}$.

Recall from Section 2.3 the definition of the graded category $\mathcal{O}_{0}^{\mathrm{Z}}$ as well as the graded shuffling $\mathrm{Sh}_{s}=\left\{\mathrm{id}\langle 1\rangle \rightarrow \Theta_{s}\right\}$ and coshuffling $\mathrm{Csh}_{s}=\left\{\Theta_{s} \rightarrow \operatorname{id}_{\mathcal{O}_{0}}\langle-1\rangle\right\}[-1]$. These are adjunction maps from adjunctions $T_{\text {off }} \dashv T_{\text {on }}\langle 1\rangle, T_{\text {on }} \dashv T_{\text {off }}\langle-1\rangle$ of graded translation functors; see Str03a, thm. 8.4]. Proposition 5.10 yields the statement with $\langle 1\rangle$ the grading shift.

The braid relations are the harder part. In fact, the graded version of the corollary is proven by Rouquier without referring to Str03a.

Lemma 5.12. The functors $F_{s} \otimes_{A}-$ and $F_{s}^{-1} \otimes_{A}-\in \operatorname{End}\left(K^{\mathrm{b}}(A\right.$-gMod- $\left.A)\right)$ for $s \in S$ indeed are mutual inverses.
Proof. As the notation suggests, the structure maps of $F_{s}$ and $F_{s}^{-1}$ are part of adjunctions $F \dashv G \dashv F\langle-1\rangle$. Namely, consider the functors

$$
F=A \otimes_{A^{s}}-: A^{s}-\mathrm{gMod} \rightleftarrows A \text {-gMod }:\left(A^{s} \oplus A^{s}\langle 1\rangle\right) \otimes_{A}-=G
$$

where the right $A$-action on $A^{s} \oplus A^{s}\langle 1\rangle$ is given by the isomorphism $A^{s} \oplus A^{s}\langle 1\rangle \cong A$ as left $A^{s}$-modules. The two adjunctions are established by tensoring with the following maps:

$$
\begin{aligned}
& F \dashv G: \quad F G=A \otimes_{A^{s}} A \xrightarrow{\varepsilon^{\prime}} A \quad \text { in } A-\mathrm{gMod} \\
& a \otimes b \longmapsto a b \\
& \text { id } \xrightarrow[\binom{1}{0}]{\eta^{\prime}} \operatorname{id} \oplus \mathrm{id}\langle 1\rangle=G F \quad \text { in } A^{s} \text {-gMod } \\
& G \dashv F\langle-1\rangle: \quad G F\langle-1\rangle=\operatorname{id}\langle-1\rangle \oplus \operatorname{id} \xrightarrow[(01)]{\partial_{s}} \text { id } \quad \text { in } A^{s} \text {-gMod } \\
& A \xrightarrow{\eta} A \otimes_{A^{s}} A\langle-1\rangle \quad \text { in } A \text {-gMod } \\
& =F G\langle-1\rangle \\
& 1 \longmapsto \alpha_{s} \otimes 1+1 \otimes \alpha_{s} .
\end{aligned}
$$

The middle two maps obviously fit into a split exact sequence id $\stackrel{\eta^{\prime}}{\longrightarrow} \operatorname{id} \oplus \operatorname{id}\langle 1\rangle \stackrel{\partial_{s}}{\longrightarrow} \operatorname{id}\langle 1\rangle$ of endofunctors of $A^{s}$-gMod. When passing to the homotopy category, this sequence gives rise to natural transformations $\mathrm{id} \stackrel{\eta^{\prime}}{\Rightarrow} \mathrm{id} \oplus \mathrm{id}\langle 1\rangle \stackrel{\partial_{s}}{\Rightarrow} \mathrm{id}\langle 1\rangle \Rightarrow \mathrm{id}[1]$ of functors which yield distinguished triangles when evaluated on objects. Proposition 5.10 now asserts that the (co)cones of $\eta$ and $\varepsilon^{\prime}$ are mutually inverse auto-equivalences of $K^{\mathrm{b}}(A$-gMod). Unravelling the definition of $F$ and $G$ exhibits that these cones are precisely the Rouquier complexes

$$
\begin{aligned}
& \{\operatorname{id} \xrightarrow{\eta} F G\langle-1\rangle\}=\left\{A \rightarrow A \otimes_{A^{s}} A\langle-1\rangle \rightarrow 0\right\} \otimes_{A}-=F_{s}^{-1} \\
& \left\{F G \xrightarrow{\varepsilon^{\prime}} \operatorname{id}\right\}[-1]=\left\{\begin{array}{lcc}
0 \rightarrow & A \otimes_{A^{s}} A & \rightarrow A
\end{array}\right\} \otimes_{A}-=F_{s}
\end{aligned}
$$

This shows that $F_{s}^{-1}$ and $F_{s}$ are indeed mutually inverse auto-equivalences.
Proposition 5.13 Rou06 prop. 9.2]. Assume that $W=I_{n}$ is a dihedral group of order $2 n$, i. e. is given by the presentation $W=\left\langle s_{+}, s_{-} \mid s_{+}^{2}=s_{-}^{2}=\left(s_{+} s_{-}\right)^{m}=1\right\rangle$ with $m<\infty$. Then the functors $F_{s_{+}}, F_{s_{-}} \in \operatorname{End}\left(K^{\mathrm{b}}(A-\operatorname{grMod} A)\right)$ satisfy the braid relations.

Proof. Our strategy is to construct a complex $F_{ \pm}^{\ell}$ homotopy equivalent to the $\ell$-fold tensor product $F_{s_{ \pm}} \otimes F_{s_{\mp}} \otimes \cdots$ of complexes, such that $F_{ \pm}^{\ell}$ only depends on the group element represented by the word $s_{ \pm} s_{\mp} \cdots$ of length $\ell$. This will prove the lemma.
-Constructing the complex $F_{ \pm}^{\ell}$ : We introduce some notation: Let $w_{ \pm}^{\ell}:=s_{ \pm} s_{\mp} s_{ \pm} \cdots$ with $\ell$ factors, $D_{ \pm}^{\ell}:=A_{\leq w_{ \pm}^{\ell}}$ and the respective ideal $\mathfrak{a}_{ \pm}^{\ell}:=\mathfrak{a}_{w_{ \pm}^{\ell}}$. Note that whenever $\ell<j$, we have $w_{*}^{\ell}<w_{*}^{j}$ for any allocation of the two asterisks with signs. Consider the complex

$$
F_{ \pm}^{\ell}:=\left\{0 \rightarrow \underset{0}{[0]} D_{ \pm}^{\ell} \xrightarrow{\binom{+}{+}} D_{ \pm}^{\ell-1}-\oplus D_{\mp}^{\ell-1} \xrightarrow{\binom{+-}{+-}} \cdots \rightarrow D_{1}^{+} \oplus D_{1}^{-} \xrightarrow{(+-)} \underset{0}{[\ell]} A_{e} \rightarrow 0\right\}
$$

with the indicated multiples of the quotient map can. Note that $F_{+}^{m}=F_{-}^{m}$.
-Homology of $F_{ \pm}^{\ell}$ : Our first goal is to show that the complex $F_{ \pm}^{\ell}$ has vanishing homology in all degrees except of zero by showing that it is obtained from splicing short exact sequences together. For any ring $R$ and ideals $\mathfrak{b}, \mathfrak{c} \triangleleft R$ there is a short exact sequence $R / \mathfrak{b} \mathfrak{c} \hookrightarrow R / \mathfrak{b} \oplus R / \mathfrak{c} \rightarrow R /(\mathfrak{b}+\mathfrak{c})$. For the ideals $\mathfrak{a}_{ \pm}^{r}$ for $0 \leq r \leq \ell$ we thus obtain

$$
\begin{align*}
\mathbf{C}\left[\Delta_{\left.\leq w_{+}^{r} \cap \Delta_{\leq w_{-}^{r}}\right]}^{A / \mathfrak{a}_{+}^{r} \mathfrak{a}_{-}^{r}} \rightarrow A / \mathfrak{a}_{+}^{r} \oplus A / \mathfrak{a}_{-}^{r}\right. \tag{5.2}
\end{align*} \rightarrow \underbrace{A /\left(\mathfrak{a}_{+}^{r}+\mathfrak{a}_{-}^{r}\right)}_{\mathbf{C}\left[\Delta_{\leq w_{+}^{r}} \cup \Delta_{\leq w_{-}^{r}}\right]} \rightarrow 0 .
$$

Since $w_{ \pm}^{r}$ is built by alternating $s_{+}$and $s_{-}$, the only sub-words of $w_{ \pm}^{r}$ of length $r-1$ can be taken from

Therefore, the set $\left\{v \in W \mid v \leq w_{+}^{r}, w_{-}^{r}\right\}$ of words smaller than both of them equals the union

$$
\begin{aligned}
& W_{\leq w_{+}^{r}} \cap W_{\leq w_{-}^{r}}=W_{\leq w_{+}^{r-1}} \cup W_{\leq w_{-}^{r-1}} ; \quad \text { hence } \\
& \Delta_{\leq w_{+}^{r}} \cap \Delta_{\leq w_{-}^{r}}=\Delta_{\leq w_{+}^{r-1}} \cup \Delta_{\leq w_{-}^{r-1}}
\end{aligned}
$$

with coordinate rings

$$
A /\left(\mathfrak{a}_{+}^{r}+\mathfrak{a}_{-}^{r}\right) \cong A /\left(\mathfrak{a}_{+}^{r-1} \mathfrak{a}_{-}^{r-1}\right)
$$

The short exact sequences 5.2 thus can be spliced together:

$$
F_{ \pm}^{\ell}=0 \rightarrow \underset{0}{A / I \mathfrak{a}_{ \pm}^{\ell} \longrightarrow} A / \mathfrak{a}_{ \pm}^{\ell-1} \oplus A / \mathfrak{a}_{\mp}^{\ell-1} \longrightarrow A / \mathfrak{a}_{ \pm}^{\ell-2} \oplus A / \mathfrak{a}_{\mp}^{\ell-2} \longrightarrow \cdots
$$

This shows that the complex $F_{ \pm}^{\ell}$ is exact in all degrees except zero. We now show inductively that there is a homotopy equivalence $F_{s_{ \pm}} \otimes_{A} F_{\mp}^{\ell} \approx F_{ \pm}^{\ell+1}$.
-Induction base: For the case $\ell=1$, we first show:
Claim. The quotient map

$$
\begin{aligned}
A \otimes_{A^{s}} A \longrightarrow & \left(A \otimes_{A^{s}} A\right) /(a \otimes 1-1 \otimes a)_{a \in A}\left(s a^{\prime} \otimes 1-1 \otimes a^{\prime}\right)_{a^{\prime} \in A} \\
& =\left(A \otimes_{\mathbf{C}} A\right) /(a \otimes 1-1 \otimes a)_{a \in A}\left(s a^{\prime} \otimes 1-1 \otimes a^{\prime}\right)_{a^{\prime} \in A} \\
& =D_{ \pm}^{1}
\end{aligned}
$$

is an isomorphism.

By virtue of the isomorphism $A \cong A^{s} \oplus A^{s} \alpha_{s}$ (see Lemma 5.6) we take decompositions $a=u+v \alpha_{s}$ and $a^{\prime}=u^{\prime}+v^{\prime} \alpha_{s}$ for $u, v, u^{\prime}, v^{\prime} \in A^{s}$. We obtain that $\operatorname{ker}\left(A \otimes_{A^{s}} A \rightarrow D_{ \pm}^{1}\right)$ is generated by elements

$$
\begin{aligned}
& (a \otimes 1-1 \otimes a)\left(s a^{\prime} \otimes 1-1 \otimes a^{\prime}\right) \\
= & {\left[\left(u+v \alpha_{s}\right) \otimes 1-1 \otimes\left(u+v \alpha_{s}\right)\right]\left[\left(u^{\prime}-v^{\prime} \alpha_{s}\right) \otimes 1-1 \otimes\left(u^{\prime}+v^{\prime} \alpha_{s}\right)\right] } \\
= & v v^{\prime}\left(-\alpha_{s}^{2} \otimes 1+1 \otimes \alpha_{s}^{2}\right) \\
= & 0
\end{aligned}
$$

We thus have an isomorphism of complexes

$$
\begin{aligned}
F_{ \pm}^{1} & =\left\{0 \longrightarrow D_{ \pm}^{1} \longrightarrow A \longrightarrow 0\right\} \\
\downarrow \cong & \downarrow \cong \\
F_{s_{ \pm}} & =\left\{0 \longrightarrow A \otimes_{A^{s}} A \longrightarrow A \longrightarrow 0\right\}
\end{aligned}
$$

—Induction step: Assume the claim holds for all $F_{ \pm}^{r}$ for $r<\ell$. The tensor product $F_{s_{ \pm}} \otimes_{A} F_{\mp}^{\ell}$ is given by the total complex

$$
\begin{align*}
F_{s_{ \pm}} \otimes_{A} F_{\mp}^{\ell} & =\left\{\begin{array}{c}
D_{ \pm} \otimes_{A} D_{\mp}^{\ell} \longrightarrow D_{ \pm} \otimes_{A}\left(D_{ \pm}^{\ell-1} \oplus D_{\mp}^{\ell-1}\right) \longrightarrow \cdots \longrightarrow D_{ \pm} \otimes_{A} A \\
\downarrow \\
A \otimes_{A} D_{\mp}^{\ell} \longrightarrow A \otimes_{A}\left(D_{ \pm}^{\ell-1} \oplus D_{\mp}^{\ell-1}\right) \longrightarrow \cdots \longrightarrow A \otimes_{A} A
\end{array}\right\} \\
& =\left\{\begin{array}{c}
D_{ \pm} D_{\mp}^{\ell} \longrightarrow D_{ \pm} D_{ \pm}^{\ell-1} \oplus D_{ \pm} D_{\mp}^{\ell-1} \longrightarrow \cdots \longrightarrow D_{ \pm} \\
\downarrow \\
D_{\mp}^{\ell} \longrightarrow D_{ \pm}^{\ell-1} \oplus D_{\mp}^{\ell-1} \longrightarrow \cdots \longrightarrow A
\end{array}\right\} \tag{5.3}
\end{align*}
$$

where each of the morphisms is the quotient map.
Claim. There are homotopy equivalences

$$
\begin{align*}
A \otimes_{A^{s} \pm}\left(0 \rightarrow D_{\mp}^{\ell} \rightarrow D_{ \pm}^{\ell-1} \rightarrow 0\right) & \approx\left(0 \rightarrow D_{ \pm}^{r+1} \rightarrow D_{ \pm}^{r-1} \rightarrow 0\right)  \tag{5.4}\\
\left(0 \rightarrow D_{ \pm}^{1} \rightarrow A \rightarrow A \rightarrow 0\right) \otimes_{A} D_{ \pm}^{r} & \approx\left(0 \rightarrow D_{\mp}^{r} \rightarrow 0 \rightarrow 0\right) \tag{5.5}
\end{align*}
$$

See Lemma 5.15 below.
In the following, we use these two equivalences to replace 5.3 by a simpler double complex step-by-step. Consider the following diagram with explanation given afterwards:

(5.3) is highlighted by the brace. We perform the following steps:
(i) Applying $(5.4)$ to each of the morphisms in the top row of the diagram yields the first homotopy equivalence.
(ii) Similarly, use 5.5 to replace the left half of the vertical morphisms.
(iii) The composition of these two homotopy equivalences is again a homotopy equivalence. The first and the second homotopy equivalence have been obtained by replacing one summand at a time; hence they are of diagonal form and so is composition. But $\operatorname{Hom}\left(D_{ \pm}^{\ell-1}, D_{\mp}^{\ell-1}\right)$ is zero, hence the composite is of the form $\left(\begin{array}{ll}0 & 0 \\ 0 & *\end{array}\right)$.
(iv) This can only remain a homotopy equivalence if the complex formed by the indicated summands is nullhomotopic.
(v) Thus the original double complex is homotopy equivalent to the double complex consisting of the remaining indicated summands in the rear top and front bottom row.

This exhibits that there is a homotopy equivalence

$$
F_{s_{ \pm}} \otimes F_{\mp}^{\ell} \approx\left(0 \rightarrow D_{ \pm}^{\ell+1} \rightarrow D_{ \pm}^{\ell} \oplus D_{\mp}^{\ell} \rightarrow \cdots \rightarrow A \rightarrow 0\right)=: C .
$$

We do not know yet what the differentials of $C$ are.

- Showing $C \cong F_{\mp}^{\ell+1}$ : Recall that $F_{s_{ \pm}}$and $F_{ \pm}^{\ell}$ have homology $H^{r}\left(F_{s_{ \pm}}\right)=0$ and $H^{r}\left(F_{ \pm}^{\ell}\right)=0$ for $r>0$. In degree 0 , homology is given by

$$
\begin{aligned}
H^{0}\left(F_{s_{ \pm}}\right) & =\operatorname{ker}\left(D_{ \pm}^{1} \xrightarrow{\varepsilon^{\prime}} A\right), \\
H^{0}\left(F_{ \pm}^{\ell}\right) & =\operatorname{ker}\left(D_{ \pm}^{\ell} \xrightarrow{(+)} D_{ \pm}^{\ell-1} \oplus D^{\ell-1} D_{\mp}\right)
\end{aligned}
$$

respectively. There is an isomorphism

$$
D_{ \pm}^{1} \cong A \otimes_{A^{s \pm}} A \cong\left(A^{s_{ \pm}} \oplus A^{s_{ \pm}}\langle 1\rangle\right) \otimes_{A^{s \pm}} A \cong A^{\oplus 2}
$$

of right $A$-modules; hence $D_{ \pm}^{1}$ is a free right $A$-module of rank 2. The 0 -th homology module $H^{0}\left(F_{s_{ \pm}}\right) \in$ Mod- $A$ thus is a submodule of a free right $A$-module and thus is free itself ( $A$ is a PID). The Künneth theorem Wei94 thm. 3.6.3] thereupon implies that the homology of $C$ is given by

$$
\begin{aligned}
H^{r}(C) & \cong \bigoplus_{m+n=r} H^{m}\left(F_{s_{ \pm}}\right) \otimes H^{n}\left(F_{ \pm}^{\ell}\right) \oplus \bigoplus_{m+n=r-1} \overbrace{\operatorname{Tor}_{1}^{A}\left(H^{m}\left(F_{s_{ \pm}}\right), H^{n}\left(F_{ \pm}^{\ell}\right)\right)}^{0} \\
& = \begin{cases}H^{0}\left(F_{s_{ \pm}}\right) \otimes H^{0}\left(F_{ \pm}^{\ell}\right) & \text { if } r=0 ; \\
0 & \text { otherwise. }\end{cases}
\end{aligned}
$$

Hence, the complex $C$ has the same entries and the same homology as the complex $F_{ \pm}^{\ell+1}$ in degrees other than zero. Since all spaces $\operatorname{Hom}_{A \otimes A^{\text {op }}}\left(D_{*}^{r+1}, D_{*}^{\ell}\right)$ are one-dimensional, the complex $C$ is completely described by the scalar multiples of the canonical projection maps. We can understand $C$ as the complex

$$
0 \rightarrow * \xrightarrow{\binom{a_{\ell+1}}{c_{\ell+1}}} * \oplus * \xrightarrow{\left(\begin{array}{cc}
a_{\ell} & b_{\ell} \\
c_{\ell} & d_{\ell}
\end{array}\right)} \cdots \xrightarrow{\left(c_{1} d_{1}\right)} * \rightarrow 0 .
$$

Claim. None of the coefficients $a_{r}, b_{r}, c_{r}$ and $d_{r}, 1 \leq r \leq \ell+1$, can be zero.
Assume that there are vanishing coefficients, and let $r \leq \ell$ be the smallest index for which a coefficient vanishes, say $c_{r}=0$. Since $C$ is a chain complex, the coefficients satisfy

$$
\left(\begin{array}{ccc}
a_{r-1} & b_{r-1} \\
c_{r-1} & d_{r-1}
\end{array}\right)\left(\begin{array}{cc}
a_{r} & b_{r} \\
0 & d_{r}
\end{array}\right)=\left(\begin{array}{cc}
a_{r} a_{r-1} & \ldots \\
\ldots
\end{array}\right) \stackrel{!}{=} 0 ;
$$

in particular $a_{r} a_{r-1}=0$. Since $r$ was chosen minimally, $a_{r}$ vanishes. On the other hand, the next degree of the complex forces the maps to satisfy

$$
\left(\begin{array}{ll}
0 & b_{r} \\
0 & d_{r}
\end{array}\right)\left(\begin{array}{ll}
a_{r+1} & b_{r+1} \\
c_{r+1} & d_{r+1}
\end{array}\right)=\left(\begin{array}{lll}
b_{r} c_{r+1} & b_{r} d_{r+1} \\
d_{r} c_{r+1} & d_{r} d_{r+1}
\end{array}\right) \stackrel{!}{=} 0
$$

which requires either $b_{r}=d_{r}=0$ or $c_{r+1}=d_{r+1}=0$. If $b_{r}=d_{r}=0, C$ decomposes as

$$
C \cong\binom{\left\{\cdots \longrightarrow D_{ \pm}^{r+1} \oplus D_{\mp}^{r+1} \longrightarrow D_{ \pm}^{r} \oplus D_{\mp}^{r} \longrightarrow 0 \longrightarrow D_{ \pm}^{r-1} \oplus D_{\mp}^{r-1} \longrightarrow 0 \longrightarrow\right.}{\oplus\{\cdots \longrightarrow}
$$

If otherwise $c_{r+1}=d_{r+1}=0$, there is a direct sum decomposition

$$
C \cong\left(\begin{array}{c}
\left\{\cdots \longrightarrow D_{ \pm}^{r+1} \oplus D_{\mp}^{r+1} \xrightarrow[\left(a_{r+1} b_{r+1}\right)]{ } D_{ \pm}^{r} \longrightarrow 0 \longrightarrow D_{\mp}^{r} \xrightarrow[\binom{b_{r}}{d_{r}}]{ } D_{ \pm}^{r-1} \oplus D_{\mp}^{r-1} \longrightarrow \cdots\right\}
\end{array}\right)
$$

In both cases, the second summand has non-vanishing homology in its leftmost degree since all the structure maps of the complex are non-trivial quotient maps. This is a contradiction; hence all coefficients of the matrices are non-zero.

By imposing the condition on the coefficients that the product of every two consecutive matrices is zero, we obtain linear equations that allow us to determine the complex only by the variables $a_{r}$ and $c_{r}$ :

$$
\begin{array}{rcc}
c_{1} a_{2}+d_{1} c_{2}=0 & \text { and therefore } & d_{1}=-\frac{c_{1} a_{2}}{c_{2}}, \\
c_{1} b_{2}+d_{1} d_{2}=0 & \vdots \\
a_{r} a_{r+1}+b_{r} c_{r+1}=0 & b_{r}=-\frac{a_{r} a_{r+1}}{c_{r+1}}, \\
a_{r} b_{r+1}+b_{r} d_{r+1}=0 & \\
c_{r} a_{r+1}+d_{r} c_{r+1}=0 & d_{2}=-\frac{c_{r} a_{r+1}}{c_{r+1}}, \\
c_{r} b_{r+1}+d_{r} d_{r+1}=0 & \vdots \\
a_{\ell} a_{\ell+1}+b_{\ell} c_{\ell+1}=0 & b_{\ell}=-\frac{a_{\ell} a_{\ell+1}}{c_{\ell+1}}, \\
c_{\ell} a_{\ell+1}+d_{\ell} c_{\ell+1}=0 & d_{\ell}=-\frac{c_{\ell} a_{\ell+1}}{c_{\ell+1}} .
\end{array}
$$

Lines without an entry on the right are already determined by the others. Using this we can construct an isomorphism

To ensure that the vertical maps form a map of complexes, we construct them as follows. By fixing the leftmost map to be one, we obtain $f_{\ell}$ since it has to satisfy

$$
\underbrace{\left(\begin{array}{ll}
a_{\ell+1} & \\
c_{\ell+1}
\end{array}\right)}_{f_{\ell}}\binom{+}{+}=\binom{a_{\ell+1}}{c_{\ell+1}} .
$$

$$
\begin{aligned}
& \text { Continuing downward induction yields } \\
& \underbrace{\left(\begin{array}{ll}
a_{\ell+1} a_{\ell} & a_{\ell+1} c_{\ell}
\end{array}\right)}_{f_{\ell-1}}\binom{+-}{+-}=\left(\begin{array}{ll}
a_{\ell} & b_{\ell} \\
c_{\ell} & d_{\ell}
\end{array}\right) f_{\ell}=\left(\begin{array}{cc}
a_{\ell+1} a_{\ell} & \overbrace{c_{\ell+1} b_{\ell}}^{-a_{\ell+1} a_{\ell}} \\
a_{\ell+1} c_{\ell} & \underbrace{c_{+1} d_{\ell}}_{-a_{\ell+1} c_{\ell}}
\end{array}\right) \\
& \underbrace{\left(\begin{array}{c}
f_{\ell-1} \\
a_{\ell+1} \cdots a_{r+1} \\
a_{\ell+1} \cdots a_{r+2} c_{r+1}
\end{array}\right)}_{f_{r}}\binom{+-}{+-}=\left(\begin{array}{cc}
a_{r} & b_{r} \\
c_{r} & d_{r}
\end{array}\right) f_{r+1}=\left(\begin{array}{ccc}
a_{\ell+1} \cdots a_{r+1} & a_{\ell+1} \cdots a_{r+2} \\
a_{\ell+1} \cdots a_{r+1} c_{r} & a_{\ell+1} \cdots & a_{r+2} \\
c_{c_{r+1}} b_{r} \\
c_{r+1} d_{r}
\end{array}\right) \\
& \underbrace{\left(a_{\ell} \cdots a_{2} c_{1}\right)}_{f_{0}} \cdot(+-)=\left(c_{1} d_{1}\right) f_{1}=(a_{\ell+1} \cdots a_{2} c_{1} a_{\ell+1} \cdots a_{3} \underbrace{c_{2} d_{1}}_{-a_{2} c_{1}}) \text {. }
\end{aligned}
$$

The maps $f_{r}$ exhibit the complex $C$ to be isomorphic to $F_{ \pm}^{\ell+1}$ since the coefficients $a_{r}$ and $c_{r}$ are non-zero for all $0 \leq r \leq \ell+1$. This finishes the proof.

Corollary 5.14. The proposition holds for an arbitrary Coxeter system $(W, S)$ and generators $s, t \in S$ such that $m_{s t}<\infty$.

Proof. The subgroup $\langle s, t\rangle \leq W$ generated by $s$ and $t$ is isomorphic to the dihedral group $I_{m_{s t}}$. We can decompose the reflection representation $V \cong V^{s, t} \oplus V_{\perp}^{s, t}$ of $W$ into its $\langle s, t\rangle$-invariant part and its complement. This yields a factorisation

$$
A=\mathbf{C}[V] \cong \mathbf{C}\left[V^{s, t}\right] \otimes_{\mathbf{C}} \mathbf{C}\left[V_{\perp}^{s, t}\right]
$$

of algebras. We denote both tensor factors by $A \cong A_{1} \otimes_{\mathbf{C}} A_{2}$. There is an induction functor

$$
\begin{aligned}
\operatorname{Ind}_{A_{2}}^{A}: A_{2} \text {-gMod- } A_{2} & \rightarrow A \text {-gMod- } A \\
M & \mapsto A_{1} \otimes_{\mathbf{C}} M
\end{aligned}
$$

where we let $A_{1}$ act on the factor $A_{1}$ from both sides and let $A_{2}$ act on $M$ from both sides. There also is a restriction functor $\operatorname{Res}_{A}^{A_{2}}$, coming from the algebra homomorphism $1 \otimes \operatorname{id}_{A_{2}}: A_{2} \rightarrow A_{1} \otimes A_{2}$. Since $V^{s, t}$ (and hence $A_{1}$ ) is invariant under the action of $\langle s, t\rangle$, the left and right actions of $A_{1}$ can be slid across all tensor products $\otimes_{A^{s}}$ and $\otimes_{A^{t}}$; hence both the left and right actions of $A_{1}$ coincide on all modules considered in the proof. Thus, when restricted to these modules there are natural isomorphisms of functors

$$
\begin{aligned}
& \operatorname{Ind}_{A_{2}}^{A} \circ\left(A_{2} \otimes_{A_{2}^{s}}-\right) \circ \operatorname{Res}_{A}^{A_{2}} \\
\cong & \left(A_{1} \otimes_{\mathbf{C}} A_{2}\right) \otimes_{A_{2}^{s}}- \\
\cong & A \otimes_{\left(A_{1} \otimes_{\mathbf{C}} A_{2}^{s}\right)}- \\
\cong & A \otimes_{A^{s}}-
\end{aligned}
$$

$$
\begin{aligned}
& \operatorname{Ind}_{A_{2}}^{A} \circ\left(A_{2} \otimes_{A_{2}}-\right) \circ \operatorname{Res}_{A}^{A_{2}} \\
\cong & A_{1} \otimes_{\mathbf{C}} A_{2} \otimes_{A_{2}}- \\
\cong & \left(A_{1} \otimes_{\mathbf{C}} A_{2}\right) \otimes_{A_{1} \otimes_{\mathbf{C}} A_{2}}- \\
\cong & A \otimes_{A}-
\end{aligned}
$$

of $A$-bimodules. The proof for the dihedral case thus passes from $A_{2}$-grMod- $A_{2}$ to $A$-grMod- $A$.
The following lemma finishes the proof of Theorem 5.9
Lemma 5.15. Let $x \in W$ such that $s t x>t x>x \neq e$. Then there are homotopy equivalences

$$
\begin{aligned}
A \otimes_{A^{s}}\left(0 \rightarrow A_{\leq t x} \xrightarrow{\text { can }} A_{\leq x} \rightarrow 0\right) & \approx\left(0 \rightarrow A_{\leq s t x} \rightarrow A_{\leq x} \rightarrow 0\right) \\
\left(0 \rightarrow A \otimes_{A^{s}} A \rightarrow A \rightarrow 0\right) \otimes_{A} A_{\leq x} & \approx\left(0 \rightarrow A_{\leq x}\langle 1\rangle \rightarrow 0 \rightarrow 0\right)
\end{aligned}
$$

as claimed above.
Proof. See Rou06, lem. 9.1].

### 5.3. Back to category $\mathcal{O}$

We now want to use the results we obtained for the category of graded $A$-modules to prove that the derived shuffling functor indeed admits the braid relations and is an auto-equivalence of $D^{\mathrm{b}}(\mathcal{O})$. First, recall the definition of the coinvariant algebra $C=A /\left(A_{+}^{W}\right)$, i. e. the quotient of $A$ by its non-constant $W$-invariant polynomials. Note that $C_{W}$ is independent of the choice for $A \in\left\{A_{\mathrm{g}}, A_{\mathrm{p}}\right\}$ Che55. By the induced inclusion of module categories, we can act on complexes of $C$-modules:

$$
K^{\mathrm{b}}(C \text {-gMod }) \hookrightarrow K^{\mathrm{b}}(A \text {-gMod }) \xrightarrow{F_{s}} K^{\mathrm{b}}(A \text {-gMod })
$$

However, consider the $A$ - $A$-bimodule $A \otimes_{A^{s}} A$ used in the construction of $F_{s}$. Tensoring this to the $A$ - $C$-bimodule $C$ yields

$$
A \otimes_{A^{s}}\left(A /\left(A_{+}^{W}\right)\right) \cong\left(A /\left(A_{+}^{W}\right)\right) \otimes_{A^{s}}\left(A /\left(A_{+}^{W}\right)\right) \cong C \otimes_{C^{s}} C
$$

since $W$-invariants can in particular be slid across the tensor product $\otimes_{A^{s}}$. We thus obtain also an action of the respective complexes $F_{s}$ and $F_{s}^{-1}$ on $K^{\mathrm{b}}(C-\mathrm{gMod})$. The algebra $C$ arises also in the context of category $\mathcal{O}$ :

Theorem 5.16 (Soergel's Endomorphismensatz) Soe90, thm. 3]. Let $\mu$ be a (not necessarily regular) integral weight, $W_{\mu}$ its stabiliser subgroup under the dot-action and $w_{0} \in W_{\mu}$ the longest element therein. Denote $E_{\mu}:=\operatorname{End}_{\mathcal{O}}\left(P\left(w_{0} \cdot \mu\right)\right)$. Then $C^{W_{\mu}} \cong E_{\mu}$.

This isomorphism allows to define Soergel's functor $\mathbf{V}_{\mu}:=\operatorname{Hom}_{\mathcal{O}}\left(P\left(w_{0} \cdot \mu\right),-\right): \mathcal{O}_{\mu} \rightarrow \operatorname{Mod}-E_{\mu} \simeq$ Mod- $C^{W_{\mu}}$ which resembles the functor in Morita's theorem. Although not an equivalence, it still has the following useful property:

Theorem 5.17 (Soergel's Struktursatz) Soe90, thm. 2]. When restricted to the subcategory $\mathcal{O}_{\mu}$-Proj of projective modules in $\mathcal{O}_{\mu}$, this functor is fully faithful.

Now recall the translation functors $T_{\text {on }}$ and $T_{\text {off }}$ from Section 1.1 between the regular block $\mathcal{O}_{0}$ and the block $\mathcal{O}_{\mu}$ for a weight $\mu$ on the $s$-wall adjacent to 0 , i. e. with stabiliser subgroup $W_{\mu}=\langle s\rangle$. Recall that $T_{\text {off }}$ preserves indecomposable projectives and in particular $T_{\text {off }} P\left(w_{0} \cdot \mu\right)$ is naturally isomorphic to $P\left(w_{0} \cdot 0\right)$. The thus induced map

$$
C^{\mu} \cong \operatorname{End}_{\mathcal{O}}\left(P\left(w_{0} \cdot \mu\right)\right) \xrightarrow{T_{\text {off }}} \operatorname{End}_{\mathcal{O}}\left(P\left(w_{0} \cdot 0\right)\right) \cong C
$$

is the inclusion $\iota: C^{\mu} \subseteq C$ Soe90, rmk. ad thm. 8]. The restriction functor induced by this inclusion hence gives the top left square in

$$
\begin{aligned}
& \underset{\operatorname{Mod}-E_{0}}{\stackrel{\downarrow}{\sim}} \xrightarrow{T_{\text {off }}^{*}} \operatorname{Mod}-E_{\mu}^{\downarrow \simeq} \xrightarrow{T_{\text {on }}^{*}} \operatorname{Mod-} E_{0} \\
& \begin{array}{cc}
\mathrm{v}_{0} \uparrow & \mathrm{v}_{\mu} \uparrow \\
\mathcal{O}_{0} \xrightarrow[T_{\text {on }}]{ } \mathcal{O}_{\mu} \xrightarrow[T_{\text {off }}]{ } \mathrm{v}_{0} \uparrow \\
\mathcal{O}_{0} .
\end{array}
\end{aligned}
$$

Given a module $M \in \operatorname{Mod}-E_{\mathrm{o}}$, its image $T_{\mathrm{off}}^{*} M$ denotes the right $E_{\mu}$-module with action $m . \phi:=m . T_{\text {off }}(\phi)$ for $m \in M$ and $\phi \in E_{\mu}$. The top right square is obtained from the left one via the adjunctions $\operatorname{Ind}_{C^{\lambda}}^{C} \dashv \operatorname{Res}_{C}^{C^{\lambda}}$ and $T_{\text {on }} \dashv T_{\text {off }}$. The commutativity of the lower half of the diagram can be seen as follows: $T_{\mathrm{off}}^{*} \circ \mathbf{V}_{0}(M)=\operatorname{Hom}\left(P\left(w_{0} \cdot 0\right), M\right)$ with $\phi \in E_{0}$ acting from right by $f . \phi=f \circ T_{\text {off }}(\phi)$. This yields an isomorphism

$$
T_{\mathrm{off}}^{*} \circ \mathbf{V}_{0} \cong \operatorname{Hom}_{\mathcal{O}}\left(T_{\mathrm{off}} P\left(w_{0} \cdot \mu\right),-\right) \stackrel{\dashv}{\cong} \operatorname{Hom}_{\mathcal{O}}\left(P\left(w_{0} \cdot \mu\right), T_{\mathrm{on}}(-)\right)=\mathbf{V}_{\mu} \circ T_{\mathrm{on}}
$$

and dually

$$
T_{\mathrm{on}}^{*} \circ \mathbf{V}_{\mu} \cong \operatorname{Hom}_{\mathcal{O}}\left(T_{\mathrm{on}} P\left(w_{0} \cdot 0\right),-\right) \stackrel{-1}{\cong} \operatorname{Hom}_{\mathcal{O}}\left(P\left(w_{0} \cdot 0\right), T_{\text {off }}(-)\right)=\mathbf{V}_{0} \circ T_{\text {off }}
$$

This in particular shows that translation through the $s$-wall, is taken, under composition with $\mathbf{V}_{0}$, to

$$
\mathbf{V}_{0} \circ \Theta_{s}=\mathbf{V}_{0} \circ T_{\mathrm{off}} T_{\mathrm{on}}=\operatorname{Ind}_{C^{\mu}}^{C} \circ \mathbf{V}_{\mu} \circ T_{\mathrm{on}}=\underbrace{\operatorname{Ind}_{C^{\mu}}^{C} \circ \operatorname{Res}_{C}^{C^{\mu}}}_{=C \otimes_{C^{s}} C \otimes_{C}-} \circ \mathbf{V}_{0}
$$

Comparing this to the definition of the Rouquier complexes shows

$$
\mathbf{V}_{0} \circ \underbrace{\left\{\mathrm{id} \rightarrow \Theta_{s}\right\}}_{\mathbf{L S h}_{s}} \cong \underbrace{\left\{C \rightarrow C \otimes_{C^{s}} C\right\}}_{F_{s}^{-1}} \circ \mathbf{V}_{0} ; \quad \mathbf{V}_{0} \circ \underbrace{\left\{\Theta_{s} \rightarrow \mathrm{id}\right\}}_{\mathbf{R C s h}} \cong \underbrace{\left\{C \otimes_{C^{s}} C \rightarrow C\right\}}_{F_{s}} \circ \mathbf{V}_{0}
$$

as functors $K^{\mathrm{b}}\left(\mathcal{O}_{0}\right) \rightarrow K^{\mathrm{b}}(C)$. Finally, Soergel's Struktursatz asserts that $\mathbf{V}$ is fully faithful when restricted to $\mathcal{O}$-Proj. The natural isomorphisms which ensure the braid relations for $F_{s}$ and $F_{s}^{-1}$ hence can be lifted via $\mathbf{V}_{0}$ to the respective natural isomorphisms for $\mathbf{L} S h$ and $\mathbf{R}$ Csh as endofunctors of $K^{\mathrm{b}}\left(\mathcal{O}_{\mathrm{o}}-\right.$ Proj $) \simeq D^{\mathrm{b}}\left(\mathcal{O}_{0}\right)$. This finally proves Theorem 1.20

### 5.4. Soergel bimodules

In the proof of Theorem 5.9 we have already seen the objects of a remarkable subcategory of $A$-grMod- $A$, the so-called Soergel bimodules.

Definition 5.18. The category of Bott-Samelson modules, denoted by $\mathcal{B S}$, is the full subcategory of $A$-grMod- $A$ generated as a monoidal category by the $A_{s}:=A \otimes_{A^{s}} A\langle-1\rangle$ for $s \in S$. Its objects are thus modules of the form $A_{w}:=A_{s_{1}} \otimes_{A} \cdots \otimes_{A} A_{s_{r}}$ for a word $w:=s_{1} \cdots s_{r}$ of simple reflections.

Its graded (resp. additive) envelope is the smallest category containing $\mathcal{B S}$ that is closed under grading shifts (resp. direct sums). Its Karoubi envelope is the smallest category containing $\mathcal{B S}$ in which every idempotent morphism splits. As a subcategory of an abelian category, this is a fancy way to express that the Karoubi envelope is the smallest category containing all direct summands.

Definition 5.19. The category of Soergel bimodules, denoted by $\mathcal{S}$, is the Karoubi envelope of the additive and graded envelopes of $\mathcal{B S}$. That is to say that Soergel bimodules are direct sums of grading shifts of direct summands of Bott-Samelson modules.

Remark 5.20. Originally, Soergel bimodules have been defined for the geometric representation $A_{\mathrm{g}}$. However, one may pass between $A_{\mathrm{p}^{-}}$and $A_{\mathrm{g}}$-modules by quotienting out resp. adjoining $\left(x_{1}+\cdots+x_{n}\right)$; see EK10a, rmk. 2.2 and $\S 4.6]$ for a discussion about the difference between the construction for $A_{\mathrm{g}}$ and $A_{\mathrm{p}}$.

Theorem 5.9 then in fact shows that the braid group acts on $D^{\mathrm{b}}(\mathcal{S})$. The indecomposable objects of $\mathcal{S}$ are parametrised by the elements of $W$ Soe07, §6]. Recall the definition of the Hecke algebra from Definition 2.13 Soergel bimodules (called "spezielle Bimoduln" in Soe07, def. 5.11]) have been proven to categorify the Hecke algebra of $\mathrm{H}_{q}(W)$ in [Soe07, thm. 1.10; Soe92, thm. 1]:

Theorem 5.21. For $A$ the ring of regular functors of a reflection faithful representation (e.g. $A$ as above), there is a ring isomorphism $\mathrm{H}_{q}(W) \rightarrow K_{0}(\mathcal{S})$ such that $q \mapsto[A\langle 1\rangle], H_{s} \mapsto\left\langle A_{s}\right\rangle$ and, for $k=\mathbf{C}, C_{w} \mapsto\left\langle A_{w}\right\rangle$.

Theorem 5.9 then in fact shows that the braid group acts on $D^{\mathrm{b}}(\mathcal{S})$. The category $\mathcal{S}$ admits a well-established graphical description Lib10 EK10a EW16 A comprehensive introduction to Soergel bimodules and their diagrammatics is given in Lib17.

Remark 5.22. The Rouquier complexes have been subject to research on there own right. For instance, EK10b uses the graphical description for Soergel bimodules from EK10a to show that Rouquier complexes are functorial over braid cobordisms. In fancy language, this means that $K^{\mathrm{b}}(\mathcal{S})$ is a 2 -representation of the braid 2-category, which is the 2-category with objects-natural numbers, 1-morphisms from $n$ to $m$-braids in $B_{S_{n}}$ and 2-morphisms-braid cobordisms.

## 6. Superalgebras, supermodules and supercategories

If $S$ names some algebraic structure, then a super- $S$ is a $\mathbf{Z} / 2 \mathbf{Z}$-graded $S$. The $\mathbf{Z} / 2 \mathbf{Z}$-grading will be called super grading if it is necessary to distinguish it from other gradings such as polynomial gradings. To tell apart $S$ and its super-analogue, we refer to $S$ as the classical or ordinary structure. The super-degree is called parity and will be denoted by $|-|$, whereas we reserve "deg" for polynomial gradings. Homogeneous elements of parity 0 are called even and such of parity 1 are called odd. Explicitly:

Definition 6.1. A super vector space $V$ is a $\mathbf{Z} / 2 \mathbf{Z}$-graded vector space $V=V_{0} \oplus V_{1}$. The super-dimension of $V$ is written $\operatorname{dim}_{k} V=\operatorname{dim}_{k} V_{0} \mid \operatorname{dim}_{k} V_{1}$, and we write $k^{m \mid n}$ for the canonical $m \mid n$-dimensional $k$-super vector space. A morphism of super vector spaces is a graded vector space homomorphism. The thus defined category is denoted by $k$-sVect.

It admits a parity shift automorphism $\Pi$ which exchanges the odd and even parts of a super vector space. The category $k$-sVect is a closed symmetric monoidal category with the usual tensor product of graded vector spaces $(V \otimes W)_{p}=\bigoplus_{q+r=p} V_{q} \otimes W_{r}$ and the braiding $v \otimes w \mapsto(-1)^{|v||w|}$. Its internal Hom is the super vector space whose degree $p$-part consists of degree $p$-morphisms, i. e. $\operatorname{hom}_{k}(V, W)_{0}$ consists of grading-preserving morphisms whereas $\operatorname{hom}_{k}(V, W)_{1}$ consists of grading-reversing morphisms from $V$ to $W$. Given finite dimensional super vector spaces $V=k^{n \mid m}$ and $W=k^{p \mid q}$, we may chose homogeneous bases, such that a homomorphism in $\operatorname{hom}_{k}(V, W)$ can be written as an $(m \mid n) \times(p \mid q)$-block matrix

$$
\begin{gathered}
m \\
p \\
q\left(\begin{array}{cc}
T_{0,0} & T_{0,1} \\
T_{1,0} & T_{1,1}
\end{array}\right)
\end{gathered}
$$

where the diagonal blocks constitute the even part and the off-diagonal blocks constitute the odd part of $\operatorname{hom}_{k}(V, W)$. The tensor product of two homomorphisms $f \in \operatorname{hom}_{k}(V, W)$ and $g \in \operatorname{hom}_{k}\left(V^{\prime}, W^{\prime}\right)$ satisfies $(f \otimes g)(v \otimes w)=(-1)^{|g||v|} f(v) \otimes g(w)$.

We now have to admit that we cheated when we said that $k$-sVect is a monoidal category: unlike in ordinary monoidal category, we have to replace the interchange law by a super interchange law: The composition of tensor products of morphisms on $V \otimes V^{\prime}$ obeys the rule $(f \otimes g)\left(f^{\prime} \otimes g^{\prime}\right)=(-1)^{|g|\left|f^{\prime}\right|} f f^{\prime} \otimes g g^{\prime}$.

Remark 6.2. The name interchange law originates from the theory of 2-categories where it says that the composition of 1 -morphisms commutes with the composition of 2 -morphisms. A monoidal category can be regarded as a 2-category by defining the 1-morphisms to be generated by tensor products of two factors. Then both notions of the interchange law coincide.

### 6.1. Superalgebras

Definition 6.3. A $k$-superalgebra $A$ is a super vector space $A$ with a graded $k$-algebra structure. It is called supercommutative, or (possibly a source of confusion) just commutative, if the multiplication commutes with the braiding, that is $a b=(-1)^{|a||b|} b a$ for all $a, b \in A$. This means in particular that in a commutative superalgebra every odd element squares to zero. The tensor product (of super vector spaces) of two superalgebras $A, B$ carries a superalgebra structure by $(a \otimes b) \cdot\left(a^{\prime} \otimes b^{\prime}\right)=(-1)^{\left|a^{\prime}\right||b|} a a^{\prime} \otimes b b^{\prime}$.

Example 6.4. The exterior algebra on $n$ generators is the $k$-algebra

$$
\Lambda\left[\omega_{1}, \ldots, \omega_{n}\right]:=k\left\langle\omega_{1}, \ldots, \omega_{n}\right\rangle /\left(\omega_{i} \omega_{j}+\omega_{j} \omega_{i}\right)_{1 \leq i, j \leq n}
$$

It is a commutative superalgebra concentrated in its odd part (apart from $k$ in the even part). The polynomial superalgebra on $m \mid n$ indeterminates is the commutative superalgebra $k\left[y_{1}, \ldots, y_{m} \mid \omega_{1}, \ldots, \omega_{n}\right]:=$ $k\left[y_{i}\right]_{1 \leq i \leq m} \otimes_{k} \Lambda\left[\omega_{j}\right]_{1 \leq j \leq n}$. There is an obvious action of $S_{m} \times S_{n}$ on this algebra.
Example 6.5. The Clifford algebra on $n$ generators is the $k$-superalgebra

$$
\begin{equation*}
\mathfrak{C}_{n}:=k\left\langle\mathfrak{c}_{1}, \ldots, \mathfrak{c}_{n}\right\rangle /\left(\mathfrak{c}_{i}^{2}=1, \mathfrak{c}_{i} \mathfrak{c}_{j}=-\mathfrak{c}_{j} \mathfrak{c}_{i} \mid i \neq j\right) \tag{6.1}
\end{equation*}
$$

with all generators odd. It is not (super-) commutative. There is an obvious action of $S_{n}$ on $\mathfrak{C}_{n}$ by permuting the generators.

Definition 6.6. Given two $k$-superalgebras $A, B$, an $A$ - $B$-super bimodule is a graded algebra bimodule; that means in particular that the algebra action is an even map of super vector spaces. By the super interchange law for vector space homomorphisms, a morphism $f$ of bimodules has to satisfy $f(a . m . b)=$ $(-1)^{|f||a|} a . f(m) . b$. We denote the category of $A$ - $B$-super bimodules by $A$-sMod- $B$. One-sided modules are defined in the obvious way.

Over a commutative superalgebra, a left module obtains right module structure by $a . m=(-1)^{|a||m|} m . a$. Super bimodules admit the obvious tensor product over their superalgebras.

### 6.2. Supercategories

The category $A$-sMod of modules over a super $k$-algebra $A$ should be the archetypical $k$-supercategory. It is equipped with the auto-equivalence $\Pi$ which interchanges the even and odd parts. This motivates the following definition:

Definition 6.7 KKT16, §2]. A supercategory is a category $\mathcal{C}$ equipped with an endofunctor $\Pi$ and a natural isomorphism $\xi: \Pi^{2} \Rightarrow \operatorname{id}_{\mathcal{C}}$ which turns $\Pi$ into an auto-equivalence, such that $\xi \Pi=\Pi \xi$. A superfunctor consists of an ordinary functor $F: \mathcal{C} \rightarrow \mathcal{D}$ of the underlying categories and natural isomorphisms $F \Pi_{\mathcal{C}} \cong \Pi_{\mathcal{D}} F$ such that the chain of natural isomorphisms $F \cong F \Pi_{\mathcal{C}}^{2} \cong \Pi_{\mathcal{D}} F \Pi_{\mathcal{C}} \cong \Pi_{\mathcal{D}}^{2} F \cong F$ equals the identity of $F$. A supernatural transformation is a natural transformation $\eta: F \Rightarrow G$ such that

$$
\begin{aligned}
F \Pi_{\mathcal{C}} & \stackrel{\eta \circ \Pi_{\mathcal{D}}}{\Longrightarrow} G \Pi_{\mathcal{C}} \\
\Downarrow & \\
\Pi_{\mathcal{D}} F & \stackrel{\Pi_{\mathcal{D} \circ}}{\Longrightarrow} \Pi_{\mathcal{D}} G
\end{aligned}
$$

commutes.
Since we are working with $k$-linear categories all the time, the following less opaque definition is sufficient for our needs:

Definition 6.8 BE17a. A $k$-linear supercategory (resp. superfunctor, supernatural transformation) is a category (functor, natural transformation) enriched in $k$-super vector spaces. Explicitly, in a supercategory $\mathcal{C}$ all Hom-spaces lie in $k$-sVect and composition is an even map of $k$-super vector spaces. A superfunctor induces even maps of super vector spaces on Hom-spaces. A supernatural transformation is a natural transformation $\eta: F \Rightarrow G$ whose naturality square supercommutes. This means that for each object $x \in \mathcal{C}$ the map $\eta_{x}$ decomposes as a direct sum $\eta_{x, 0} \oplus \eta_{x, 1} \in \operatorname{Hom}_{\mathcal{D}}(F x, G x)$ of homogeneous maps, such that $\eta_{x, p} \circ F f=(-1)^{p|f|} G f \circ \eta_{x, p}$.

A monoidal supercategory is defined like a monoidal structure on the underlying category whose structure maps are the respective super-analogues, and whose interchange law is replaced by the above super interchange law. see BE17a for a comprehensive treatment.

### 6.3. Super-Diagrams

For ordinary monoidal $k$-linear categories it is common depict the morphism $f \otimes g: V \otimes V^{\prime} \rightarrow W \otimes W^{\prime}$ graphically by

| $W$ | $W^{\prime}$ |
| :---: | :---: |
| 1 | 1 |
| $f$ | $g$ |
| $\uparrow$ | $\square$ |
| $V$ | $V^{\prime}$ |

The super interchange law thus states that

$f \otimes g=(f \otimes 1) \circ(1 \otimes g)=(-1)^{|f||g|}(1 \otimes g) \circ(f \otimes 1)$.
We emphasize that such diagrams are to be understood as first vertical and then horizontal composition of morphisms [cf. BE17a]. We shall keep this in mind when working with super-diagrams.

## 7. Super-KLR algebras

We now recall the notion of KLR-superalgebras following KKT16]. This is a generalisation of the ordinary KLR-algebra from KL09, Rou08. We start with an index set $I$ which is assumed to admit a decomposition $I=I_{\mathrm{ev}} \sqcup I_{\mathrm{odd}}$ which turns it into a superset. Our goal is to extend the classical theory to the super-setting, of course in such a way that the new constructions yield the classical case when restricted to an index set with $I_{\text {odd }}=\emptyset$.

### 7.1. NilHecke Superalgebra

Recall the definition of the NilHecke algebra $\mathrm{NH}_{n}$ of type $\mathrm{A}_{\mathrm{n}}$ [Dem73, §2] and the definition of the Clifford algebra $\mathfrak{C}_{n}$ from Example 6.5. The following definitions are motivated from the definition of the quiver Hecke Clifford superalgebra in KKT16, §3.3], which we shall consider later on.
Definition 7.1. The NilHecke Clifford superalgebra $\mathrm{NH}_{n}$ of type $\mathrm{A}_{n}$ is the $k$-superalgebra with even generators $y_{i}$ and $\mathfrak{d}_{i}$, and odd generators $\mathfrak{c}_{i}$, subject to the relations

$$
\begin{align*}
y_{i} y_{j} & =y_{j} y_{i} & & \forall i, j, \\
\mathfrak{c}_{i} \mathfrak{c}_{j} & =-\mathfrak{c}_{j} \mathfrak{c}_{i} & & \forall i \neq j, \\
\mathfrak{c}_{i}^{2} & =1 & & \forall i, \\
y_{i} \mathfrak{c}_{j} & =(-1)^{\delta_{i, j}} \mathfrak{c}_{j} y_{i} & & \forall i, j,
\end{aligned} \quad \mathfrak{o}_{i} y_{j}-y_{s_{i}(j)} \mathfrak{d}_{i}=\left\{\begin{aligned}
-1-\mathfrak{c}_{i} \mathfrak{c}_{i+1} & & \text { if } j=i \\
1-\mathfrak{c}_{i} \mathfrak{c}_{i+1} & & \text { if } j=i+1  \tag{7.1}\\
0 & & \text { otherwise }
\end{align*}\right.
$$

and the NilCoxeter-relations

$$
\begin{aligned}
\mathfrak{d}_{i}^{2} & =0 \\
\mathfrak{d}_{i} \mathfrak{d}_{j} & =\quad \mathfrak{d}_{j} \mathfrak{d}_{i} \quad \text { for }|i-j|>1 \\
\mathfrak{d}_{i} \mathfrak{d}_{i+1} \mathfrak{d}_{i} & =\mathfrak{d}_{i+1} \mathfrak{d}_{i} \mathfrak{d}_{i+1} .
\end{aligned}
$$

The NilCoxeter Clifford algebra $\mathrm{NC}_{n}$ is the subalgebra generated by the $\mathfrak{d}_{i}$ 's and the $\mathfrak{c}_{j}$ 's.
Definition 7.2. An algebra $B$ over a (not necessarily commutative) ring $A$ is defined to be an $A$-bimodule equipped with a multiplication map $B \otimes_{A} B \rightarrow B$ that is a bimodule homomorphism. The algebra $B$ is said to be generated by some of its elements if they generate $B$ under the $A$-bimodule structure and multiplication.

By this definition, we can consider $\mathrm{NHC}_{n}$ as a $\mathfrak{C}_{n}$ algebra generated by the $y_{i}$ 's and the $\mathfrak{d}_{i}$ 's. We introduce the following analogues to the polynomial representation of the classical NilHecke algebra:

Definition 7.3. The polynomial Clifford superalgebra is the $\mathfrak{C}_{n}$-algebra with generators and relations

$$
\operatorname{PolC}_{n}:=\left\langle y_{1}, \ldots, y_{n} \mid y_{i} y_{j}=y_{j} y_{i}, \quad y_{i} \mathfrak{c}_{j}=(-1)^{\delta_{i j}} \mathfrak{c}_{j} y_{i} \quad \forall i, j\right\rangle_{\mathfrak{C}_{n}}
$$

As a Clifford-analogue of the Demazure operator (see Definition 5.7), we define an even $k$-linear homomorphism $\mathfrak{d}_{i}$ on $\operatorname{Pol}_{n}$ by

$$
\begin{aligned}
\mathfrak{d}_{i}\left(y_{i}\right):=-1-\mathfrak{c}_{i} \mathfrak{c}_{i+1}, & \mathfrak{d}_{i}\left(y_{j}\right):=0 & \forall j \neq i, i+1, \\
\mathfrak{d}_{i}\left(y_{i+1}\right):=1-\mathfrak{c}_{i} \mathfrak{c}_{i+1}, & \mathfrak{d}_{i}\left(\mathfrak{c}_{j}\right):=0 & \forall j,
\end{aligned}
$$

such that $\mathfrak{d}_{i}$ is a $s_{i}$-derivation. This means that

$$
\mathfrak{d}_{i}(f g):=\mathfrak{d}_{i}(f) g+s_{i}(f) \mathfrak{d}_{i}(g) \quad \forall j \neq i, i+1
$$

where the symmetric group $S_{n}$ acts on Polf $_{n}$ by permuting the $y_{i}$ 's and $\mathfrak{c}_{j}$ 's independently.
Lemma 7.4. PolC $\mathfrak{C}_{n}$ is a free $\mathfrak{C}_{n}$-left module and a free $\mathfrak{C}_{n}$-right module. For both module structures, a basis is given by $\left\{y_{1}^{\alpha_{1}} \cdots y_{n}^{\alpha_{n}} \mid \alpha_{i} \in \mathbf{N}\right\}$. In particular, Pol $\mathfrak{C}_{n}$ has the same graded rank as left and as right $\mathfrak{C}_{n}$-module.

Proof. Take any monomial in $y_{i}$ 's and $\mathfrak{c}_{j}$ 's from Pol $\mathfrak{C}_{n}$. By the defining relation $y_{i} \mathfrak{c}_{j}=(-1)^{\delta_{i j}} \mathfrak{c}_{j} y_{i}$ of Pol $\mathfrak{C}_{n}$, we may slide all $\mathfrak{c}_{i}$ 's to the left (right), possible at the cost of introducing a sign when sliding them past $y_{i}$ 's with the same index. Furthermore, since the $y_{i}$ 's commute, we may sort powers of $y_{i}$ 's by their index. As a left (right) $\mathfrak{C}_{n}$-module, $\operatorname{Pol}_{n}$ thus is isomorphic to $\mathfrak{C}_{n} \otimes_{k} \operatorname{Pol}_{n}\left(\mathfrak{C}_{n} \otimes_{k} \operatorname{Pol}_{n}\right)$.

Lemma 7.5. The Clifford Demazure operator $\mathfrak{d}_{i}$ is indeed a well-defined operator. Furthermore, it is a right $\mathfrak{C}_{n}$-module homomorphism.

Proof. Well-definedness is shown by induction. Assume for element $f \in \operatorname{Pol}_{n}$ that $\mathfrak{d}_{i}(f)$ is independent of a presentation of minimal length of $f$ in the generators $y_{i}$ and $\mathfrak{c}_{j}$. The assertion than follows from showing $\mathfrak{d}_{i}$ is compatible with the commutator relations involving $y_{j}$ and $\mathfrak{c}_{j}$. Let w.l. o.g. $i=1$. For the commutativity of the $y$ 's,

$$
\begin{array}{rr}
\mathfrak{d}_{1}\left(y_{1} y_{2} f\right)=y_{1} y_{2} \mathfrak{d}_{1}(f)+\underbrace{=\left(-1-\mathfrak{c}_{1} \mathfrak{c}_{2}\right) y_{2}+y_{2}\left(1-\mathfrak{c}_{1} \mathfrak{c}_{2}\right)} \\
=0
\end{array} \quad \mathfrak{d}_{1}\left(y_{1} y_{2} y_{1} f\right)=y_{2} y_{1} \mathfrak{d}_{1}(f)+\underbrace{\mathfrak{d}_{1}\left(y_{2} y_{1}\right)}_{\substack{\mathfrak{d}_{1}\left(1-\mathfrak{c}_{1} \mathfrak{c}_{2}\right) y_{1}+y_{1}\left(-1-\mathfrak{c}_{1} \mathfrak{c}_{2}\right) \\
=0}} f ;
$$

hence $\mathfrak{d}_{1}\left(y_{1} y_{2} f\right)=\mathfrak{d}_{1}\left(y_{2} y_{1} f\right)$. For the relations involving $\mathfrak{c}$ 's and $y$ 's, one calculates for instance

$$
\begin{aligned}
\mathfrak{d}_{1}\left(\mathfrak{c}_{1} y_{1} f\right) & =\underbrace{\mathfrak{d}_{1}\left(\mathfrak{c}_{1} y_{1}\right)} f+\mathfrak{c}_{2} y_{2} \mathfrak{d}_{1}(f) & \begin{aligned}
\mathfrak{d}_{1}\left(\mathfrak{c}_{2} y_{1} f\right) & =\underbrace{}_{\substack{\mathfrak{d}_{1}\left(\mathfrak{c}_{2} y_{1}\right)}} \begin{array}{ll}
=\mathfrak{c}_{2}\left(-1-\mathfrak{c}_{1}\left(-\mathfrak{c}_{1} \mathfrak{c}_{2}\right)\right. \\
& =\mathfrak{c}_{1}\left(\mathfrak{c}_{2}\left(-1-\mathfrak{c}_{1} \mathfrak{c}_{2}\right)\right. \\
& =-\mathfrak{c}_{1}-\mathfrak{c}_{2} \\
& =-\left(-1-\mathfrak{c}_{2} \mathfrak{c}_{2} \mathfrak{c}_{2} \mathfrak{c}_{1} y_{2} \mathfrak{c}_{1}(f)\right.
\end{array}
\end{aligned} \overbrace{}^{=\left(-1-\mathfrak{c}_{1} \mathfrak{c}_{2}\right) \mathfrak{c}_{2}}
\end{aligned}
$$

hence $\left(\mathfrak{c}_{1} y_{1} f\right)=-\mathfrak{o}_{1}\left(y_{1} \mathfrak{c}_{1} f\right)$ and $\left(\mathfrak{c}_{2} y_{1} f\right)=-\mathfrak{o}_{1}\left(y_{1} \mathfrak{c}_{2} f\right)$. The calculations for $\mathfrak{o}_{1}\left(y_{2} \mathfrak{c} 1\right)=\mathfrak{o}_{1}\left(\mathfrak{c}_{2} y_{1}\right)$ and $\mathfrak{d}_{1}\left(\mathfrak{c}_{2} y_{2}\right)=-\mathfrak{d}_{1}\left(y_{2} \mathfrak{c}_{2}\right)$ are similar. $\mathfrak{d}_{i}$ is a right $\mathfrak{C}_{n}$-module homomorphism since $\mathfrak{d}_{i}\left(f \mathfrak{c}_{j}\right)=\mathfrak{d}_{i}(f) \mathfrak{c}_{j}+$ $s_{i}(f) \mathfrak{d}_{i}\left(\mathfrak{c}_{j}\right)=\mathfrak{d}_{i}(f) \mathfrak{c}_{j}$ for all $f \in \operatorname{Pol}_{n}$ and $1 \leq j \leq n$.

Lemma 7.6. The kernel $\operatorname{ker} \mathfrak{d}_{i}$ is a unitary $\mathfrak{C}_{n}$-subalgebra of PolC $\mathfrak{C}_{n}$ in the sense of Definition 7.2
Proof. A priori ker $\mathfrak{d}_{i}$ is just a $\mathfrak{C}_{n}$-submodule of Pol $\mathfrak{C}_{n}$. We have $\mathfrak{C}_{n} \subseteq \operatorname{ker} \mathfrak{d}_{i}$ by definition of $\mathfrak{d}_{i}$. Let $f, g \in \operatorname{ker} \mathfrak{d}_{i}$. Since $\mathfrak{d}_{i}$ is a $s_{i}$-derivation by definition, we have $\mathfrak{d}_{i}(f g)=\mathfrak{d}(f) g+s_{i}(f) \mathfrak{d}_{i}(g)=0$. Hence $\operatorname{ker} \mathfrak{d}_{i}$ is multiplicatively closed.

Lemma 7.7. (i) $\mathrm{PolC}_{n}$ is a representation of the NilHecke Clifford superalgebra.
(ii) There is a vector space isomorphism $\operatorname{ker} \mathfrak{d}_{i} \cong \operatorname{im} \mathfrak{d}_{i}$. This endows im $\mathfrak{d}_{i}$ with a $\mathfrak{C}_{n}$-algebra structure. Since $\operatorname{im} \mathfrak{d}_{i} \subseteq \operatorname{ker} \mathfrak{d}_{i}$, this is an equality.

Proof. (i) We have to check that the Clifford Demazure operators satisfy the defining relations from Definition 7.1 It is immediate from the definition of $\mathfrak{d}_{i}$ that the relations 7.1) are satisfied, so we show that the $\mathfrak{d}_{i}$ 's satisfy 7.2 :
$\mathfrak{d}_{i}^{2}(f)=0$ : Assume that the statement has been proven for $f \in$ Pol $_{n}$. it follows from

$$
\begin{aligned}
\mathfrak{d}_{1}^{2}(f g) & =\mathfrak{d}_{i}\left(\mathfrak{d}_{i}(f) g+s_{i}(f) \mathfrak{d}_{i}(g)\right) \\
& =s_{i}\left(\mathfrak{d}_{i}(f)\right) \mathfrak{d}_{i}(g)+\mathfrak{d}_{i}\left(s_{i} f\right) \mathfrak{d}_{i}(g)
\end{aligned}
$$

that it suffices to show that $s_{i} \mathfrak{d}_{i}=-\mathfrak{d}_{i} s_{i}$. Assume that $s_{i} \mathfrak{d}_{i}(f)=-\mathfrak{d}_{i}\left(s_{i} f\right)$. We need to show that $s_{i} \mathfrak{d}_{i}\left(y_{j} f\right)=-\mathfrak{d}_{i}\left(s_{i}\left(y_{j} f\right)\right)$, which is obvious for $j \neq i$. For $j=i, i+1$ one calculates

$$
\begin{aligned}
s_{i} \mathfrak{d}_{i}\left(y_{i} f\right) & =s_{i}\left[\left(-1-\mathfrak{c}_{i} \mathfrak{c}_{i+1}\right) f+y_{i+1} \mathfrak{d}_{i} f\right] \\
& \stackrel{*}{=}\left(-1+\mathfrak{c}_{i} \mathfrak{c}_{i+1}\right) s_{i} f-y_{i+1} \mathfrak{d}_{i} s_{i} f \\
& =-\mathfrak{d}_{i}\left(y_{i+1} s_{i} f\right),
\end{aligned}
$$

with the induction hypothesis applied in $*$. The calculation for $j=i+1$ is similar.
$\mathfrak{d}_{i} \mathfrak{d}_{j}(f)=\mathfrak{d}_{j} \mathfrak{d}_{i}(f)$ for $|i-j|>1$ : Clear from the definition of $\mathfrak{d}_{i}$.
$\mathfrak{d}_{i} \mathfrak{d}_{i+1} \mathfrak{d}_{i}(f)=\mathfrak{d}_{i+1} \mathfrak{d}_{i} \mathfrak{d}_{i+1}(f):$ Assume that the statement has been proven for $f \in \operatorname{Pol} \mathfrak{C}_{n}$. It is clear that the statement then also holds true for $\mathfrak{c}_{j} f \forall j$ and for $y_{j} f \forall j \neq i, i+1, i+2$. For these cases, let w.l.o.g. $i=1$. We compute:

$$
\begin{aligned}
\mathfrak{d}_{1} \mathfrak{d}_{2} \mathfrak{d}_{1}\left(y_{1} f\right) & \left.=\mathfrak{d}_{1} \mathfrak{d}_{2}\left(-1-\mathfrak{c}_{1} \mathfrak{c}_{2}\right) f+y_{2} \mathfrak{d}_{2} f\right) \\
& =\mathfrak{d}_{1}\left(\left(-1-\mathfrak{c}_{1} \mathfrak{c}_{3}\right) \mathfrak{d}_{2} f+\left(-1-\mathfrak{c}_{2} \mathfrak{c}_{3}\right) \mathfrak{d}_{1} f+y_{3} \mathfrak{d}_{2} \mathfrak{d}_{1} f\right) \\
& =\left(-1-\mathfrak{c}_{2} \mathfrak{c}_{3}\right) \mathfrak{d}_{1} \mathfrak{d}_{2} f+y_{3} \mathfrak{d}_{1} \mathfrak{d}_{2} \mathfrak{d}_{1} f
\end{aligned}
$$

$$
\begin{aligned}
& \stackrel{*}{=} \mathfrak{d}_{2}\left(\left(-1-\mathfrak{c}_{1} \mathfrak{c}_{2}\right) \mathfrak{d}_{2} f+y_{2} \mathfrak{d}_{1} \mathfrak{d}_{2} f\right) \\
& =\mathfrak{d}_{2} \mathfrak{d}_{1}\left(y_{1} \mathfrak{d}_{2} f\right) \\
& =\mathfrak{d}_{2} \mathfrak{d}_{1} \mathfrak{d}_{2}\left(y_{1} f\right) ; \\
\mathfrak{d}_{1} \mathfrak{d}_{2} \mathfrak{d}_{1}\left(y_{2} f\right) & =\mathfrak{d}_{1} \mathfrak{d}_{2}\left(\left(-1-\mathfrak{c}_{1} \mathfrak{c}_{2}\right) f+y_{1} \mathfrak{d}_{1} f\right) \\
& =\mathfrak{d}_{1}\left(\left(1-\mathfrak{c}_{1} \mathfrak{c}_{3}\right) \mathfrak{d}_{2} f+y_{1} \mathfrak{d}_{2} \mathfrak{d}_{1} f\right) \\
& =\left(-1-\mathfrak{c}_{2} \mathfrak{c}_{3}\right) \mathfrak{d}_{1} \mathfrak{d}_{2} f+\left(-1-\mathfrak{c}_{1} \mathfrak{c}_{2}\right) \mathfrak{d}_{2} \mathfrak{d}_{1} f+y_{2} \mathfrak{d}_{1} \mathfrak{d}_{2} \mathfrak{d}_{1} f \\
& \stackrel{*}{=} \mathfrak{d}_{2}\left(\left(-1-\mathfrak{c}_{1} \mathfrak{c}_{3}\right) \mathfrak{d}_{1}+y_{3} \mathfrak{d}_{1} \mathfrak{d}_{2} f\right) \\
& =\mathfrak{d}_{2} \mathfrak{d}_{1}\left(\left(-1-\mathfrak{c}_{2} \mathfrak{c}_{3}\right) f+y_{3} \mathfrak{d}_{2} f\right) \\
& =\mathfrak{d}_{2} \mathfrak{d}_{1} \mathfrak{d}_{2}\left(y_{2} f\right) ; \\
\mathfrak{d}_{1} \mathfrak{d}_{2} \mathfrak{d}_{1}\left(y_{3} f\right) & =\mathfrak{d}_{1} \mathfrak{d}_{2}\left(y_{3} \mathfrak{d}_{1} f\right) \\
& =\mathfrak{d}_{1}\left(\left(1-\mathfrak{c}_{2} \mathfrak{c}_{3}\right) \mathfrak{d}_{1} f+y_{2} \mathfrak{d}_{2} \mathfrak{d}_{1} f\right) \\
& =\left(1-\mathfrak{c}_{1} \mathfrak{c}_{2}\right) \mathfrak{d}_{2} \mathfrak{d}_{1} f+y_{1} \mathfrak{d}_{1} \mathfrak{d}_{2} \mathfrak{d}_{1} f \\
& \stackrel{*}{=} \mathfrak{d}_{2}\left(\left(1-\mathfrak{c}_{1} \mathfrak{c}_{3}\right) f+\left(1-\mathfrak{c}_{1} \mathfrak{c}_{2}\right) \mathfrak{d}_{2} f+y_{1} \mathfrak{d}_{1} \mathfrak{d}_{2} f\right) \\
& =\mathfrak{d}_{2} \mathfrak{d}_{1}\left(\left(1-\mathfrak{c}_{2} \mathfrak{c}_{3}\right) f+y_{2} \mathfrak{d}_{2} f\right) \\
& =\mathfrak{d}_{2} \mathfrak{d}_{1} \mathfrak{d}_{2}\left(y_{3} f\right) ;
\end{aligned}
$$

with the induction hypothesis applied in $*$.
(ii) Since $\mathfrak{d}_{i}^{2}=0$ we may view ( $\operatorname{Pol}_{n}, \mathfrak{d}_{i}$ ) as a chain complex of $\mathfrak{C}_{n}$-right modules by its polynomial grading in the $y_{i}$ 's. We show that Pol $\mathfrak{C}_{n}$ then is contractible by the chain homotopy

$$
h_{k}:\left(\operatorname{Pol}_{n}\right)_{k} \rightarrow\left(\operatorname{Pol}_{n}\right)_{k+1}, f \mapsto \begin{cases}\frac{1}{2}\left(-1-\mathfrak{c}_{i} \mathfrak{c}_{i+1}\right) y_{i} f & \text { if } 2 \mid k, \\ \frac{1}{2}\left(+1-\mathfrak{c}_{i} \mathfrak{c}_{i+1}\right) y_{i+1} f & \text { if } 2 \nmid k\end{cases}
$$

Assume $2 \mid \operatorname{deg} f$.

$$
\begin{aligned}
& h_{k-1}\left(\mathfrak{d}_{i} f\right)+\mathfrak{d}_{i} h_{k}(f) \\
= & \frac{1}{2}\left(1-\mathfrak{c}_{i} \mathfrak{c}_{i+1}\right) y_{i+1}\left(\mathfrak{d}_{i} f\right)+\frac{1}{2} \mathfrak{d}_{i}\left(\left(-1-\mathfrak{c}_{i} \mathfrak{c}_{i+1}\right) y_{i} f\right) \\
= & \frac{1}{2}\left(1-\mathfrak{c}_{i} \mathfrak{c}_{i+1}\right) y_{i+1}\left(\mathfrak{d}_{i} f\right)+\frac{1}{2}\left(-1+\mathfrak{c}_{i} \mathfrak{c}_{i+1}\right)\left[\left(-1-\mathfrak{c}_{i} \mathfrak{c}_{i+1}\right) f+y_{i+1} \mathfrak{d}_{i}(f)\right] \\
= & \frac{1}{2}[\underbrace{\left(1-\mathfrak{c}_{i} \mathfrak{c}_{i+1}\right)+\left(-1+\mathfrak{c}_{1} \mathfrak{c}_{i+1}\right)}_{0}] y_{i+1} \mathfrak{d}_{i}(f)+\underbrace{\frac{1}{2}\left(-1+\mathfrak{c}_{1} \mathfrak{c}_{i+1}\right)\left(-1-\mathfrak{c}_{i} \mathfrak{c}_{i+1}\right)}_{1} f .
\end{aligned}
$$

The computation is similar if $2 \nmid \operatorname{deg} f$. This shows that $h_{*}$ indeed is a contracting chain homotopy id $\sim 0$. In particular, the chain complex $\left(\operatorname{PolC}_{n}\right)_{*}$ is acyclic, i. e. $\operatorname{ker}\left(\left.\mathfrak{d}_{i}\right|_{\left(\operatorname{PolC}_{n}\right)_{k}}\right) / \operatorname{im}\left(\left.\mathfrak{d}_{i}\right|_{\left(\operatorname{PolC}_{n}\right)_{k+1}}\right)=$ 0 . This shows the assertion.

We shall show in Lemma 8.22 independently from the following results that the representation PolC $\mathfrak{C}_{n}$ of $\mathrm{NH}_{n}$ is faithful.

### 7.2. Quiver Hecke superalgebra

We now want to recall from [KKT16, §3] the definition of a super-algebraic analogue of the KLR-algebra.
Definition 7.8. A generalised Cartan matrix on $I$ is a matrix $C=\left(-d_{i j}\right) \in \mathbf{Z}^{I \times I}$ such that
(i) $-d_{i i}=2$ for all $i \in I$,
(ii) $-d_{i j} \leq 0$ for distinct $i, j \in I$,
(iii) $-d_{i j}=0$ if and only if $-d_{j i}=0$, and
(iv) $2 \mid d_{i, j}$ if $i \in I_{\text {odd }}$.

We define a $\mathbf{Z}$-valued bilinear form on $\mathbf{N}[I]$ by $\langle i, j\rangle:=-d_{i j}$. Equivalently, we may describe the same datum by a graph $\Gamma$ with vertex set $I$ and $d_{i j}$ directed edges from $i$ to $j$ for $i \neq j$, called the Coxeter graph of the Cartan matrix. For distinct indices $i, j$ we thus write $i-j$ if $d_{i j} \neq 0$ and $i \neq j$ if $-d_{i j}=0$.

For the remainder of this section let $C \in \mathbf{Z}^{I \times I}$ be a symmetrisable generalised Cartan matrix. For each edge $i-j$ of the Coxeter graph $\Gamma$ fix an orientation. We write $i \rightarrow j$ if the edge is oriented from $i$ to $j$.

Definition $7.9\left(\tilde{\mathrm{H}}_{n}(C)\right.$, algebraically) KKT16, §3]. The quiver Hecke superalgebra $\tilde{\mathrm{H}}_{n}(C)$ is the $k$-linear supercategory with objects $\nu \in I^{n}$, their identities $1_{\nu}$, as well as generating morphisms $x_{k, \nu}: \nu \rightarrow \nu$ for $1 \leq k \leq n$ and $\tau_{k, \nu}: \nu \rightarrow s_{k}(\nu)$ for $1 \leq k n$. Morphisms are equipped with the parities $\left|x_{k, \nu}\right|:=\left|\nu_{k}\right|$ and $\left|\tau_{k, \nu}\right|:=\left|\nu_{k}\right|\left|\nu_{k+1}\right|$. Composition is subject to the following relations:

$$
\begin{align*}
& x_{k, \nu} x_{l, \nu}= \begin{cases}(-1)^{\left|\nu_{k}\right|\left|\nu_{l}\right|} x_{k, \nu} x_{l, \nu} & \text { if } \nu_{k} \neq \nu_{l} \\
x_{k, \nu} x_{l, \nu} & \text { if } \nu_{k}=\nu_{l}\end{cases}  \tag{7.3}\\
& \tau_{k, s_{i} \nu} \tau_{l, \nu}=(-1)^{\left|\nu_{k}\right|\left|\nu_{l}\right|} \tau_{l, \nu} \tau_{k, \nu} \quad \text { for } i-j>1  \tag{7.4}\\
& \tau_{k, s_{k} \nu} \tau_{k, \nu}= \begin{cases}0 & \text { if } \nu_{i}=\nu_{j} \\
1_{\nu} & \text { if } \nu_{k} \neq \nu_{k+1}\end{cases}  \tag{7.5}\\
& \quad \begin{cases}0 & \text { if } l \notin\{k, k+1\} \text { or } \nu_{k} \neq \nu_{k+1}\end{cases} \\
& \tau_{k, \nu} x_{l, \nu}-(-1)^{\left|\nu_{k}\right|\left|\nu_{k+1}\right|\left|\nu_{l}\right|} \cdot x_{s_{k}(l), \nu} \tau_{k, \nu}=\left\{\begin{array}{l}
0 \\
1_{\nu} \\
-1_{\nu}
\end{array}\right.  \tag{7.6}\\
& \text { if } l=k \\
& \text { if } l=k+1 \\
& \tau_{k, \nu} \tau_{k+1, \nu} \tau_{k, \nu}-\tau_{k+1, \nu} \tau_{k, \nu} \tau_{k+1, \nu}= \begin{cases}t_{\nu_{k}, \nu_{k+1}} 1_{\nu} & \text { if } \nu_{k}=\nu_{k+2} \text { and } \nu_{k}-\nu_{k+1} \\
0 & \text { otherwise }\end{cases} \tag{7.7}
\end{align*}
$$

If $I_{\text {odd }}=\emptyset$, this definition just gives the ordinary quiver Hecke algebra from KL09 Rou08.
In the non-super case, there is a handy graphical calculus for the NilHecke algebra, developed in KL09, KL11. We suggest the following altered diagrammatic definition for the super-setting:

Definition 7.10. By a string diagram with $n$ strands we understand $n$ continuous paths $\phi_{k}:[0,1] \hookrightarrow \mathbf{R} \times[0,1]$ in a strip, $1 \leq k \leq n$, subject to the following conditions:
(i) Each path starts in $\mathbf{N} \times\{0\}$ and ends in $\mathbf{N} \times\{1\}$.
(ii) The projection of any path to the second coordinate is strictly monotonically increasing.
(iii) By their endpoints, the strands constitute a self-bijection of the natural numbers $\{1, \ldots, n\}$.
(iv) Strands may intersect; however, there must not be any intersections of more than two strands in one point.

A string diagram is defined up to isotopy. Strings in a diagram may be endowed with certain point-like decorations; these are required not to lie on the crossings, and their positions are also specified only up to isotopy. In the super-setting, we endow critical points (such as crossings) and decorations with parities. The remarks in Section 6.3 apply. We count strands at the bottom from the left: the $k$-th strand is the one that starts at $k \times\{0\}$.
Definition 7.11 ( $\tilde{\mathrm{H}}_{n}(C)$, diagrammatically). With the same set-up as in Definition 7.9 let $\tilde{\mathrm{H}}_{n}(C)$ be the $k$-linear supercategory with

- objects: sequences $\nu \in I^{n}$
- morphisms: if $\nu^{\prime}$ is not permutation of $\nu, \operatorname{Hom}\left(\nu, \nu^{\prime}\right)$ is the zero space. Otherwise, it consists of formal linear combinations of string diagrams on $n$ strands which connect identical entries of $\nu$ and $\nu^{\prime}$. We say that the $k$-th strand is labelled by $\nu_{k}$ and usually write its label below the strand. Strings may be decorated by an arbitrary non-negative number of dots, distant from the crossings.
- parities: The dots $x_{k, \nu}:=\boldsymbol{\phi}_{\nu_{k}}$ and crossings $\tau_{k, \nu}:={ }_{\nu_{k}} X_{\nu_{k+1}}$ have parities $\left|\boldsymbol{\phi}_{\nu_{k}}\right|:=\left|\nu_{k}\right|$ and $\left.\right|_{\nu_{k}} X_{\nu_{k+1}}\left|:=\left|\nu_{k}\right|\right| \nu_{k+1} \mid$. The explanations from Section 6.3 about vertical positioning apply here.
- composition: given by vertically stacking diagrams, subject to the following local relations:

0

$$
\begin{align*}
& \text { if } i \neq j \\
& \text { if } i=j \tag{7.8}
\end{align*}
$$



It is clear that both definitions of $\tilde{\mathrm{H}}_{n}(C)$ define the same category.
Remark 7.12. The diagrammatic definition of $\tilde{\mathrm{H}}_{n}(C)$ makes it clear that there is an embedding of the quiver Hecke superalgebra into Brundan's diagrammatic super Kac-Moody 2-category BE17b by adding an arrow tip pointing upwards to every string.

### 7.3. Quiver Hecke Clifford superalgebra

It turns out to be advantageous for calculations to adjoin odd generators for all odd indices $i \in I_{\text {odd }}$ rather than to endow the $x_{i}$ 's with a super grading themselves. This is captured by the following definition from KKT16, where we propose a diagrammatic calculus based on the one for $\tilde{\mathrm{H}}_{n}(C)$.

Definition $7.13\left(\mathrm{He}_{n}(C)\right.$, diagrammatically). With the same data as above, the quiver Hecke Clifford superalgebra $\mathrm{HC}_{n}(C)$ is the supercategory with the same objects $\nu \in I^{n}$ as $\tilde{\mathrm{H}}_{n}(C)$ and $\mathrm{H}_{n}(C)$, the even generators $y_{i k, \nu}=\boldsymbol{\phi}_{\nu_{k}}, \sigma_{k, \nu}={ }_{\nu_{k}} \mathscr{X}_{\nu_{k+1}}$ the odd generator $\mathfrak{c}_{k, \nu}=\hat{\psi}_{\nu_{k}}$, subject to the relations $\mathfrak{c}_{k, \nu}=0$ if $\left|\nu_{k}\right|=0, \S_{i}=\left.\right|_{i}$, the commutativity relations $\downarrow=-\S_{i},{ }_{i} \downarrow \cdots \varphi_{j}=-_{i} \uparrow \cdots \downarrow_{j},{ }_{i} \downarrow \cdots \uparrow_{j}={ }_{i} \uparrow \cdots \downarrow_{j}$ and the following relations for the interaction with the crossing:

if $i \neq j$
if $i=j$

if $i \neq j$ $-\mid-\{\quad\{\quad$ if $i=j$

$$
\begin{equation*}
\forall i, j \tag{7.14}
\end{equation*}
$$




For every odd index $\mathrm{HC}_{n}(C)$ contains a copy of $\mathrm{NHC}_{n}$.
Lemma 7.14. There is an embedding

$$
\begin{aligned}
\iota: \tilde{\mathrm{H}}_{n}(C) & \hookrightarrow \mathrm{H}_{n}(C), \\
x_{k, \nu} & \mapsto\left(\mathfrak{c}_{k, \nu}\right)^{\left|\nu_{k}\right|} y_{k, \nu} \\
\tau_{k, \nu} & \mapsto \gamma_{\nu_{k}, \nu_{k+1}}\left(\mathfrak{c}_{k, \nu}-\mathfrak{c}_{k+1, \nu}\right)^{\left|\nu_{k}\right|\left|\nu_{k+1}\right|} \sigma_{k, \nu}
\end{aligned}
$$

with factors $\gamma_{i, j}$ such that $\gamma_{i, j}=1$ if at least one index is even, $\gamma_{i, i}=\frac{1}{2}$ if $i$ is odd and $\gamma_{i, j} \gamma_{j, i}=-\frac{1}{2}$ otherwise.

Proof. We verify the well-definedness of this map and refer to KKT16 thm. 3.3] for injectivity. We have to check:
${ }_{i} \chi_{\bullet} \pm{ }_{i} \chi_{j}$ : If both indices $i$ and $j$ are even, domain and codomain locally reduce to the ordinary KLR-algebra; hence nothing remains to prove. Let us thus assume that both $i$ and $j$ are odd indices.

$$
=\frac{1}{\gamma_{i j}} \iota\left(c_{i} \iota\left(\tau_{i, \nu} x_{k+1, \nu}+\tau_{i, \nu} x_{k+1, \nu}\right)\right.
$$

by (7.14). If $i \neq j$, then (7.12) asserts that we can slide all diamonds across the crossing. By the commutativity relations for $\phi$ 's and $\&$ 's we obtain for $i \neq j$ :

$$
\begin{aligned}
& =\left(-\sum_{i}+\sum_{i}^{5}\right)+\left(\sum_{i}^{5}-0_{i}^{5}\right) \\
& =0 .
\end{aligned}
$$

If instead $i=j$, we obtain from 7.12 :

$$
\begin{aligned}
& =\left.\left.\left.2\right|_{i}\right|_{i}\right|_{i}
\end{aligned}
$$

The computation for ${ }_{i} \chi_{j}+{ }_{i}{ }_{j}$ is similar.
${ }_{i} \chi_{j}$ : If $i=j$ this is immediate. For $i \neq j$ nothing remains to prove if one index is even, so assume

since we may drag white diamons across crossings by 7.14 . If $i \not f j$, this equals $-2_{i}| |_{j}$ since we may resolve the double crossings by 7.15 . If $i-j$, we calculate

$$
\begin{aligned}
& \overbrace{i}^{2}=\left.\left.(-1)^{\frac{d_{i j}}{2}} t_{i j} \cdot\right|_{i} ^{d_{i j}}\right|_{j}+\left.\left.(-1)^{\frac{d_{j i}}{2}} t_{j i} \cdot\right|_{i}\right|_{j} ^{d_{j i}} \\
& =t_{i j} \cdot\left(\left.\{ )_{i}^{d_{i j}}\right|_{j}+\left.t_{j i} \cdot\right|_{i} \underset{j}{(\hat{q})^{d_{j i}}}\right. \\
& =\iota\left(\left.t_{i j} \cdot \bullet_{i}^{d_{i j}}\right|_{j}+\left.t_{j i} \cdot\right|_{i} \oint_{j}^{d_{i j}}\right) .
\end{aligned}
$$

$X-X:$ For the braid relation, we resort to an "algebraic" rather than diagrammatic calculation. We assume w.l.o.g. that $k=1$. The braid relation then follows from the computation

$$
\begin{aligned}
& \tau_{1} \tau_{2} \tau_{1, \nu} \\
= & \left(\mathfrak{c}_{1}-\mathfrak{c}_{2}\right)^{\left|s_{2} s_{1}(\nu)_{1}\right|\left|s_{2} s_{1}(\nu)_{2}\right|} \sigma_{1}\left(\mathfrak{c}_{2}-\mathfrak{c}_{3}\right)^{\left|s_{1}(\nu)_{2}\right|\left|s_{1}(\nu)_{3}\right|} \sigma_{2}\left(\mathfrak{c}_{1}-\mathfrak{c}_{2}\right)^{\left|\nu_{1}\right|\left|\nu_{2}\right|} \sigma_{1, \nu} \\
= & \left(\mathfrak{c}_{1}-\mathfrak{c}_{2}\right)^{\left|\nu_{1}\right|\left|\nu_{2}\right|}\left(\mathfrak{c}_{1}-\mathfrak{c}_{3}\right)^{\left|\nu_{1}\right|\left|\nu_{3}\right|}\left(\mathfrak{c}_{2}-\mathfrak{c}_{3}\right)^{\left|\nu_{2}\right|\left|\nu_{3}\right|} \sigma_{1} \sigma_{2} \sigma_{1, \nu} \\
\stackrel{*}{=} & \left(\mathfrak{c}_{2}-\mathfrak{c}_{3}\right)^{\left|\nu_{2}\right|\left|\nu_{3}\right|}\left(\mathfrak{c}_{1}-\mathfrak{c}_{3}\right)^{\left|\nu_{1}\right|\left|\nu_{3}\right|}\left(\mathfrak{c}_{1}-\mathfrak{c}_{2}\right)^{\left|\nu_{1}\right|\left|\nu_{2}\right|} \sigma_{2} \sigma_{1} \sigma_{2, \nu} \\
= & \left(\mathfrak{c}_{2}-\mathfrak{c}_{3}\right)^{\left|s_{1} s_{2}(\nu)_{2}\right|\left|s_{1} s_{2}(\nu)_{3}\right|} \sigma_{2}\left(\mathfrak{c}_{1}-\mathfrak{c}_{2}\right)^{\left|s_{2}(\nu)_{1}\right|\left|s_{2}(\nu)_{2}\right|} \sigma_{1}\left(\mathfrak{c}_{2}-\mathfrak{c}_{3}\right)^{\left|\nu_{2}\right|\left|\nu_{3}\right|} \sigma_{2, \nu} \\
= & \tau_{2} \tau_{1} \tau_{2, \nu}
\end{aligned}
$$

The equation $*$ is clear if at least one index is even and is verified by multiplying out the $\mathfrak{c}_{k}$ 's if every index is odd.
For injectivity see KKT16, thm. 3.3].

### 7.4. Faithful polynomial representation

In the vein of the representation $\mathrm{Polf}_{n}$ of the NilHecke Clifford algebra $\mathrm{NHC}_{n}$ defined in Lemma 7.14 we define polynomial representation of the quiver Hecke Clifford algebra $\mathrm{NHf}_{n}(C)$.
Definition 7.15. Let $\operatorname{Pol} \mathfrak{C}_{n}(C)$ be the $k$-linear supercategory with

- objects: the free $k$-super vector spaces Pole $\mathfrak{C}_{\nu}:=k\left[y_{1, \nu}, \ldots, y_{n, \nu}, \mathfrak{c}_{1, \nu}, \ldots, \mathfrak{c}_{n, \nu}\right]$, indexed by sequences $\nu \in I^{n}$. The $y_{k, \nu}$ 's and $\mathfrak{c}_{k, \nu}$ have the same parities and satisfy the same relations as in Definition 7.13
- morphisms: super vector space homomorphisms.
$\operatorname{Pol}_{n}(C)$ has a full subcategory $\operatorname{Pol} \mathfrak{C}(\nu)$ with objects $\left\{\operatorname{Pol}_{\nu^{\prime}} \mid \nu^{\prime} \in S_{n} . \nu\right\}$. We may regard $\operatorname{Pol}_{n}(C)$ as a free $k$-super vector space by taking the direct sum of its objects.

The quiver Hecke Clifford superalgebra $\mathrm{Hf}_{n}(C)$ then can also be understood in terms of linear algebra by realising it as the following algebra of endomorphisms:
Proposition 7.16. $\mathrm{H} \mathfrak{C}(\nu)$ acts faithfully on $\operatorname{Pol} \mathfrak{C}(\nu)$, where $y_{k, \nu}$ and $\mathfrak{c}_{k, \nu}$ act by multiplication and $\sigma_{k, \nu}$ acts by

$$
\begin{cases}s_{k} & \text { if } \nu_{k} \nrightarrow \nu_{k+1} \text { or } \nu_{k} \leftarrow \nu_{k+1}  \tag{7.17}\\ \mathfrak{d}_{k} & \text { if } \nu_{k}=\nu_{k+1} \\ \left(t_{\nu_{k}, \nu_{k+1}}\left(\mathfrak{c}_{k, \nu} y_{k, \nu}\right)^{d_{\nu_{k}, \nu_{k+1}}+}\right. & \text { if } \nu_{k} \rightarrow \nu_{k+1} \\ \quad+t_{\nu_{k+1}, \nu_{k}}\left(\mathfrak{c}_{k+1, \nu} y_{k+1, \nu}\right)^{\left.d_{\nu_{k+1}, \nu_{k}}\right) s_{k}} & \end{cases}
$$

Proof. In the non-super case, a similar faithful representation of the quiver Hecke algebra was proven in [KL09, §2.3]. Our Clifford-analogue only necessitates minor alterations.
—Spanning set: As a vector space, $\mathrm{HC}_{n}(\nu)$ is isomorphic to a direct sum $\bigoplus_{\mu, \mu^{\prime} \in S_{n} . \nu}\left(\mu^{\prime} \mathrm{H} \mathfrak{C}_{\mu}\right)$ of subspaces, where $\mu^{\prime} \mathrm{Hf}_{\mu}$ is given by diagrams connecting the bottom sequence $\mu$ with the top sequence $\nu$. Let $\mu^{\prime} S_{\mu} \leq S_{n}$ be the subgroup of permutations that map $\mu$ to $\mu^{\prime}$ :

$$
\mu^{\prime} S_{\mu} \leq S_{n}=\left\{w \in S_{n} \mid \mu_{w(k)}=\mu_{k}^{\prime}\right\} .
$$

Given a diagram of ${ }_{\mu^{\prime}} \mathrm{HC}_{\mu}$, assume there are two strands intersecting more than once. By the relation (7.15) it can be replaced by a linear combination of diagrams with fewer crossings, possibly decorated with more diamonds. Diamonds can be slid across crossings by 7.12 7.14), possibly at the cost of introducing summands with less crossings, and past other diamonds, possibly introducing signs.

The vector space ${ }_{\mu^{\prime}} \mathrm{HC}_{\mu}$ thus is spanned by diagrams with any two strands intersecting at most once, all black diamonds below all crossings and all white diamonds below the black ones, with at most one white diamond per strand. The white ones may be arranged descending to the right. A typical diagram in this spanning set looks like the following:


This spanning set can be written as

$$
\begin{align*}
\mu^{\prime} \mathrm{B} \mathfrak{C}_{\mu} & =\left\{\tau_{\pi, \mu} y_{\mu}^{\boldsymbol{\alpha}} \mathfrak{c}_{\mu}^{\boldsymbol{\beta}}\right\} \\
& =\left\{\tau_{\pi, \mu^{\prime}}^{\left.\alpha_{1, \mu}^{\alpha_{1}} \cdots y_{n, \mu}^{\alpha_{n}} \mathfrak{c}_{1, \mu}^{\beta_{1}} \cdots \mathfrak{c}_{n, \mu}^{\beta_{n}}\right\}}\right. \tag{7.18}
\end{align*}
$$

where $\pi$ is a reduced expression for an element of ${ }_{\mu^{\prime}} S_{\mu}, \mu$ and $\mu^{\prime}$ are permutations of $\nu, \boldsymbol{\alpha} \in \mathbf{N}^{n}, \boldsymbol{\beta} \in\{0,1\}^{n}$ are multiindices and $\mathfrak{c}_{\mu}^{\boldsymbol{\beta}}$ is an ordered monomial. Choose a complete order $\leq$ on $I$ such that $i<j$ whenever there is an edge $i \rightarrow j$. This order induces a lexicographic order on $I^{n}$. We show by induction on $\mu$ w.r.t. this order on $I^{n}$ that $\mu^{\prime} \mathrm{BC}_{\mu}$ is a $k$-basis on which $\mathrm{HC}(\nu)$ acts faithfully.
-Base of induction: Let $n_{i}$ be the number of entries $i$ in $\nu$. Let

$$
\mu=(\underbrace{i_{1}, \ldots, i_{1}}_{n_{1}}, \underbrace{i_{2}, \ldots}_{n_{2}}, \ldots)
$$

such that $i_{1}<i_{2}<\cdots$. The tuple $\mu$ then is the lowest element in the orbit $S_{n} . \nu$ w.r.t. the order $\leq$. We may write a permutation $w \in{ }_{\nu^{\prime}} S_{\nu}$ as $w=w_{2} w_{1}$ where $w_{2} \in S_{n_{1}} \times S_{n_{2}} \times \cdots$ only permutes the $i_{1}, i_{2}$ etc. independently, and $w_{2}$ is of minimal length, i.e. does not interchange identical labels and interchanges distinct labels at most once. The spanning set thus can be written as

$$
\nu^{\prime} \mathrm{BC}_{\nu}=\left\{\mathfrak{d}_{w_{2}, \mu} \mathfrak{d}_{w_{1}, \mu} y_{\mu}^{\boldsymbol{\alpha}} \mathfrak{c}_{\mu}^{\boldsymbol{\beta}}\right\}
$$

We want to check that these elements act linearly independently on $\operatorname{PolC}(\nu)$.

- The terms $y_{\mu}^{\boldsymbol{\alpha}} \mathfrak{c}_{\mu}^{\boldsymbol{\beta}}$ take $y_{\mu}^{\boldsymbol{\alpha}^{\prime}} \mathfrak{c}_{\mu}^{\boldsymbol{\beta}^{\prime}}$ to $\pm y_{\mu}^{\boldsymbol{\alpha}+\boldsymbol{\alpha}^{\prime}} \mathfrak{c}_{\mu}^{\boldsymbol{\beta}+\boldsymbol{\beta}^{\prime}}$.
- Since $w_{1}$ permutes strands with distinct labels ordered increasingly, $\mathfrak{d}_{w_{1}, \mu}$ acts by a permutation.
- Since $w_{2} \in S_{n_{1}} \times \cdots \times S_{n_{m}}$ is a permutation which only permutes identically labelled strands, $\mathfrak{d}_{w_{2}, \nu}$ is contained in the product $\mathrm{NCC}_{n_{1}} \times \mathrm{NCC}_{n_{2}} \times \cdots \times \mathrm{NCC}_{n_{m}}$. We shall prove in Lemma 8.22 that the action of $\mathrm{NCC}_{n}$ on polynomials is faithful.
-Induction step: It suffices to show that if $\mu_{\mu^{\prime}} \mathrm{BC}_{\mu}$ is linearly independent, then $s_{k}\left(\mu^{\prime}\right) \mathrm{BC}_{\mu}$ is linearly independent for $\mu_{k}^{\prime}, \mu_{k+1}^{\prime}$ distinct and connected, for otherwise $s_{k}\left(\mu^{\prime}\right) \mathrm{BC}_{\mu}$ maps bijectively to $\mu^{\prime} \mathrm{B} \mathfrak{C}_{\mu}$ by $\mathfrak{d}_{k, \mu^{\prime}}$. The multiplication map $\left(\sigma_{k} \cdot\right): s_{k}\left(\mu^{\prime}\right) \mathrm{B} \mathfrak{C}_{\nu} \hookrightarrow \mu^{\prime} \mathrm{BC}_{\mu}$ is seen to be injective by the same argumentation as in KL09]:

Let $\mu^{\prime} \mathrm{BC}_{\mu}$ be endowed with a partial order $\prec$ such that if we assign to an element $\mathfrak{d}_{w, \mu} y_{\mu}^{\boldsymbol{\alpha}} \mathfrak{c}_{\mu}^{\boldsymbol{\beta}}$ of the spanning set the tuple $(\ell(w), \boldsymbol{\alpha}, \boldsymbol{\beta})$, the order $\prec$ coincides with the lexicographic ordering on these tuples. Define a map

$$
\begin{array}{rll}
\varsigma: s_{k}\left(\mu^{\prime}\right) \\
\mathrm{B} \mathfrak{C}_{\mu} & \rightarrow \mu_{\mu^{\prime}} \mathrm{B}_{\mu} &  \tag{7.19}\\
D & \mapsto \begin{cases}\mathfrak{d}_{k} D & \text { if the } k \text {-th and }(k+1) \text {-st } \\
t_{\mu_{k}, \mu_{k+1}} D^{\prime}\left(\mathfrak{c}_{k, \mu} y_{k, \mu}\right)^{d_{\mu_{k}, \mu_{k+1}}} & \text { otherwise do not intersect }\end{cases}
\end{array}
$$

where $D^{\prime}$ is obtained from $D$ by removing the crossing. The map $\varsigma$ is injective, and multiplication by $\sigma_{k, \mu^{\prime}}$ satisfies

$$
\sigma_{k, \mu^{\prime}} \cdot D \in\{ \pm \varsigma(D)\}+\sum_{d \prec \varsigma(D)} \mathbf{Z} d \subseteq{ }_{\mu^{\prime}} \mathbf{B C}_{\mu}
$$

By the induction hypothesis on $\mu^{\prime} \mathrm{BC}_{\mu}$, we obtain that the multiplication map ( $\sigma_{k, \mu^{\prime}}$ ) must be injective.
Definition 7.17. We equip $\operatorname{Pol}\left(\mathcal{C}(\nu)\right.$ with a polynomial grading by $\operatorname{setting} \operatorname{deg}\left(y_{k, \mu}\right)$ and $\operatorname{deg}\left(\mathfrak{c}_{k, \mu}\right)=0$. $\operatorname{HC}(\nu)$ admits a similar polynomial grading by additionally setting $\operatorname{deg}\left(\sigma_{k, \mu}\right)=-1$. Then $\operatorname{Pol} \mathfrak{C}(\nu)$ is a faithful graded $\mathrm{HC}(\nu)$-module.

Corollary 7.18. With this grading, $\operatorname{PolC}(\nu)$ is a faithful graded $\mathrm{HC}(\nu)$-module.

## 8. Clifford symmetric Polynomials

Recall from Definition 7.1 the definition of the Clifford Demazure operator $\mathfrak{d}_{i}$ and how it acts on the polynomial ring Pol $\mathfrak{C}_{n}$, see Definition 7.3 In the ordinary case, the symmetric polynomials, i. e. the ones which are invariant under the action of $S_{n}$, are precisely the common kernel of the Demazure operators.

Let the index set $I=\{1, \ldots, n\}=I_{\text {even }} \sqcup I_{\text {odd }}$ be endowed with parities. From now on, we consider the algebra $\mathfrak{C}_{n} /\left(\mathfrak{c}_{i}=0\right.$ if $\left.|i|=0\right)$. We shall denote this algebra also by $\mathfrak{C}_{n}$ for the remainder of the thesis. $\operatorname{Pol} \mathfrak{C}_{n}$ and $\mathfrak{d}_{i}$ are defined as in Definition 7.3 with the additional relation that $\mathfrak{c}_{i}=0$ if $|i|=0$.

Definition 8.1. The $\mathfrak{C}_{n}$-algebra of $\mathfrak{d}$-symmetric polynomials ${ }^{14}$ is the intersection $\bigcap_{k=1}^{n-1} \operatorname{ker} \mathfrak{d}_{k}=\bigcap_{k=1}^{n-1} \mathrm{im} \mathfrak{d}_{i}$.
Remark 8.2. Since each of the kernels $\operatorname{ker} \mathfrak{D}_{i}$ is a $\mathfrak{C}_{n}$-algebra by Lemma 7.6, so is their intersection. The equality ker $\mathfrak{d}_{i}=\operatorname{im} \mathfrak{d}_{i}$ has been shown in Lemma 7.7 .

In this section, we want to investigate some of their properties. To this end, we shall introduce the notion of elementary $\mathfrak{d}$-symmetric polynomials and eventually show that $\bigcap_{i=1}^{n-1}$ ker $\mathfrak{d}_{i}$ is a polynomial ring over $\mathfrak{C}_{n}$ generated by the $\mathfrak{d}$-symmetric polynomials.
Remark 8.3. Let $\tilde{\partial}_{k}:=\left(\frac{1}{2}\left(\mathfrak{c}_{k}-\mathfrak{c}_{k+1}\right)\right)^{|k||k+1|} \mathfrak{d}_{k}$ and let $\widetilde{\operatorname{Pol}_{n}}$ be the $k$-superalgebra with generators $x_{1}, \ldots, x_{n}$ of parities $\left|x_{k}\right|=|k|$ and commutativity relations $x_{k} x_{l}=(-1)^{1-\delta_{k l}|k||l|} x_{l} x_{k}$. There is an inclusion $\widetilde{\operatorname{Pol}}_{n} \hookrightarrow \operatorname{Pol}_{n}, x_{k} \mapsto\left(\mathfrak{c}_{k}\right)^{|k|} y_{k}$. If all indices are even, $\widetilde{\operatorname{Pol}_{n}}=\operatorname{Pol}_{n}=\operatorname{Pol}_{n}$. If $k$ and $k+1$ are odd indices, we have under this inclusion

$$
\begin{aligned}
\tilde{\partial}_{k}\left(x_{k}\right)=\frac{1}{2}\left(\mathfrak{c}_{k}-\mathfrak{c}_{k+1}\right) \mathfrak{c}_{k+1}\left(-1-\mathfrak{c}_{k} \mathfrak{c}_{k+1}\right) & =1, \\
\tilde{\partial}_{k}\left(x_{k+1}\right. & =\frac{1}{2}\left(\mathfrak{c}_{k}-\mathfrak{c}_{k+1}\right) \mathfrak{c}_{k}\left(1-\mathfrak{c}_{k} \mathfrak{c}_{k+1}\right)
\end{aligned}=1 ;
$$

and if at least one of $k, k+1$ is an even index, then

$$
\begin{aligned}
\tilde{\partial}_{k}\left(x_{k}\right) & =\left(\mathfrak{c}_{k+1}\right)^{|k|}\left(-1-\mathfrak{c}_{k} \mathfrak{c}_{k+1}\right) & & =-\left(\mathfrak{c}_{k+1}\right)^{|k|} \\
\tilde{\partial}_{k}\left(x_{k+1}\right) & =\left(\mathfrak{c}_{k}\right)^{|k+1|}\left(1-\mathfrak{c}_{k} \mathfrak{c}_{k+1}\right) & & =+\left(\mathfrak{c}_{k}\right)^{|k+1|} .
\end{aligned}
$$

$\tilde{\partial}_{k}$ indeed is a well-defined operator by Lemma 7.14 We prefer to work with $\mathfrak{d}_{k}$ though. Note that $\left(\frac{1}{2}\left(\mathfrak{c}_{k}-\mathfrak{c}_{k+1}\right)\right)^{|k||k+1|}$ is a unipotent element in $\mathfrak{C}_{n}$ and therefore in particular is a unit. This implies that $\operatorname{ker} \tilde{\partial}_{k}=\operatorname{ker} \mathfrak{d}_{k}$ as $\mathfrak{C}_{n}$-bimodules (and $\mathfrak{C}_{n}$-algebras). Hence all our considerations about $\mathfrak{d}$-symmetric polynomials also hold true for $\tilde{\partial}$, which justifies considering them instead of $\tilde{\partial}$-symmetric polynomials.

### 8.1. Interlude: counting graded ranks

Before we come to the definition of elementary $\mathfrak{d}$-symmetric polynomials, we recall a useful tool for working with polynomial rings. Note that we are dealing with ordinary (commutative) polynomial rings in this section.

Let $\mathrm{Pol}_{n}$, the NilCoxeter algebra $\mathrm{NC}_{n}$ and the NilHecke algebra $\mathrm{NH}_{n}$ be endowed with a grading such that $y_{i}$ is of degree 1 and $\mathfrak{d}_{i}$ is of degree -1 . We shall call these gradings the polynomial grading, denoted by "deg".

Definition 8.4. Given a (graded) ring $R$ and a free $\mathbf{Z}$-graded $R$-module $M=\bigoplus_{k \in \mathbf{Z}} M_{k}$, its graded rank or Poincaré series is the formal power series $\mathrm{rk}_{q, R}(M):=\sum_{k \in \mathbf{Z}} \mathrm{rk}_{R}\left(M_{k}\right) q^{k} \in \mathbf{Z}[[q]]$. We write $\mathrm{rk}_{q, \mathbf{Z}}$ for the graded rank of free abelian groups. With respect to a field $k$, we denote the graded dimension by $\operatorname{dim}_{q, k}$.

For expressing graded ranks, the notion of $q$-integers $(n)_{q}:=1+\cdots+q^{n-1}$ is notably useful. One usually assumes $1-q$ to be a unit such that $(n)_{q}=\frac{1-q^{n}}{1-q}$. For $q \rightarrow 1$ the $q$-analogues then converge to the respective ordinary notions. For an introduction to $q$-numbers and a conversion between the notations $(n)_{q}$ and $[n]_{q}$ see LQ15.

In analogy with $\mathrm{rk}_{q}$ we define a $q$-analogue $\operatorname{ord}_{q}$ of the order of a Coxeter group where powers of $q$ encode the length $\ell$ of words w.r.t. a chosen presentation.

Definition 8.5. Let $(W, S)$ be a Coxeter system with a fixed generating set $S$. Recall that $S$ determines a length function $\ell$ on $W$. We define $\operatorname{ord}_{q}(W):=\sum_{w \in W} q^{\ell(w)}$.

[^13]Lemma 8.6 [cf. Win01, §1]. The Coxeter group series $\mathrm{A}_{n}, \mathrm{BC}_{n}$ and $\mathrm{D}_{n}$ have the following $q$-orders:
(i) $\operatorname{ord}_{q}\left(S_{n}\right)=(n)_{q}$ ! with the $q$-factorial $(n)_{q}!:=(n)_{q}(n-1)_{q} \cdots(1)_{q}$.
(ii) $\operatorname{ord}_{q}\left(\mathrm{BC}_{n}\right)=(2 n)_{q}$ !! with the $q$-double factorial $(2 n)_{q}$ !! $:=(2 n)_{q}(n-2)_{q} \cdots(2)_{q}$.
(iii) $\operatorname{ord}_{q}\left(\mathrm{D}_{n}\right)=(2 n-2)_{q}!!(n)_{q}$.

We included $\operatorname{ord}_{q}\left(\mathrm{BC}_{n}\right)$ and $\operatorname{ord}_{q}\left(\mathrm{D}_{n}\right)$ for the sake of completeness because we could not find a concise explanation for these two cases in the literature. We shall not need them in the following though.

Proof. (i) The length $\ell(w)$ of a permutation $w \in S_{n}$ equals the number of inversions BB05, prop. 1.5.2], i. e. the cardinality of $\operatorname{inv} w:=\{(i, j) \mid 1 \leq i<j \leq n, w(i)>w(j)\}$. Assume that $\sum_{w \in S_{n}} p(w)=(n)_{q}!$. Consider the permutations

$$
\begin{aligned}
& \pi_{0}:(1, \ldots, n+1) \mapsto(1, \ldots, n, n+1), \\
& \pi_{1}:(1, \ldots, n+1) \mapsto(1, \ldots, n+1, n), \\
& \pi_{n}:(1, \ldots, n+1) \mapsto(n+1,1, \ldots, n)
\end{aligned}
$$

contained in $S_{n+1}$, where $\pi_{0}=e$ is the trivial permutation. Moving the rightmost entry in $\pi_{0}$ to the left will subsequently create new inversions such that $\pi$ has the $k$ inversions

$$
\operatorname{inv} \pi_{k}=\{(n-k+1, n-k+2), \ldots,(n-k+1, n+1)\} .
$$

and $\sum_{k} q^{\ell\left(\pi_{k}\right)}=\left(1+q+\cdots q^{n}\right)=(n+1)_{q}$. Since any $w \in S_{n}$ only interchanges the first $n$ slots, the inversions of $w$ and $\pi_{k}$ do not interfere and we have that $\operatorname{inv}\left(\pi_{k} w\right)=w^{-1}\left(\operatorname{inv} \pi_{k}\right) \sqcup \operatorname{inv}(w)$. Therefore, $\sum_{k} q^{\ell\left(\pi_{k} w\right)}=(n+1)_{q} q^{\ell(w)}$. By the induction hypothesis, letting $w$ traverse all of $S_{n}$ proves the claim.
(ii) The Coxeter group $\mathrm{BC}_{n}$, called the hyperoctahedral group or signed permutation group, is the group of permutations $\pi$ of the set $\{ \pm 1, \ldots, \pm n\}$ such that $\pi(-k)=-\pi(k)$. It has as generators the simple transpositions $s_{k}: \pm k \rightleftarrows \pm k+1$ for $1 \leq k \leq n-1$ and the additional generator $s_{0}: 1 \rightleftarrows-1$. A signed permutation $w$ has set of inversions

$$
\operatorname{inv}(w):=\{(i, j) \mid 1 \leq i<j \leq n, w(i)>w(j)\} \cup\{(-i, j) \mid 1 \leq i \leq j \leq n, w(-i)>w(j)\}
$$

Then for a permutation $w \ell(w)=|\operatorname{inv}(w)|$, see BB05, prop. 8.1.1]. We count the number of inversions as in part (i) Assume that $\operatorname{ord}_{q} \mathrm{BC}_{n}=(n)_{q}!!$ and consider the permutations

$$
\begin{aligned}
& \pi_{0}:(1, \ldots, n+1) \mapsto \\
& \vdots \\
& \pi_{n}:(1, \ldots, n, n+1), \\
& \pi_{n+1}:(1, \ldots, n+1) \mapsto(-n-1,1, \ldots, n), \\
& \pi_{2 n+1}:(1, \ldots, n+1) \mapsto(1, \ldots, w(n),-n-1) .
\end{aligned}
$$

They have inversions

$$
\operatorname{inv} \pi_{k}= \begin{cases}\{(n-k+1, n-k+2), \ldots,(n-k+1, n+1)\} & \text { if } 0 \leq k \leq n \\ \{\underbrace{(1, l), \ldots,(l-1, l)}_{l-1 \text { many }}, \underbrace{(-l, l), \ldots,(l, n+1)}_{\underbrace{(-1, l), \ldots,(l+1, l)}_{n-l+2 \text { many }}}\} & \text { if } 1<l \leq n+1 \text { for } l:=k-n .\end{cases}
$$

Hence, $\left|\operatorname{inv} \pi_{k}\right|=k$ and $\sum_{k} q^{\ell\left(\pi_{k}\right)}=(2 n+2)_{q}$. The rest of the argument is as in part (i).
(iii) The Coxeter group $\mathrm{D}_{n}$ is the subgroup of $\mathrm{BC}_{n}$ generated by $s_{1}, \ldots, s_{n}$ and the additional generator $\tilde{s}_{0}:=s_{0} s_{1} s_{0}:(1,2,3, \ldots) \leftrightarrows(-2,-1,3, \ldots)$. It is the subgroup of signed permutations that flip an even number of signs, called demihypercube group. A permutation $w \in \mathrm{D}_{n}$ has inversions

$$
\operatorname{inv}(w):=\{(i, j) \mid 1 \leq i<j \leq n, \quad w(i)>w(j)\} \cup\{(-i, j) \mid 1 \leq i \stackrel{*}{<} j \leq n, w(-i)>w(j)\}
$$

(note the difference with $\mathrm{BC}_{n}$ w.r.t. the inequality $\stackrel{*}{<}$ ). Then $\ell(w)=|\operatorname{inv}(w)|$, see BB05, prop. 8.2.1]. Assume by induction that $\operatorname{ord}_{q} \mathrm{D}_{n}=(2 n-2)_{q}!!(n)_{q}$. Consider the permutations

$$
\begin{aligned}
\pi_{0}:(1, \ldots, n+1) & \mapsto(w(1), \ldots, w(n), n+1), \\
\pi_{n-1}:(1, \ldots, n+1) & \mapsto(1, n+1, \ldots, w(n)), \\
\pi_{n}:(1, \ldots, n+1) & \mapsto(n+1,1,2, \ldots, w(n)), \\
\pi_{n}^{\prime}:(1, \ldots, n+1) & \mapsto(-n-1,-1,2, \ldots, w(n)), \\
& \vdots \\
\pi_{2 n}:(1, \ldots, n+1) & \mapsto(1, \ldots, n,-n-1) .
\end{aligned}
$$

Their set of inversions

$$
\operatorname{inv} \pi_{k}^{(\prime)}=\left\{\begin{array}{ll}
\{\underbrace{\{(n-k+1, n-k+2), \ldots,(n-k+1, n+1)\}}_{l-1 \text { many }} & \text { if } 0 \leq k \leq n \\
& \underbrace{(1, l), \ldots,(l-1, l)}_{l-1 \text { many }}, \underbrace{(-l, l+1), \ldots,(l, n+1)}_{n-l+1 \text { many }}\}
\end{array} \quad \text { if } 1<l \leq n+1 \text { for } l:=k-n,(l+1, l) \quad, ~ l\right.
$$

has cardinality $\left|\operatorname{inv} \pi_{k}^{(\prime)}\right|=k$ and therefore

$$
\sum_{k} q^{\ell\left(\pi_{k}^{(\prime)}\right)}=1+\cdots+q^{n}+q^{n}+\cdots+q^{2 n}=\left(1+q^{n}\right)(n+1)_{q}
$$

By the same argumentation as in part (i) and the induction hypothesis we see that

$$
\operatorname{ord}_{q} \mathrm{D}_{n+1}=(2 n-2)_{q}!!\underbrace{\left(1+q^{n}\right)(n)_{q}}_{=(2 n)_{q}}(n+1)_{q}=(2 n)_{q}!!(n+1)_{q} \text {. }
$$

Lemma 8.7. There are the following graded ranks of abelian groups we are particularly interested in:

$$
\begin{align*}
\mathrm{rk}_{q, \mathrm{Z}} \operatorname{Pol}_{n} & =\frac{1}{(1-q)^{n}}, & \operatorname{rk}_{q, \mathbf{Z}} \Lambda \operatorname{Pol}_{n} & =\frac{1}{(n)_{q}!(1-q)^{n}},  \tag{8.1}\\
\mathrm{rk}_{q, \mathbf{Z}} \mathrm{NC}_{n} & =(n)_{q}!, & \mathrm{rk}_{q, \mathrm{Z}} \mathrm{NH}_{n} & =\frac{(n)_{q}!}{(1-q)^{n}}
\end{align*}
$$

Where $\mathrm{NC}_{n}$ denotes the NilCoxeter-algebra $\mathrm{NC}_{n}=\mathbf{Z}\left[\partial_{1}, \ldots, \partial_{n}\right]$ and $\mathrm{NH}_{n}$ denotes the NilHecke-algebra $\mathrm{NH}_{n}=\operatorname{Pol}_{n} \otimes_{\mathbf{z}} \mathrm{NC}_{n}$.

Proof. $\mathrm{Pol}_{n}$ : Every indeterminate $y_{i}$ independently generates a free abelian group $\left\langle 1, y_{i}, y_{i}^{2}, \ldots\right\rangle_{\mathbf{z}}$ of graded rank $1+q+q^{2}+\cdots=\frac{1}{1-q}$. Since $\operatorname{Pol}_{n} \cong \mathbf{Z}[y]^{\otimes n}$ as abelian groups, $\operatorname{Pol}_{n}$ has graded rank $\mathrm{rk}_{q, \mathbf{Z}} \mathrm{Pol}_{n}=(1-q)^{-n}$.
$\Lambda \mathrm{Pol}_{n}$ : Recall that the symmetric polynomials $\Lambda \mathrm{Pol}_{n}=\mathrm{Pol}_{n}^{S_{n}}$ are isomorphic to the polynomial ring $\Lambda \operatorname{Pol}_{n} \cong \mathbf{Z}\left[\varepsilon_{1}^{(n)}, \ldots, \varepsilon_{n}^{(n)}\right]$ in the elementary symmetric polynomials $\varepsilon_{m}^{(n)}$. The polynomial $\varepsilon_{m}^{(n)}$ is of degree $m$ and thus generates a subgroup of graded rank $\frac{1}{1-q^{m}} . \Lambda \mathrm{Pol}_{n}$ therefore has graded rank $\operatorname{rk}_{q, \mathbf{Z}} \Lambda \mathrm{Pol}_{n}=\prod_{m=1}^{n} \frac{1}{1-q^{m}}$. Since $\left(1-q^{m}\right)=(m)_{q}(1-q)$ (telescoping sum), one obtains inductively that $\mathrm{rk}_{q, \mathrm{Z}} \Lambda \operatorname{Pol}_{n}=\frac{1}{(n)_{q}!(1-q)^{n}}$.
$\mathrm{NC}_{n}$ : By the relations of the NilCoxeter-algebra $\mathrm{NC}_{n}$, there is a bijection between the symmetric group $S_{n}$ and a Z-basis of $\mathrm{NC}_{n}$ which maps Coxeter length to polynomial degree. By the Lemma 8.6 this shows $\mathrm{rk}_{q, \mathbf{Z}} \mathrm{NC}_{n}=(n)_{q}$ !.
$\mathrm{NH}_{n}$ : By using $\mathrm{NH}_{n}=\operatorname{Pol}_{n} \otimes_{\mathbf{Z}} \mathrm{NC}_{n}$, we obtain that $\mathrm{rk}_{q, \mathbf{Z}}\left(\mathrm{NH}_{n}\right)=\frac{(n)_{q}!}{(1-q)^{n}}$.
Remark 8.8. Similar statements hold for invariant polynomials for the series $\mathrm{BC}_{n}$ and $\mathrm{D}_{n}$ of Coxeter groups.
(i) The hyperoctahedral group $\mathrm{BC}_{n}$ acts on the polynomial ring $\mathrm{Pol}_{n}$ by permuting the indeterminates and flipping their signs. It thus has invariants $\operatorname{Pol}_{n}^{\mathrm{BC}_{n}}=\mathbf{Z}\left[y_{1}^{2}, \ldots, y_{n}^{2}\right]^{S_{n}}$, which yields

$$
\mathrm{rk}_{q, \mathbf{Z}} \operatorname{Pol}_{n}^{\mathrm{B}_{n}}=\frac{1}{\left(1-q^{2}\right)\left(1-q^{4}\right) \cdots\left(1-q^{2 n}\right)}=\frac{1}{(2 n)_{q}!!(1-q)^{n}}
$$

(ii) The demihypercube group $\mathrm{D}_{n}$ acts on $\mathrm{Pol}_{n}$ by permuting the indeterminates and flipping two signs at once. The invariants thus are

$$
\operatorname{Pol}_{n}^{\mathrm{D}_{n}}=\mathbf{Z}\left[\varepsilon_{1}\left(y_{1}^{2}, \ldots, y_{n}^{2}\right), \ldots, \varepsilon_{n-1}\left(y_{1}^{2}, \ldots, y_{n}^{2}\right), \varepsilon_{n}\left(y_{1}, \ldots, y_{n}\right)\right]
$$

with graded rank

$$
\mathrm{rk}_{q, \mathrm{Z}}\left(\operatorname{Pol}_{n}\right)=\frac{1}{\left(1-q^{2}\right) \cdots\left(1-q^{2 n-2}\right)\left(1-q^{n}\right)}=\frac{1}{(2 n-2)_{q}!!(n)_{q}(1-q)^{n}} .
$$

We notice in particular that for $W \in\left\{S_{n}, \mathrm{BC}_{n}, \mathrm{D}_{n}\right\}$ we have that $\mathrm{rk}_{q, \mathrm{Z}} \operatorname{Pol}_{n} / \mathrm{rk}_{q, \mathrm{Z}} \operatorname{Pol}_{n}^{W}=\operatorname{ord}_{q} W$. In fact, one has even $\operatorname{rk}_{q, \mathbf{Z}}\left(\operatorname{Pol}_{n} / \operatorname{Pol}_{n}^{W}\right)=\operatorname{ord}_{q} W$ for general finite reflection groups, see Che55. Even more is true: namely, $\mathrm{Pol}_{n}$ is a free $\Lambda \mathrm{Pol}_{n}$-module of graded rank $(q){ }_{q}$ ! (resp. ord ${ }_{q} W$ for other finite reflection groups $W$ ) Dem73, thm. 6.2]. We shall show a respective statement in the Clifford set-up for $W=S_{n}$ in Theorem 8.23

Remark 8.9. It is clear that the same statements hold true when replacing $\mathbf{Z}$ by a field $k$ by applying $k \otimes_{\mathbf{z}}$ - to each of the abelian groups considered so far.

Corollary 8.10. We have seen in Lemma 7.4 that Pol $\mathfrak{C}_{n} \cong \mathfrak{C}_{n} \otimes_{k} \operatorname{Pol}_{n}$ as left $\mathfrak{C}_{n}$-module and Pol $\mathfrak{C}_{n} \cong$ $\mathrm{Pol}_{n} \otimes_{k} \mathfrak{C}_{n}$ as right $\mathfrak{C}_{n}$-module. We endow Pol $\mathfrak{C}_{n}$ with a (polynomial) grading such that the odd generators $\mathfrak{c}_{i}$ are of degree zero. Lemma 8.7 then shows that

$$
\operatorname{rk}_{q, \mathfrak{c}_{n}} \operatorname{PolC}_{n}=\frac{1}{(1-q)^{n}}, \quad \operatorname{rk}_{q, \mathfrak{c}_{n}} \Lambda \operatorname{Pol}_{n}=\frac{1}{(n)_{q}!(1-q)^{n}}, \quad \operatorname{rk}_{q, \mathfrak{c}_{n}} \mathrm{NHC}_{n}=\frac{(n)_{q}!}{(1-q)^{n}}
$$

both as left and right $\mathfrak{C}_{n}$-modules.

### 8.2. Elementary $\mathfrak{d}$-symmetric polynomials

We want to find an analogue of the elementary symmetric polynomials for $\Lambda \mathrm{PolC}_{n}$. These are expected to coincide with the ordinary elementary symmetric polynomials if all indices are even.

Lemma 8.11. The operator $\mathfrak{d}_{i}$ on Clifford-polynomials has as kernel the $\mathfrak{C}_{n}$-subalgebra

$$
\begin{equation*}
\operatorname{ker} \mathfrak{d}_{i}=\left\langle\gamma_{i, i+1} y_{i}+\gamma_{i+1, i} y_{i+1}, y_{i} y_{i+1}, y_{j} \mid j \neq i, i+1\right\rangle \tag{8.3}
\end{equation*}
$$

of $\mathrm{PolC}_{n}$, where we define

$$
\gamma_{i, i \pm 1}:= \begin{cases} \pm \mathfrak{c}_{i} & \text { if } i, i \pm 1 \text { both are of odd parity }  \tag{8.4}\\ 1 & \text { otherwise }\end{cases}
$$

In the following, we stick to the convention that $0^{0}:=1$ so that we can simply write $\gamma_{i, i \pm 1}:=\left( \pm \mathfrak{c}_{i}\right)^{|i \||i \pm 1|}$. Note that always $\gamma_{i, i \pm 1}^{2}=1$.

Proof. Recall that in the purely even case the kernel of the Demazure operator Definition 5.7 is the subalgebra ker $\partial_{i}=\left\langle y_{i}+y_{i+1}, y_{i} y_{i+1}, y_{j} \mid j \neq i, i+1\right\rangle \subseteq \operatorname{Pol}_{n}$. In the super-setting, we have already seen that $\operatorname{ker} \mathfrak{d}_{i}=\operatorname{im} \mathfrak{d}_{i} \subseteq \operatorname{PolC}_{n}$ is a $\mathfrak{C}_{n}$-subalgebra in Lemma 7.7. Assume w.l.o.g. that $i=1$ and $n=2$, so the only indeterminates are $y_{1}, y_{2}$ and $\mathfrak{c}_{1}, \mathfrak{c}_{2}$. Let $\Lambda:=\left\langle y_{1} y_{2}, \gamma_{1,2} y_{1}+\gamma_{2,1} y_{2}\right\rangle$ as $\mathfrak{C}_{2}$-algebra. We have to show that $\Lambda=\operatorname{ker} \mathfrak{d}_{1}$ as subalgebras of Pol $\mathfrak{C}_{2}$.
$(\subseteq)$ In general, $y_{1} y_{2} \in \operatorname{ker} \mathfrak{d}_{1}$ since

$$
\mathfrak{d}_{1}\left(y_{1} y_{2}\right)=\left(-1-\mathfrak{c}_{1} \mathfrak{c}_{2}\right) y_{2}+y_{2}\left(1-\mathfrak{c}_{1} \mathfrak{c}_{2}\right)=0 .
$$

Furthermore, we have $\mathfrak{d}_{1}\left(y_{1}\right) y_{1}-\mathfrak{d}_{1}\left(y_{2}\right) y_{2} \in \operatorname{ker} \mathfrak{d}_{1}$ since

$$
\mathfrak{d}_{1}\left(\mathfrak{d}_{1}\left(y_{1}\right) y_{1}-\mathfrak{d}_{1}\left(y_{2}\right) y_{2}\right)=-\mathfrak{d}_{1}\left(y_{2}\right) \mathfrak{d}_{1}\left(y_{1}\right)+\mathfrak{d}_{1}\left(y_{1}\right) \mathfrak{d}_{1}\left(y_{2}\right)=0
$$

Thus ker $\mathfrak{d}_{1}$ also contains the polynomia ${ }^{15}$

$$
\begin{aligned}
& \left(-\frac{1}{2}\left(\mathfrak{c}_{1}-\mathfrak{c}_{2}\right)\right)^{|1||2|}\left(\mathfrak{d}_{1}\left(y_{1}\right) y_{1}-\mathfrak{d}_{1}\left(y_{2}\right) y_{2}\right) \\
= & \left(-\frac{1}{2}\left(\mathfrak{c}_{1}-\mathfrak{c}_{2}\right)\right)^{|1||2|}\left(\left(-1-\mathfrak{c}_{1} \mathfrak{c}_{2}\right) y_{1}-\left(1-\mathfrak{c}_{1} \mathfrak{c}_{2}\right) y_{1}\right) \\
= & \begin{cases}\mathfrak{c}_{1} y_{1}-\mathfrak{c}_{2} y_{2} & \text { if both } 1,2 \text { are odd, } \\
y_{1}+y_{2} & \text { otherwise }\end{cases} \\
= & \gamma_{1,2} y_{1}+\gamma_{2,1} y_{2} .
\end{aligned}
$$

$(\supseteq)$ The algebra Pol $\mathfrak{C}_{2}$ contains an element $\alpha_{1}:=y_{1}-y_{2}$ which satisfies $\mathfrak{d}_{1}\left(\alpha_{1}\right)=-2$. Recall that Pol $\mathfrak{C}_{2}$ is a free left and right $\mathfrak{C}_{2}$-module of graded rank $\mathrm{rk}_{q, \mathfrak{C}_{2}} \operatorname{Pol} \mathfrak{C}=\frac{1}{(1-q)^{2}}$. Its subalgebra $\Lambda$ is also $\mathfrak{C}_{2}$-free of graded rank $\operatorname{rk}_{q, \mathfrak{C}_{2}} \Lambda=\frac{1}{1-q} \cdot \frac{1}{1-q^{2}}$. The $\mathfrak{C}_{2}$-submodule $\Lambda \alpha_{1} \subseteq$ PolC does not intersect ker $\mathfrak{d}_{1}$ since for any $\lambda \in \Lambda$ non-zero, we have $\mathfrak{d}_{1}\left(\lambda \alpha_{1}\right)=-2 s_{1}(\lambda) \neq 0$. It has graded $\operatorname{rank}^{\operatorname{ra}}{ }_{q, \mathfrak{C}_{2}} \Lambda \alpha_{1}=q \operatorname{rk}_{q, \mathfrak{C}_{2}} \Lambda$. Since

$$
\operatorname{rk}_{q, \mathfrak{C}} \Lambda+\operatorname{rk}_{q, \mathfrak{C}_{2}} \Lambda \alpha_{1}=\frac{1+q}{(1+q)\left(1-q^{2}\right)}=\frac{1}{(1-q)^{2}}=\mathrm{rk}_{q, \mathfrak{C}_{2}} \operatorname{Pol}_{2}
$$

we obtain that $\operatorname{PolC}_{2}=\Lambda \oplus \Lambda \alpha_{s}$ as $\mathfrak{C}_{2}$-module and in particular that the inclusion $\Lambda \subseteq \operatorname{ker} \mathfrak{d}_{1}$ in fact is an equality.

Let $\gamma_{n, n+1}:=1$ if $n+1$ exceeds the number of indeterminates. Since

$$
\begin{align*}
y_{i} y_{i+1} & =\gamma_{i+1, i+2} \gamma_{i, i+1}\left(\gamma_{i+1} \gamma_{i+1, i+2} \gamma_{i+1, i+2} y_{i} y_{i+1}\right)  \tag{8.5}\\
& =(-1)^{|i||i+1|+|i+1||i+2|}\left(y_{i} y_{i+1} \gamma_{i+1, i+2} \gamma_{i+1, i+2}\right) \gamma_{i+1, i+2} \gamma_{i, i+1} \tag{8.6}
\end{align*}
$$

we may replace the second generator by $\gamma_{i, i+1} y_{1} \gamma_{i+1, i+2} y_{i+1}$ without changing the $\mathfrak{C}_{n}$-span.
Definition 8.12. We denote the generators of $\operatorname{ker} \mathfrak{d}_{i}$ by

$$
\mathfrak{e}_{1}^{(i-1, i+1)}:=\gamma_{i, i+1} y_{i}+\gamma_{i+1, i} y_{i+1} ; \quad \mathfrak{e}_{2}^{(i-1, i+1)}:=\gamma_{i, i+1} y_{1} \gamma_{i+1, i+2} y_{i+1}
$$

If $i=1$ we just write $\mathfrak{e}_{m}^{(2)}:=\mathfrak{e}_{m}^{(i-1, i+1)}$ so that we can write ker $\mathfrak{d}_{1}=\left\langle\mathfrak{e}_{1}^{(2)}, \mathfrak{e}_{2}^{(2)}\right\rangle \subseteq$ Pol $\mathfrak{C}_{2}$ as $\mathfrak{C}_{2}$-algebra.
Our goal is to show that there are polynomials $\mathfrak{e}_{m}^{(n)}, 1 \leq m \leq n$ of polynomial degree $m$ which generate the intersection $\bigcap_{k=1}^{n-1} \operatorname{ker} \mathfrak{d}_{n}$ of $\mathfrak{C}_{n}$-algebras. These are supposed to serve as a Clifford-replacement for the ordinary elementary symmetric polynomials.

Our first task is to find a recursive formula for polynomials lying in $\bigcap_{k=1}^{n-1} \operatorname{ker} \mathfrak{d}_{n}$. Proving that they are indeed generators necessitates some more work. We shall prove this in Theorem 8.23.

Before coming to the $n$-fold intersection $\bigcap_{k=1}^{n-1} \operatorname{ker} \mathfrak{d}_{k}$, we shall for a moment think about the intersection ker $\mathfrak{d}_{1} \cap \operatorname{ker} \mathfrak{d}_{2} \subseteq$ Pol $_{3}$ of just the first two kernels. We can multiply the first generator of ker $\mathfrak{d}_{2}$ with the unit $\gamma_{2,1} \gamma_{2,3}$ from the left without changing its span. Thus

$$
\begin{align*}
\operatorname{ker} \mathfrak{d}_{1} \cap \operatorname{ker} \mathfrak{d}_{2}= & \langle\overbrace{\gamma_{1,2} y_{1}+\underbrace{\gamma_{2,1} y_{2}}_{\gamma_{2,1} \gamma_{2,3} \mathfrak{e}_{1}^{(1,3)}}+\gamma_{2,1} \gamma_{2,3} \gamma_{3,2} y_{0}}^{\mathfrak{e}_{1}^{(0,2)}},  \tag{8.7}\\
& \overbrace{\gamma_{1,2} y_{1} \gamma_{2,1} y_{2}+\underbrace{\gamma_{3}}_{\underbrace{}_{1,2} y_{1} y_{1} \gamma_{2,1} \gamma_{2,3} \gamma_{3,2} y_{3}}+\gamma_{2,1} y_{2} \gamma_{2,1} \gamma_{2,3} \gamma_{3,2} y_{3}}^{\gamma_{1,2} y_{1} \gamma_{2,1} \gamma_{2,3} \mathfrak{e}_{1}^{(1,3)}},
\end{align*}
$$

as a $\mathfrak{C}_{n}$-algebra. This depiction serves as a template for the following lemma:

[^14]Table 8.1: Elementary $\mathfrak{d}$-symmetric polynomials $\mathfrak{e}_{m}^{(n)}$ as defined in Lemma 8.13 spelled out explicitly for $m \leq n \leq 4$.

| $m \backslash n$ | 1 | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: | :---: |
| 1 | $\gamma_{1,2} y_{1}$ | $\begin{array}{r} \gamma_{1,2} y_{1} \\ +\gamma_{2,1} y_{2} \end{array}$ | $\begin{aligned} & \gamma_{1,2} y_{1} \\ + & \gamma_{2,1} y_{2} \\ + & \gamma_{2,1} \gamma_{2,3} \gamma_{3,2} \quad y_{3} \end{aligned}$ | $\begin{aligned} & \gamma_{1,2} y_{1} \\ + & \gamma_{2,1} y_{2} \\ + & \gamma_{2,1} \gamma_{2,3} \gamma_{3,2} y_{3} \\ + & \gamma_{2,1} \gamma_{2,3} \gamma_{3,2} \gamma_{3,4} \gamma_{4,3} y_{4} \end{aligned}$ |
| 2 |  | $\gamma_{1,2}, y_{1} \gamma_{2,3} y_{2}$ | $\begin{array}{r} \gamma_{1,2} y_{1} \gamma_{2,3} y_{2} \\ +\gamma_{1,2} y_{1} \gamma_{3,2} y_{3} \\ +\gamma_{2,1} y_{2} \gamma_{3,2} y_{3} \end{array}$ | $\begin{aligned} & \quad \gamma_{1,2} y_{1} \gamma_{2,3} y_{2} \\ & +\gamma_{1,2} y_{1} \gamma_{3,2} y_{3} \\ & +\gamma_{2,1} y_{2} \gamma_{3,2} y_{3} \\ & +\gamma_{1,2} y_{1} \gamma_{3,2} \gamma_{3,4} \gamma_{4,3} y_{4} \\ & +\gamma_{2,1} y_{2} \gamma_{3,2} \gamma_{3,4} \gamma_{4,3} y_{4} \\ & +\gamma_{2,1} \gamma_{2,3} \gamma_{3,2} y_{3} \gamma_{3,2} \gamma_{3,4} \gamma_{4,3} y_{4} \end{aligned}$ |
| 3 |  |  | $\gamma_{1,2} y_{1} \gamma_{2,3} y_{3} \gamma_{3,4} y_{3}$ | $\begin{array}{r} \gamma_{1,2} y_{1} \gamma_{2,3} y_{2} \\ \gamma_{3,4} y_{3} \\ +\gamma_{1,2} y_{1} \\ \gamma_{2,3} y_{2} \end{array} \gamma_{4,3} y_{4}, ~+\gamma_{1,2} y_{1} \gamma_{3,2} y_{3} \gamma_{4,3} y_{4}+\left(\gamma_{2,1} y_{2} \gamma_{3,2} y_{3} \gamma_{4,3} y_{4}\right.$ |
| 4 |  |  |  | $\gamma_{1,2} y_{1} \gamma_{2,3} y_{2} \gamma_{3,4} y_{3} \gamma_{4,5} y_{4}$ |

Table 8.2: Ordinary elementary symmetric polynomials $\varepsilon_{m}^{(n)}$ for $m \leq n \leq 4$. They are a specialisation of the ones listed in Table 8.1 at $\gamma_{i, i \pm 1}=1$ for all $i$, obtained when all $i$ have even parity.

| $m \backslash n \quad 1$ | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: |
| $1 y_{1}$ | $y_{1}+y_{2}$ | $y_{1}+y_{2}+y_{3}$ | $y_{1}+y_{2}+y_{3}+y_{4}$ |
| 2 | $y_{1} y_{2}$ | $y_{1} y_{2}+y_{1} y_{3}+y_{2} y_{3}$ | $\begin{array}{r} y_{1} y_{2}+y_{1} y_{3} \\ +y_{1} y_{4}+y_{2} y_{3} \\ +y_{2} y_{4}+y_{3} y_{4} \end{array}$ |
| 3 |  | $y_{1} y_{2} y_{3}$ | $\begin{array}{r} y_{1} y_{2} y_{3}+y_{1} y_{2} y_{4} \\ +y_{1} y_{3} y_{4}+y_{2} y_{3} y_{4} \end{array}$ |
| 4 |  |  | $y_{1} y_{2} y_{3} y_{4}$ |

Lemma 8.13. The recursively defined polynomials

$$
\begin{align*}
\mathfrak{e}_{1}^{(1)} & =\gamma_{1,2} y_{1} \\
& \vdots \\
\mathfrak{e}_{1}^{(n)} & =\mathfrak{e}_{1}^{(n-1)}+\left(\gamma_{2,1} \gamma_{2,3} \gamma_{3,2} \gamma_{3,4} \cdots \gamma_{n-1, n-2} \gamma_{n-1} n\right) \gamma_{n, n-1} y_{n},  \tag{8.8}\\
\mathfrak{e}_{1}^{(n)} 2 & =\mathfrak{e}_{1}^{(n-1)}+\mathfrak{e}_{1}^{(n)}\left(\gamma_{3,2} \gamma_{3,4} \cdots \gamma_{n-1, n-2} \gamma_{n-1} n\right) \gamma_{n, n-1} y_{n}, \\
& \vdots \\
\mathfrak{e}_{m}^{(n)} & =\mathfrak{e}_{m}^{(n-1)}+\mathfrak{e}_{m-1}^{(n-1)}\left(\gamma_{m+1, m} \gamma_{m+1, m+2} \cdots \gamma_{n-1, n-2} \gamma_{n-1} n\right) \gamma_{n, n-1} y_{n}, \\
\mathfrak{e}_{n}^{(n)} & =\mathfrak{e}_{n}^{(n-1)} \gamma_{n+1, n+2} y_{n} .
\end{align*}
$$

are contained in the common kernel $\bigcap_{k=1}^{n-1} \operatorname{ker} \mathfrak{d}_{k} \subseteq \operatorname{Pol}_{n}$ of the Clifford Demazure operators. We shall refer to these polynomials as elementary $\mathfrak{d}$-symmetric polynomials of degree $m$ in $n$ indeterminates. We define the $\mathfrak{C}_{n}$-algebra $\Lambda$ Pol $\mathfrak{C}_{n}:=\mathfrak{C}_{n}\left\langle\mathfrak{e}_{1}^{(n)}, \ldots, \mathfrak{e}_{n}^{(n)}\right\rangle$. By the statement, this is a subalgebra of $\bigcap_{k=1}^{n-1} \operatorname{ker} \mathfrak{d}_{n}$.

Example 8.14. Before giving the proof of the lemma we make the definition of the $\mathfrak{e}$ 's explicit for small numbers of indeterminates in particular for purely even and purely odd indices.
(i) For $n=1, \ldots, 4$ variables, the elementary $\mathfrak{d}$-symmetric polynomials are listed explicitly in Table 8.1
(ii) If all indices are even, then all $\gamma_{i, i \pm 1}=1$. In this case the $\mathfrak{d}$-elementary symmetric polynomials from Table 8.1 specialise to those from Table 8.2 at $\gamma_{i, i \pm 1}=1$, which we recognise at the ordinary elementary symmetric polynomials $\varepsilon_{m}^{(n)}$. The induction formula from Lemma 8.13 indeed gives

$$
\begin{align*}
& \varepsilon_{1}^{(1)}=x_{1} \\
& \varepsilon_{m}^{(n)}=\varepsilon_{m}^{(n-1)}+\varepsilon_{m-1}^{(n-1)} x_{n} \tag{8.9}
\end{align*}
$$

Table 8.3: Odd elementary symmetric polynomials $\varepsilon_{m}^{(n)}$ for $m \leq n \leq 4$. They are a specialisation of the ones listed in Table 8.1 at $\gamma_{i, i \pm 1}= \pm 1$ for all $i$, obtained when all $i$ have odd parity.

| $m \backslash n$ | 1 | 2 | 3 | 4 |
| :--- | :--- | :---: | :---: | :---: |
| 1 | $x_{1}$ | $x_{1}-x_{2}$ | $x_{1}-x_{2}+x_{3}$ | $x_{1}-x_{2}+x_{3}-x_{4}$ |
| 2 |  | $x_{1} x_{2}$ | $x_{1} x_{2}-x_{1} x_{3}$ | $x_{1} x_{2}-x_{1} x_{3}+x_{2} x_{3}$ |
|  |  |  | $x_{2} x_{3}$ | $+x_{1} x_{4}-x_{2} x_{4}-x_{3} x_{4}$ |
| 3 |  | $x_{1} x_{3} x_{3}$ | $x_{1} x_{3} x_{3}-x_{1} x_{2} x_{3}$ |  |
| 4 |  |  | $+x_{1} x_{3} x_{4}-x_{2} x_{3} x_{3}$ |  |

by setting each of the $\gamma$ 's in 8.8 to 1 . This is a well-known recursive formula for the ordinary elementary symmetric polynomials

$$
\begin{equation*}
\varepsilon_{m}^{(n)}=\sum_{1 \leq k_{1}<\cdots<k_{m} \leq n} x_{k_{1}} \cdots x_{k_{m}} \tag{8.10}
\end{equation*}
$$

(iii) If all indices are odd, we have $\gamma_{i, i \pm 1}= \pm \mathfrak{c}_{i}$. We set $x_{i}:=\left(\mathfrak{c}_{i}\right)^{|i|} y_{i}$ (cf. Remark 8.3 and Lemma 7.14, thus in this case $\gamma_{i, i+1} y_{i}=x_{i}$. The polynomials from Table 8.1 then specialise at $\gamma_{i, i \pm 1}= \pm \mathfrak{c}_{i}$ to ones listed in Table 8.2 We call these the odd elementary symmetric polynomials, denoted $o \varepsilon_{m}^{(n)}$. The recursion formula reduces to

$$
\begin{align*}
& o \varepsilon_{1}^{(1)}=x_{1} \\
& o \varepsilon_{m}^{(n)}=o \varepsilon_{m}^{(n-1)}+(-1)^{n-m} o \varepsilon_{m-1}^{(n-1)} x_{n}  \tag{8.11}\\
& o \varepsilon_{n}^{(n)}=o \varepsilon_{m-1}^{(n-1)} x_{n}
\end{align*}
$$

Consider also the odd elementary symmetric polynomials

$$
\begin{equation*}
\operatorname{EKL}^{\mathrm{EK}} \varepsilon_{m}^{(n)}:=\sum_{1 \leq k_{1}<\cdots<k_{m} \leq n}(-1)^{k_{m}-1} x_{k_{1}} \cdots(-1)^{k_{1}-1} x_{k_{m}} \tag{8.12}
\end{equation*}
$$

as defined in [EKL14, (2.21-2.23)] which admit the recursion formula

$$
\operatorname{EKL} O \varepsilon_{m}^{(n)}=\mathrm{EKL} O \varepsilon_{m}^{(n-1)}+(-1)^{n-1} \mathrm{EKL} O \varepsilon_{m}^{(n-1)} x_{n} .
$$

Our odd elementary symmetric polynomials indeed coincide with those from EKL14 up to an overall sign $(-1)^{\frac{m(m-1)}{2}}$ :

$$
\begin{align*}
o \varepsilon_{m}^{(n)} & =o \varepsilon_{m}^{(n-1)}+(-1)^{n-m} o \varepsilon_{m-1}^{(n-1)} x_{n} \\
& =(-1)^{\frac{m(m-1)}{2}} \cdot \operatorname{EKL} O \varepsilon_{m}^{(n-1)}+(-1)^{\left(\frac{(m-1)(m-2)}{2}\right)+(n-m)} \cdot \operatorname{EKL}^{\left(n-\varepsilon_{m}^{(n-1)}\right.} x_{n} \\
& =(-1)^{\frac{m(m-1)}{2}} \cdot \operatorname{EKL} o \varepsilon_{m}^{(n-1)}+(-1)^{n-1} x_{n} \cdot \operatorname{EKL} O \varepsilon(n-1)_{m} \\
& =(-1)^{\frac{m(m-1)}{2}} \cdot \operatorname{EKL} O \varepsilon_{m}^{(n)} . \tag{8.13}
\end{align*}
$$

Note that in our sign convention the first monomial $x_{1} \cdots x_{m}$ of the odd polynomials always has +1 as coefficient. Odd symmetric functions have already been treated extensively in EKL14, KE12; EQ16.

Proof of Lemma 8.13. The statement is proven by induction on $n$ and $m$. It is convenient to set $\mathfrak{e}_{0}^{(n)}=1$ for all $n \geq 0$. The claim then trivially holds for $n=1$ and $m=0,1$.
-Induction step on $n$ for $m=1$ : Assume that $\mathfrak{e}_{1}^{(k)} \in \mathfrak{d}_{1} \cap \cdots \cap \mathfrak{d}_{n-1}$ for all $k \leq n$. We want to show that $\operatorname{ker} \mathfrak{d}_{1} \cap \cdots \cap \mathfrak{d}_{n}$ contains the polynomial

$$
\mathfrak{e}_{1}^{(n+1)}=\mathfrak{e}_{1}^{(n)}+\left(\gamma_{2,1} \gamma_{2,3} \cdots \gamma_{n, n-1} \gamma_{n-1, n}\right) \gamma_{n+1, n} y_{n+1} .
$$

The first summand $\mathfrak{e}_{1}^{(n)}$ is contained in $\operatorname{ker} \mathfrak{d}_{1} \cap \cdots \cap \operatorname{ker} \mathfrak{d}_{n-1}$ by the induction hypothesis. The second summand contains no $y_{k}$ for $k \leq n$ and thus lies in $\operatorname{ker} \mathfrak{d}_{1} \cap \cdots \cap \operatorname{ker} \mathfrak{d}_{n-1}$ as well (cf. the definition of $\mathfrak{d}$ in (7.1). To show that $\mathfrak{e}_{1}^{(n+1)} \in \operatorname{ker} \mathfrak{d}_{n}$, expand the first summand once more:

$$
\mathfrak{e}_{1}^{(n+1)}=\mathfrak{e}_{1}^{(n-1)}+\left(\gamma_{2,1} \cdots \gamma_{n-1, n-2} \gamma_{n-1, n}\right) \gamma_{n, n-1} y_{n}+\left(\gamma_{2,1} \cdots \gamma_{n, n-1} \gamma_{n, n+1}\right) \gamma_{n+1, n} y_{n+1} ;
$$

and regroup:

$$
=\mathfrak{e}_{1}^{(n-1)}+\underbrace{\gamma_{2,1} \cdots \gamma_{n, n-1} \gamma_{n-1, n} \gamma_{n, n-1}}_{\in \mathfrak{C}_{n}^{*}} \underbrace{\left(y_{n}+\gamma_{n, n+1} \gamma_{n+1, n} y_{n+1}\right)}_{=\gamma_{n, n+1} \mathfrak{e}_{1}^{(n-1, n+1)}} .
$$

The first summand $\mathfrak{e}_{1}^{(n-1)}$ clearly is contained in ker $\mathfrak{d}_{n}$ since it contains no $y_{n}, y_{n+1}$. The second summand lies in the $\mathfrak{C}_{n}$-algebra $\left\langle\mathfrak{e}_{1}^{(n-1, n+1)}\right\rangle \subseteq \operatorname{ker} \mathfrak{d}_{n}$ (see Lemma 8.11 and Definition 8.12. Hence we have $\mathfrak{e}_{1}^{(n+1)} \in \operatorname{ker} \mathfrak{d}_{1} \cap \cdots \cap \mathfrak{d}_{n}$.
—Induction step for $m>1$ : Assume $\mathfrak{e}_{m}^{(k)} \in \operatorname{ker} \mathfrak{d}_{1} \cap \cdots \cap \operatorname{ker} \mathfrak{d}_{n-1}$ for all $k \leq n$ and $m \leq k$. We want to show that ker $\mathfrak{d}_{1} \cap \cdots \cap \operatorname{ker} \mathfrak{d}_{n}$ contains

$$
\begin{equation*}
\mathfrak{e}_{m}^{(n+1)}=\mathfrak{e}_{m}^{(n)}+\mathfrak{e}_{m-1}^{(n)}\left(\gamma_{m+1, m} \gamma_{m+1, m+2} \cdots \gamma_{n, n-1} \gamma_{n-1, n}\right) \gamma_{n+1, n} y_{n+1} \tag{8.14}
\end{equation*}
$$

$\mathfrak{e}_{m}^{(n+1)} \in \mathfrak{d}_{k}$ for $k \leq n-1$ : By the induction hypothesis, $\mathfrak{e}_{m}^{(n)} \in \operatorname{ker} \mathfrak{d}_{k}$. For the second summand,

$$
\begin{aligned}
& \mathfrak{d}_{k}(\underbrace{\mathfrak{e}_{m-1}^{(n)}}_{\in \text { ker } \mathfrak{d}_{k}} \underbrace{\gamma_{m+1, m} \gamma_{m+1, m+2} \cdots \gamma_{n, n-1} \gamma_{n-1, n}}_{\in \mathfrak{C}_{n}^{*}} \gamma_{n+1, n} y_{n+1}) \\
= & s_{i}\left(\mathfrak{e}_{m-1}^{(n)} \cdot \gamma_{m+1, m} \gamma_{m+1, m+2} \cdots \gamma_{n, n-1} \gamma_{n-1, n} \gamma_{n+1, n}\right) \mathfrak{d}_{k}\left(y_{n+1}\right) \\
= & 0
\end{aligned}
$$

by the induction hypothesis on $\mathfrak{e}_{m-1}^{(n)}$.
$\mathfrak{e}_{m}^{(n+1)} \in \mathfrak{d}_{n}$ : For $\mathfrak{d}_{n}$, first expand both $\mathfrak{e}$ 's in 8.14 once more by the recursion formula:

$$
\begin{aligned}
& \mathfrak{e}_{m}^{(n+1)}=[\overbrace{\mathfrak{e}_{m}^{(n-1)}+\mathfrak{e}_{m-1}^{(n-1)}\left(\gamma_{m+1, m} \cdots \gamma_{n-1, n-2} \gamma_{n-1, n}\right) \gamma_{n, n-1} y_{n}}^{\mathfrak{e}_{m}^{(n)}}]+ \\
& +[\underbrace{\left.\mathfrak{e}_{m-1}^{(n-1)}+\mathfrak{e}_{m-2}^{(n-1)}\left(\gamma_{m, m-1} \cdots \gamma_{n-1, n}\right) \gamma_{n, n-1} y_{n}\right)}_{\mathfrak{e}_{m-1}^{(n)}}] . \\
& \cdot\left(\gamma_{m+1, m} \cdots \gamma_{n, n-1} \gamma_{n, n+1}\right) \gamma_{n+1, n} y_{n+1} \\
& \text { and regroup both terms containing } \mathfrak{e}_{m-1}^{(n-1)} \text { : } \\
& =\gamma_{n+1, n+2} \gamma_{n, n+1} \mathfrak{e}_{2}^{(n-1, n+1)} \\
& =\mathfrak{e}_{m}^{(n-1)}+\mathfrak{e}_{m-2}^{(n-1)} \overbrace{\left(\gamma_{m, m-1} \cdots \gamma_{n-1, n}\right) \gamma_{n, n-1} y_{n}\left(\gamma_{m+1, m} \cdots \gamma_{n, n+1}\right) \gamma_{n+1, n-1} y_{n+1}}^{= \pm\left(\gamma_{m, m-1} \cdots \gamma_{n, n-1}\right)(\gamma_{m+1, m} \cdots \gamma_{n+1, n} \overbrace{y_{n} y_{n+1}}}+ \\
& +\mathfrak{e}_{m-1}^{(n-1)} \underbrace{\left(\cdots \gamma_{n-1, n-2} \gamma_{n-1, n} \gamma_{n, n-1}\right)}_{\in \mathfrak{C}_{n}^{*}}(\underbrace{\gamma_{n, n-1} y_{n}+\gamma_{n+1, n} y_{n+1}}_{=\mathfrak{e}_{1}^{(n-1, n+1)}}) .
\end{aligned}
$$

When applying the operator $\mathfrak{d}_{n}$, the terms $\mathfrak{e}_{m}^{(n-1)}, \mathfrak{e}_{m-2}^{(n-1)}$ and $\mathfrak{e}_{m-1}^{(n-1)}$ vanish since they contain no $y_{n}$, $y_{n+1}$. The second summand vanishes when applying $\mathfrak{d}_{n}$ to it since it is contained in the $\mathfrak{C}_{n}$-bimodule $\mathfrak{e}_{m-1}^{(n-1)} \cdot\left\langle\mathfrak{e}_{2}^{(n-1, n+1)}\right\rangle \subseteq \operatorname{ker} \mathfrak{d}_{n}$. The last summand vanishes when applying $\mathfrak{d}_{n}$ since it is contained in $\mathfrak{e}_{m-1}^{(n-1)} \cdot\left\langle\mathfrak{e}_{2}^{(n-1, n+1)}\right\rangle \subseteq \operatorname{ker} \mathfrak{d}_{n}$.

Thus $\mathfrak{e}_{m}^{(n+1)} \in \operatorname{ker} \mathfrak{d}_{n}$, and we already saw $\mathfrak{e}_{m}^{(n+1)} \in \operatorname{ker} \mathfrak{d}_{1} \cap \cdots \cap \operatorname{ker} \mathfrak{d}_{n-1}$. This proves the assertion.
Remark 8.15. The $\mathfrak{C}_{n}$-algebra $\Lambda$ Pole $\mathfrak{C}_{n}$ has a basis $\left\{\left(\mathfrak{e}_{1}^{(n)}\right)^{\alpha_{i}}, \ldots,\left(\mathfrak{e}_{n}^{(n)}\right)^{\alpha_{n}}\right\}, \alpha_{i} \in \mathbf{N}$, as left and as right $\mathfrak{C}_{n}$-module (cf. the proof of Lemma 7.4). With the same argumentation as in Lemma 8.7 we see that $\mathrm{rk}_{q, \mathfrak{C}_{n}} \Lambda \mathrm{Pol}_{n}=\frac{1}{(n)_{q}!(1-q)^{n}}$ both as left and right $\mathfrak{C}_{n}$-module .

### 8.3. Invariance under Hecke-algebra action

Instead of knowing the (classical) elementary symmetric polynomials as the generators of the common kernel ker $\partial_{1} \cap \cdots \cap \operatorname{ker} \partial_{n}$, the reader is most likely to know the symmetric polynomials to be defined as the invariants $\operatorname{Pol}_{n}^{S_{n}}$, where the symmetric group acts by exchanging indeterminates. One thus may ask which action is "detected" by the $\mathfrak{d}_{i}$ 's.

Another way to see the classical action of the symmetric group on polynomials is by letting $s_{i}$ act by the commutator $\left[x_{i}, \partial_{i}\right]$ on $\mathrm{Pol}_{n}$. Indeed, one verifies that this yields the correct action. Recall from Definition 2.13 the Iwahori-Hecke algebra $\mathrm{H}_{q}\left(S_{n}\right)$, which is a deformation of the group algebra $k\left[S_{n}\right]$. We shall employ henceforth the presentation from Remark 2.18, namely

$$
\left.\mathrm{H}_{t}(W) \cong\left\langle T_{s} \text { for } s \in S\right| \text { distant and braid relations; } \forall i: T_{i}^{2}=t+(t-1) T_{i}\right\rangle
$$

as a $k\left[t^{ \pm 1}\right]$ algebra.
Lemma 8.16 APR00, §3]. The Hecke algebra $\mathrm{H}_{t}\left(S_{n}\right)$ acts on $\operatorname{Pol}_{n}$ by virtue of the $t$-commutator $\left[x_{i}, \partial_{i}\right]_{t}:=$ $x_{i} \partial_{i}-t \partial_{i} x_{i}$. For the specialisation at $t=1$, this yields the usual action of $k\left[S_{n}\right]$ by permutations.

Caveat 8.17. Unless for the special case $t=1$, this is not an action by algebra homomorphisms but only by vector space homomorphisms.

Proof. We check that the $t$-commutators satisfy the relations of $\mathrm{H}_{t}\left(S_{n}\right)$.
distant relation: Clear since the $\partial_{i}$ also satisfy the distant relation.
quadratic relation:

$$
\begin{aligned}
{\left[x_{1}, \partial_{2}\right]_{t}^{2} } & =\left(x_{1} \partial_{1}-t \partial_{1} x_{1}\right)^{2} \\
& =x_{1} \partial_{1} x_{1} \partial_{1}-\underbrace{t x_{1} \partial_{1} \partial_{1} x_{1}}_{0}-\partial_{1} x_{1}^{2} \partial_{1}+t^{2} \partial_{1} x_{1} \partial_{1} x_{1} \\
& =-x_{1} \partial_{1}+t \underbrace{\left(x_{1}+x_{2}\right) \partial_{1}}_{x_{1} \partial_{1}+\partial_{1} x_{1}+1}-t^{2} \partial_{1} x \\
& =t+(t-1)\left(x_{1} \partial_{1}-t \partial_{1} x_{1}\right) .
\end{aligned}
$$

braid relation: See APR00, §3].
Let $t=1$. It is clear that $\left[x_{i}, \partial_{i}\right]_{t}\left(x_{j} f\right)=x_{j}\left[x_{i}, \partial_{i}\right]_{t}(f)$ for $j \neq i, i+1$. Assume w.l.o. g. that $i=1$. One then computes

$$
\begin{aligned}
& \left(x_{1} \partial_{1}-\partial_{1} x_{1}\right)\left(x_{1} f\right) \\
= & -x_{1} f+x_{1} x_{2} \partial_{1} f+x_{1} f-x_{2} \partial_{1} x_{1} f \\
= & x_{2}\left(x_{1} \partial_{1}-\partial_{1} \partial_{1} x_{1}\right)(f), \\
= & x_{1} f+x_{1}^{2} \partial_{1} f-x_{1} f-x_{1} \partial_{1} x_{1} f \\
= & x_{1}\left(x_{1} \partial_{1}-\partial_{1} x_{1}\right)(f) .
\end{aligned}
$$

Hence $\left[x_{i}, \partial_{i}\right]_{t}$ indeed acts on polynomials by the simple transposition $s_{i}$.
The odd symmetric polynomials, albeit not invariant any more under the action of the symmetric group, are the invariants under the action of the Iwahori-Hecke algebra $\mathrm{H}_{-1}\left(S_{n}\right)$ at $t=-1$ LR14, §2.4].

Question 8.18. Is there a (possibly multi-parameter) Iwahori-Hecke algebra acting on the $\mathfrak{C}_{n}$-algebra Pol $\mathfrak{C}_{n}$ such that the invariants under this action are precisely the polynomials in $\Lambda \mathrm{Pol}_{n}$ ?

We have not yet managed to answer this question. One might attempt to construct an algebra

$$
\tilde{\mathrm{H}}_{t}\left(S_{n}\right) \cong\left\langle T_{s} \text { for } s \in S \left\lvert\, \begin{array}{l}
\text { distant and braid relations; }  \tag{8.15}\\
\forall i: T_{i}^{2}=\left\{\begin{array}{c}
1 \\
-2 T_{i}-1 \text { if } i \text { i } i \text { iodd }
\end{array}\right.
\end{array}\right.\right\rangle,
$$

which would lie somewhere between $\mathrm{H}_{1}\left(S_{n}\right)$ and $\mathrm{H}_{-1}\left(S_{n}\right)$, depending on the partitioning of $I$, such that the $\mathfrak{d}$-symmetric polynomials are the invariants of an appropriate action of $\tilde{t}\left(S_{n}\right)$. However, this necessitates further investigations which we shall not cover in this thesis.

Remark 8.19. It is interesting to note that the action by $t$-commutators allows to define new algebras such as the algebra of $t$-symmetric polynomials, which are the $\mathrm{H}_{t}\left(S_{n}\right)$-invariants in the polynomial ring with the commutativity relation $x_{i} x_{j}=t x_{j} x_{i}$ for $i>j$ Rag17, $\S \S 5$ sq.]. We shall not pursue this further.

## 8．4．Schubert Polynomials；freeness of Pol $\mathfrak{C}_{\boldsymbol{n}}$

Definition 8．20．For a reduced word $w \in S_{n}$ let the $\mathfrak{d}$－Schubert polynomial $\mathfrak{s}_{w} \in \operatorname{Pol\mathfrak {C}_{n}}$ be

$$
\begin{equation*}
\mathfrak{s}_{w}:=\mathfrak{d}_{w^{-1} w_{0}}\left(y_{1}^{n-1} \cdots y_{n-1}^{1}\right) \tag{8.16}
\end{equation*}
$$

which makes sense since according to Lemma 7.7 the $\mathfrak{d}_{i}$ satisfy the relations of the symmetric group．This is the definition of the ordinary Schubert polynomials Man98，§2．3］，with $\mathfrak{d}$ instead of $\partial$ ．Hence in the purely even case，the $\mathfrak{d}$－Schubert polynomials coincide with the ordinary ones．
Lemma 8．21．The $\mathfrak{d}$－Schubert polynomials have the following properties：
（i） $\mathfrak{d}_{v} \mathfrak{s}_{w}=\mathfrak{s}_{w v^{-1}}$ if $w v^{-1}$ is a reduced expression．
（ii）For any tuple $\boldsymbol{\alpha} \in \mathbf{N}^{n}$ ，the following holds：

$$
y^{\alpha} \mathfrak{d}_{v} \mathfrak{s}_{w} \begin{cases}\in \mathfrak{C}_{n}^{*} y^{\alpha} & \text { if } v=w^{-1}  \tag{8.17}\\ =0 & \text { if } \ell(u)=\ell(w) \text { but } v \neq w^{-1}, \\ =0 & \text { if } \ell(v)>\ell(w) .\end{cases}
$$

In particular， $\mathfrak{s}_{e}$ is non－zero．
Proof．The first statement is clear from the definition of $\mathfrak{s}_{w}$ ．For the second one，we argue as follows：
$\ell(v)>\ell(w)$ ：Every $\mathfrak{d}_{i}$ reduces the polynomial degree by -1 ．Recall that the longest element $w_{0}$ of the symmetric group has $\ell\left(w_{0}\right)=\frac{n(n-1)}{2}=\operatorname{deg}\left(y_{1}^{n-1} \cdots y_{n-1}^{1}\right)$ ．Thus， $\mathfrak{s}_{w}$ has polynomial degree $\ell(w)$ ． Since $\mathfrak{d}_{i}$ acts on constants by zero，the assertion follows．
$\ell(v)=\ell(w), v \neq w^{-1}:$ In this case $v\left(w^{-1} w_{0}\right)$ is not a reduced expression，which implies $\mathfrak{d}_{v} \mathfrak{d}_{w^{-1} w_{0}}=0$ ．
$v=w^{-1}$ ：Take the reduced expression $w_{0}=s_{n-1} \cdots s_{2} s_{1} s_{n-2} \cdots s_{3} s_{2} s_{1} s_{2} s_{1}$ ．We have

$$
\begin{aligned}
& \mathfrak{d}_{w_{0}}\left(y_{1}^{n-1} \cdots y_{n-1}^{1}\right) \\
= & \mathfrak{d}_{w_{0} s_{1}} \mathfrak{d}_{1}\left(y_{1} y_{2} y_{1} y_{3} y_{2} y_{1} y_{4} y_{3} y_{2} y_{1} \cdots y_{n-1} y_{n-2} \cdots y_{1}\right) \\
= & \mathfrak{d}_{w_{0} s_{1}}\left[\mathfrak{d}_{1}\left(y_{1}\right)\left(y_{1} y_{2} y_{1} y_{3} y_{2} y_{1} \cdots\right)+y_{2} \mathfrak{d}\left(y_{1} y_{2} y_{1} y_{3} y_{2} y_{1} \cdots\right)\right] .
\end{aligned}
$$

The second summand vanishes since in the argument of $\mathfrak{d}_{1}$ the indeterminates $y_{1}, y_{2}$ only occur in products $y_{1} y_{2}$ ，which lie in $\operatorname{ker} \mathfrak{d}_{1}$（see Lemma 8．11）．We continue with the next operators．It turns out that in every step we can apply $\mathfrak{d}_{i}$ to precisely one factor $y_{i}$ since the remaining $y_{i}, y_{i+1}$＇s occur pairwise：

$$
\begin{aligned}
& =\mathfrak{d}_{w_{0} s_{1} s_{2}} s_{2}\left(\mathfrak{d}_{1} y_{1}\right)[\left(\mathfrak{d}_{2} y_{2}\right)\left(y_{1} y_{3} y_{2} y_{1} \cdots\right)+\overbrace{\mathfrak{d}_{2}\left(y_{1} y_{3} y_{2} y_{1} \cdots\right)}^{0}] \\
& \overline{\mathfrak{d}_{w_{0}} s_{1} s_{2} s_{1} s_{1} s_{2}\left(\mathfrak{d}_{1} y_{1}\right) s_{1}\left(\mathfrak{d}_{2} y_{2}\right)}\left[\mathfrak{d}_{1}\left(y_{1}\right) y_{3} y_{2} y_{1} \cdots\right] \\
& \vdots \\
& =\left(w_{0} s_{1}\right)(\underbrace{\mathfrak{d}_{1} y_{1}}_{\in \mathfrak{C}_{n}^{*}})\left(w_{0} s_{1} s_{2}\right)(\underbrace{\mathfrak{d}_{2} y_{2}}_{\in \mathfrak{C}_{n}^{*}})\left(w_{0} s_{1} s_{2} s_{1}\right)(\underbrace{\mathfrak{d}_{1} y_{1}}_{\cdots}) \cdots s_{1}\left(\mathfrak{d}_{2} y_{2}\right) \cdot \mathfrak{d}_{1}\left(y_{1}\right) .
\end{aligned}
$$

Since the permutation action of $S_{n}$ preserves $\mathfrak{C}_{n}^{*}$ ，we obtain that $\mathfrak{s}_{e} \in \mathfrak{C}_{n}^{*}$ is non－zero．
Lemma 8．22．The action of $\mathrm{NHC}_{n}$（and hence the action of $\mathrm{NCC}_{n}$ ）on Pol⿱⿰㇒一⿻卄⿰亻⿱丶⿻工二又
Proof．We recall briefly the proof of EKL14，prop．2．11］which can be applied nearly literally．By the defining relations，it is clear that $\left\{y^{\boldsymbol{\alpha}} \mathfrak{d}_{v}\right\}_{\boldsymbol{\alpha}, v \in S_{n}}$ is a generating set of $\mathrm{NH}_{n}$ as $\mathfrak{C}_{n}$－algebra．We show by induction on $\ell(v)$ that $y^{\boldsymbol{\alpha}} \mathfrak{d}_{v} \mathfrak{s}_{w}$ are linearly independent elements of the $\mathfrak{C}_{n}$－bimodule PolC $\mathfrak{C}_{n}$ ．This proves that the generating set $\left\{y^{\boldsymbol{\alpha}} \mathfrak{d}_{v}\right\}$ acts linearly independently in Pol $\mathfrak{C}_{n}$ ．
－Induction base：The only element of length 1 is $e$ ，and by（8．17）$y^{\alpha} \mathfrak{d}_{v} \mathfrak{s}_{e} \neq 0$ only if $v=e$ ，and in this case $y^{\boldsymbol{\alpha}} \mathfrak{d}_{v} \in \mathfrak{C}_{n} y^{\boldsymbol{\alpha}}$ ．Thus $y^{\boldsymbol{\alpha}} \mathfrak{d}_{e}$ cannot be a linear combination of $\left\{y^{\boldsymbol{\alpha}^{\prime}} \mathfrak{d}_{v}\right\}_{v>e}$ ．
—Induction step：Assume that $\left\{y^{\boldsymbol{\alpha}^{\prime}} \mathfrak{d}_{v^{\prime}}\right\}_{v^{\prime}<v}$ is linearly independent for a fixed $v \in S_{n}$ ．Assume that $y^{\boldsymbol{\alpha}} \mathfrak{d}_{v}$ were a linear combination of $\left\{y^{\boldsymbol{\alpha}^{\prime}} \mathfrak{d}_{v^{\prime}}\right\}_{\ell\left(v^{\prime}\right)<\ell(v)}$ ．But $y^{\boldsymbol{\alpha}} \mathfrak{d}_{v^{\prime}} \mathfrak{s}_{v^{-1}} \in \mathfrak{C}_{n}^{*} y^{\boldsymbol{\alpha}}$ by the first case in（8．17），whereas a linear combination of $\left\{y^{\alpha^{\prime}} \mathfrak{d}_{v^{\prime}}\right\}$ maps $\mathfrak{s}_{v^{-1}}$ either to zero or to a polynomial of degree strictly larger than 0 ．This is a contradiction，so there cannot be any linear relations between $y^{\boldsymbol{\alpha}} \mathfrak{d}_{v}$ and elements $y^{\alpha^{\prime}} \mathfrak{d}_{v^{\prime}}$ for $\ell\left(v^{\prime}\right)<\ell(v)$ ．Assume now $y^{\alpha} \mathfrak{d}_{v}$ were a non－trivial linear combination of $\left\{y^{\alpha^{\prime}} \mathfrak{d}_{v^{\prime}}\right\}_{\ell\left(v^{\prime}\right) \geq \ell(v)}$ ．But by the second two cases in 8．17），this is also a contradiction．

By virtue of Schubert polynomials, we may prove the following analogue of the respective theorem for ordinary symmetric polynomials. Recall that the respective Clifford-analogues $\Lambda \mathrm{Polf}_{n}$ and $\Lambda \mathrm{PolC}_{n}$ of $\mathrm{Pol}_{n}$ and $\Lambda \operatorname{Pol}_{n}$ have graded ranks $\mathrm{rk}_{q, \mathfrak{c}_{n}} \Lambda \operatorname{Pol}_{n}=\frac{1}{(n)_{q}!(1-q)^{n}}$ and $\mathrm{rk}_{q, \mathfrak{c}_{n}} \operatorname{Pol}_{n}=\frac{1}{(1-q)^{n}}$; see Remark 8.15 and Corollary 8.10.

Theorem 8.23. The following facts, which are well-known for the purely even and the purely odd case, remain true for the Clifford-setting:
(i) $\operatorname{PolC}_{n}$ is a free $\Lambda$ Pol $\mathfrak{C}_{n}$-module of graded rank $(n)_{q}$ !.
(ii) The inclusion $\Lambda \operatorname{Pol}_{n} \subseteq \bigcap_{k=1}^{n-1}$ ker $\mathfrak{d}_{n}$ from Lemma 8.13 is in fact an equality.
(iii) The faithful action of $\mathrm{NH}_{n}$ on $\operatorname{Pol\mathfrak {C}}_{n}$ gives an isomorphism $\mathrm{NHC}_{n} \xrightarrow{\cong} \operatorname{End}_{\Lambda \text { Polc }_{n}}\left(\operatorname{Pol\mathfrak {C}}_{n}\right)$.

Proof. Since Schubert polynomials behave completely analogously to the classical case (apart from $\mathfrak{C}_{n}$ ), the classical proof applies entirely. We nevertheless explain briefly the arguments to see this. For details, consider Lau10, §3.2] for the even and [EKL14 prop. 2.15] for the odd case.
(i) Define the $\mathfrak{C}_{n}$-bimodule $\mathfrak{H}_{n}:=\left\langle y_{1}^{a_{1}} \cdots y_{n-1}^{a_{n-1}} \mid a_{i} \leq n-i\right\rangle_{\mathfrak{C}_{n}}$. This module has a basis given by the Schubert polynomials $\mathfrak{s}_{w}$; see the proof of EKL14 prop. 2.12]. For every index $i$ one may chose an exponent $0 \leq a_{i} \leq n-i$ which yields a generator $y_{i}^{a_{i}}$ of (polynomial) degree $a_{i}$. The submodule generated by $y_{i}^{*}$ thus has graded rank $(n-i)_{q}$ and hence $\operatorname{rk}_{q, \mathfrak{c}_{n}}\left(\mathfrak{H}_{n}\right)=(n)_{q}$ !. The very same proof as in the even (resp. odd) case shows that the multiplication

$$
\Lambda \operatorname{Pol}_{n} \otimes_{\mathfrak{C}_{n}} \mathfrak{H}_{n} \rightarrow \operatorname{Pol}_{n}
$$

is injective, and since both sides have the same graded $\mathfrak{C}_{n}$-rank $\frac{1}{(1-q)^{n}}$ (see 8.11 in Lemma 8.7), it is an isomorphism of $\mathfrak{C}_{n}$-modules, which exhibits $\operatorname{Pol}_{n}$ to be a free $\Lambda$ Pol $\mathfrak{C}_{n}$-module of graded rank $(n)_{q}$ !.
(ii) In (i) we have shown that Polf $\mathfrak{C}_{n}$ has a $\Lambda$ Pol $\mathfrak{C}_{n}$-basis by Schubert polynomials $\mathfrak{s}_{w}$. Given a polynomial $p \in$ Pol $\mathfrak{C}_{n}$, we take a linear combination $\sum_{w \in S_{n}} q_{w} \mathfrak{s}_{w}$ for $q_{w} \in \Lambda$ Pol $\mathfrak{C}_{n}$ with $q_{w}$ non-zero for some $w>e$. Assume the image

$$
\mathfrak{d}_{i}(p)=\mathfrak{d}_{i}\left(\sum_{w} \mathfrak{d}_{i}\left(q_{w}\right) \mathfrak{s}_{w}\right)=\sum_{w} s_{i}\left(q_{w}\right) \mathfrak{s}_{s_{i} w}
$$

under $\mathfrak{d}_{i}$ were zero. Since by assumption there was some non-zero $q_{w}$ for $w>e$, there still is a nonzero term $s_{i}\left(p_{w}\right) \mathfrak{s}_{s_{i} w}$ in $\mathfrak{d}_{i}(p)$. But since $\mathfrak{d}_{i} \mathfrak{s}_{v}=\mathfrak{s}_{s_{i} v}$ if $s_{i} v$ is a reduced expression by Lemma 8.21.(i), $\mathfrak{d}_{i}$ maps no other Schubert polynomial to $\mathfrak{s}_{s_{i} v}$ Therefore, $\mathfrak{d}_{i}(p)$ cannot be zero. Hence there are no $\Lambda$ PolC $\mathfrak{C}_{n}$-linear combinations of Schubert polynomials in Pol $\mathfrak{C}_{n}$ not already contained in ker $\mathfrak{d}_{i}$, which are annihilated by $\mathfrak{d}_{i}$. This proves the statement.
(iii) We have already seen in Lemma 8.22 that $\mathrm{NH}_{n}$ acts faithfully on the free $\mathfrak{C}_{n}$-module Pol $\mathfrak{C}_{n}$. This action is compatible with the $\Lambda \mathrm{Pol} \mathrm{\mathfrak{C}}_{n}$-module structure from (i) as $\mathrm{NHC}_{n}=\mathrm{NC} \mathfrak{C}_{n} \otimes_{\mathfrak{C}_{n}} \mathrm{Pol} \mathrm{\mathfrak{C}}_{n}$, we see that $\mathrm{Polf}_{n}$ acts on itself, $\mathrm{NCl}_{n}$ acts trivially on $\Lambda \mathrm{Polf}_{n}$ by the very definition of the latter and NĆ․ $n$ indeed acts on $\mathfrak{H}_{n}$ since it acts by decreasing exponents. A graded rank computation

$$
\begin{aligned}
\mathrm{rk}_{q, \mathfrak{C}_{n}} \operatorname{End}_{\Lambda \operatorname{Polc}_{n}}\left(\operatorname{PolC}_{n}\right) & =\operatorname{rk}_{q, \mathfrak{c}_{n}}\left(\Lambda \operatorname{Pol}_{n}\right) \cdot \mathrm{rk}_{q, \Lambda \operatorname{Polc}_{n}}\left(\operatorname{Pol}_{n}\right)^{2} \\
& =\frac{\left((n)_{q}!\right)^{2}}{(n)_{q}!(1-q)^{n}} \\
& =\mathrm{rk}_{q, \mathfrak{c}_{n}} \mathrm{NHC}_{n}
\end{aligned}
$$

shows the asserted isomorphism.
Note that Lau10 prop. 3.5] gives a more explicit proof for surjectivity in the classical case.

### 8.5. Complete symmetric polynomials

Just as in the classical case, we may give another collection of generators for $\Lambda$ Pol $\mathfrak{C}_{n}$, namely a Cliffordanalogue for the complete symmetric polynomials. We beg the reader's pardon for the advent of a confusing amount of new notation.

Definition 8.24. Let $M_{(n)}$ be the $n \times n$-matrix

$$
M_{(n)}:=\left(\begin{array}{cccc}
\mathfrak{e}_{1}^{(n)} & \tilde{\mathcal{K}}_{1,2} & & \\
-\mathfrak{e}_{2}^{(n)} & & \tilde{\kappa}_{1,3} & \\
\vdots & & & \\
\vdots & & \ddots & \\
(-1)^{n-2} \mathfrak{e}_{n-1}^{(n)} & & & \tilde{\mathcal{K}}_{1}, n \\
(-1)^{n-1} \mathfrak{e}_{n}^{(n)} & & & \\
& &
\end{array}\right)
$$

where we set

$$
\kappa_{k, l}:=\gamma_{k+1, k} \gamma_{k+1, k+2} \ldots, \gamma_{l-1, l-2} \gamma_{l-1, l} \gamma_{l, l-1},
$$

for $k<l$, and $\kappa_{l-1, l}:=\gamma_{l, l-1}, \kappa_{l, l}:=\gamma_{l, l+1}$. Furthermore, let

$$
\tilde{\kappa}_{k, l}:=\kappa_{k, l} \kappa_{l, l}=\gamma_{k+1, k} \gamma_{k+1, k+2} \cdots \gamma_{l-1, l-2} \gamma_{l-1, l} \gamma_{l, l-1} \gamma_{l, l+1} .
$$

Note that we can "split" the $\kappa$ 's by

$$
\begin{equation*}
\kappa_{k, l}=\underbrace{\gamma_{k+1, k} \cdots \gamma_{m, m-1}}_{\kappa_{k, m}} \gamma_{m, m+1} \underbrace{\gamma_{m+1, m} \cdots \gamma_{l, l-1}}_{\kappa_{m, l}}=\tilde{\kappa}_{k, m} \kappa_{m, l} . \tag{8.18}
\end{equation*}
$$

The complete symmetric polynomial $h_{m}^{(n)}$ of (polynomial) degree $m$ on $n$ indeterminates is the top left entry of the matrix power $M_{(n)}^{m}$ In particular, $h_{1}^{(n)}=\mathfrak{e}_{1}^{(n)}$ and $h_{0}^{(n)}=\mathfrak{e}_{0}^{(n)}=1$.

Remark 8.25. Note that the top row of $M_{(n)}^{m}$ has entries

$$
\left(M_{(n)}^{m}\right)_{1, *}=\left(h_{m}^{(n)}, h_{m-1}^{(n)} \tilde{\kappa}_{1,2}, h_{m-2}^{(n)} \tilde{\kappa}_{1,2} \tilde{\kappa}_{1,3}, \ldots, \tilde{\kappa}_{1,2} \cdots \tilde{\kappa}_{1, m+1}, 0, \ldots, 0\right) .
$$

Example 8.26. (i) If all indices are even and thus $\mathfrak{e}_{m}^{(n)}=\varepsilon_{m}^{(n)}$ and $\kappa_{k, l}=1$ for all $k, l$, these polynomials coincide with the ordinary complete symmetric polynomials

$$
h_{m}^{(n)}=\sum_{1 \leq k_{1} \leq \cdots \leq k_{m} \leq n} x_{k_{1}} \cdots x_{k_{m}} .
$$

(ii) If all indices are odd, the resulting complete homogeneous symmetric polynomials coincide with those of EKL14 up to a renormalisation involving the $\kappa$ 's.

Proposition 8.27. There are identities

$$
\sum_{l=0}^{m}(-1)^{l} h_{m-l}^{(n)} \tilde{\kappa}_{1,2} \cdots \tilde{\kappa}_{1, l} \mathfrak{e}_{l}^{(n)}=\delta_{m, 0}=\sum_{l=0}^{m}(-1)^{l} \tilde{\kappa}_{1,2} \cdots \tilde{\kappa}_{1, l} \mathfrak{e}_{l}^{(n)} h_{n-l}^{(n)} .
$$

Proof. The complete homogeneous symmetric polynomial $h_{m}^{(n)}$ is the top left entry of the matrix power $M_{(n)}^{m}=M_{(n)}^{m-1} \cdot M_{(n)}$ and therefore equals

$$
h_{m}^{(n)}=\left(h_{m-1}^{(n)}, h_{m-2}^{(n)} \tilde{\kappa}_{1,2}, \ldots, \tilde{\kappa}_{1,2} \cdots \tilde{\kappa}_{1, m+1}, 0, \ldots, 0\right) \cdot\left(\mathfrak{e}_{1}^{(n)},-\mathfrak{e}_{2}^{(n)}, \ldots,(-1)^{n} \mathfrak{e}_{n}^{(n)}\right)^{T}
$$

hence one obtains a recursive description $h_{m}^{(n)}=\sum_{l=1}^{m}(-1)^{l-1} h_{m-l}^{(n)} \tilde{\kappa}_{1,2} \cdots \tilde{\kappa}_{1, l} \mathfrak{e}_{l}^{(n)}$ of the complete homogeneous symmetric polynomials for $m \geq 1$. Putting $h_{m}^{(n)}$ to the other side proves the statement.
For the second equality, denote the other entries of $M_{(n)}^{m}$ by

$$
\left(\begin{array}{ccc}
h_{m}^{(n)} & h_{m-1}^{(n)} \tilde{\kappa}_{1,2} & h_{m-2}^{(n)} \tilde{\kappa}_{1,2} \tilde{\kappa}_{1,3} \cdots \\
h_{(1), m+1}^{(n)} & h_{(1), m}^{(n)} \tilde{\kappa}_{1,2} & \ddots \\
h_{(2), m+2}^{(n)} & \ddots &
\end{array}\right):=M_{(n)}^{m},
$$

such that $h_{(k), l}^{(n)}$ always is a polynomial of degree $l$. The polynomial $h_{m}^{(n)}$ is the top left entry of $M_{(n)}^{m}=$ $M_{(n)} \cdot M_{(n)}^{m-1}$ and thus is given by

$$
h_{m}^{(n)}=\mathfrak{e}_{1} h_{m-1}^{(n)}+\tilde{\kappa}_{1,2} h_{(1), m}^{(n)}
$$

$$
\begin{aligned}
h_{(1), m}^{(n)} & =-\mathfrak{e}_{2} h_{m-2}^{(n)}+\tilde{\kappa}_{1,3} h_{(2), m}^{(n)} \\
& \vdots \\
h_{(k-1), m}^{(n)}= & (-1)^{k} \mathfrak{e}_{k} h_{m-k}^{(n)}+\tilde{\kappa}_{1, k+1} h_{(k), m}^{(n)}
\end{aligned}
$$

such that we obtain a recursion formula

$$
\begin{aligned}
h_{m}^{(n)} & =\mathfrak{e}_{1}^{(n)} h_{m-1}^{(n)}+\tilde{\kappa}_{1,2}\left(-\mathfrak{e}_{2}^{(n)} h_{m-2}^{(n)}+\tilde{\kappa}_{1,3}\left(\cdots\left( \pm \mathfrak{e}_{m-1}^{(n)} h_{1}^{(n)} \mp \tilde{\kappa}_{1, m} \mathfrak{e}_{m}^{(n)}\right) \cdots\right)\right) \\
& =\sum_{l=1}^{m}(-1)^{l-1} \tilde{\kappa}_{1,2} \cdots \tilde{\kappa}_{1, l} \mathfrak{e}_{l}^{(n)} h_{m-l}^{(n)} .
\end{aligned}
$$

Again, putting $h_{m}^{(n)}$ to the other side proves the claim.

### 8.6. Interlude: cohomology of Grassmannians and partial flag varieties

We recall some classical (non-super) theory on the cohomology rings of Grassmannians and partial flag varieties. Our aim is to build super-analogues for these rings.

Definition 8.28. Fix natural numbers $k \leq n$. The set of all $k$-dimensional subspaces $F \subseteq k^{n}$ of the $n$-dimensional $k$-vector space forms an algebraic variety, called Grassmann variety (or just Grassmannian), denoted $\operatorname{Gr}(k, n)$.
Fact 8.29. The Grassmannian $\operatorname{Gr}(k, n)$ has cohomology ring

$$
\begin{equation*}
H_{(k, n)}:=H^{*}(\operatorname{Gr}(k, n)) \cong \frac{k\left[\varepsilon_{1}^{(n)}, \ldots, \varepsilon_{m}^{(n)}\right]}{\left(h_{n-k+1}^{(n)}, \ldots, h_{n}^{(n)}\right)} \tag{8.19}
\end{equation*}
$$

with coefficients in $k$.
This is a corollary of ?? 8.31. We need to give some more definitions beforehand:
Definition 8.30. Fix natural number $\ell \leq n$. A partial flag $F_{\bullet}$ of length $\ell$ is a chain $F_{\bullet}$ of $k$-vector subspaces $0 \subseteq F_{0} \subseteq F_{1} \subseteq \cdots \subseteq F_{\ell}=k^{n}$. The set of all partial flags of length $\ell$ is called (partial) flag variety $\mathrm{Fl}(\ell ; n)$. If $\ell=n$, then $\mathrm{Fl}(n):=\mathrm{Fl}(n ; n)$ is called full flag variety. To a flag $F_{\bullet}$ one associates its dimension vector $\boldsymbol{k}=\left(\operatorname{dim}_{k} F_{0}, \ldots, \operatorname{dim}_{k} F_{\ell}\right)$. The connected components of $\mathrm{Fl}(\ell)$ are the varieties $\mathrm{Fl}(\boldsymbol{k})$ of partial flags with dimension vector $\boldsymbol{k}$. In particular $\operatorname{Gr}(k, n)=\operatorname{Fl}(0, k, n)$.

Fact 8.31 Man98, prop. 3.6.15, rmk. 3.6.16; or Ful97, prop. 3]. The full flag variety $\mathrm{Fl}(n)$ has cohomology ring $H^{*} \mathrm{Fl}(n) \cong \operatorname{Pol}_{n} /\left(\Lambda \operatorname{Pol}_{n}\right)_{+}$. The partial flag variety $\mathrm{Fl}(\boldsymbol{k})$ has cohomology ring

$$
\begin{equation*}
H_{\boldsymbol{k}}:=H^{*} \mathrm{Fl}(\boldsymbol{k}) \cong \frac{\Lambda \operatorname{Pol}_{k_{1}-k_{0}} \otimes_{k} \cdots \otimes_{k} \Lambda \operatorname{Pol}_{k_{\ell}-k_{\ell-1}}}{\left(\Lambda \mathrm{Pol}_{n}\right)_{+}} \tag{8.20}
\end{equation*}
$$

We denote the nominator by $\Lambda \mathrm{Pol}_{\boldsymbol{k}}$.
Recall the notion of graded ranks from Section 8.1
Lemma 8.32. The cohomology ring $H(k, n):=H^{*}(\operatorname{Gr}(k, n))$ of the Grassmannian has graded dimension $\operatorname{dim}_{q, k} H(k, n)=\binom{n}{k}_{q}$ with the $q$-binomial coefficient $\binom{n}{k}_{q}:=\frac{(n)_{q}!}{(k)_{q}!(n-k)_{q}!}$.
Proof. Without quotienting out the ideal, the polynomial ring $\Lambda \mathrm{Pol}_{k}:=k\left[\varepsilon_{1}, \ldots, \varepsilon_{k}\right]$ in the symmetric polynomials has graded dimension $\operatorname{dim}_{q, k} \Lambda \operatorname{Pol}_{k}=(1-q)^{-1} \cdots\left(1-q^{k}\right)^{-1}$. To count the graded dimension of the ideal $\mathfrak{a}=\left(h_{n-k+1}, \ldots, h_{n}\right)$ to be quotiented out, we note that each generator $h_{m}$ contributes a principal ideal with graded dimension $\operatorname{dim}_{q, k}\left(h_{m}\right)=q^{m} \operatorname{dim}_{q, k} \Lambda \mathrm{Pol}_{k}$. We then proceed by the inclusionexclusion principle to obtain

$$
\begin{aligned}
& \operatorname{dim}_{q, k}\left(h_{n-k+1}, \ldots, h_{n}\right) \\
= & \left(\left(q^{n-k+1}+\cdots q^{n}\right)-\left(q^{2(n-k)+3}+\cdots+q^{2 n-1}\right)+\cdots \pm q^{(n-k+1)+\cdots+n}\right) \operatorname{dim}_{q, k} \Lambda \operatorname{Pol}_{k} \\
= & \left(1-\left(1-q^{n-k+1}\right) \cdots\left(1-q^{n}\right)\right) \operatorname{dim}_{q, k} \Lambda \operatorname{Pol}_{k}
\end{aligned}
$$

The quotient thus has graded dimension

$$
\operatorname{dim}_{q, k}\left(\Lambda \operatorname{Pol}_{k} / \mathfrak{a}\right)=\frac{\left(1-q^{n-k+1}\right) \cdots\left(1-q^{n}\right)}{(1-q) \cdots\left(1-q^{k}\right)}=\frac{(1-q)^{n-(n-k)}(n)_{q}!/(n-k)_{q}!}{(1-q)^{k}(k)_{q}!}=\binom{n}{k}_{q}
$$

For the cohomology ring of partial flag varieties (see ?? 8.31) this allows to deduce:
Corollary 8.33. Let $\boldsymbol{k}:=\left(0=k_{0} \leq \ldots \leq k_{r}=n\right)$ be a dimension vector. The cohomology ring $H(\boldsymbol{k})$ of the partial flag variety $\operatorname{Fl}(\boldsymbol{k})$ has as graded dimension the $q$-multinomial coefficient

$$
\operatorname{dim}_{q, k} H(\boldsymbol{k})=\binom{n}{k_{1}, k_{2}-k_{1}, \ldots, k_{r}-k_{r-1}}_{q}:=\frac{(n)_{q}!}{\left(k_{1}\right)_{q}!\left(k_{2}-k_{1}\right)_{q}!\cdots\left(k_{r}-k_{r-1}\right)_{q}!} .
$$

Proof. The cohomology ring is the quotient

$$
\frac{\Lambda \operatorname{Pol}_{k_{1}} \otimes \cdots \otimes \Lambda \operatorname{Pol}_{k_{l}-k_{l-1}}}{\left(1-\left(1+\varepsilon_{1}^{\left(k_{1}\right)}+\cdots+\varepsilon^{\left(k_{1}\right)_{k_{1}}}\right) \cdots\left(1+\varepsilon_{1}^{\left(k_{l}-k_{l-1}\right)}+\cdots+\varepsilon_{\left(k_{l}-k_{l-1}\right)}^{k_{l}-k_{l-1}}\right)\right)}
$$

of $\Lambda \operatorname{Pol}_{\boldsymbol{k}}:=\Lambda \operatorname{Pol}_{k_{1}} \otimes \cdots \otimes \Lambda \operatorname{Pol}_{k_{l}-k_{l-1}}$. Denote the ideal quotiented out by $\mathfrak{a}$ and proceed as in the proof of Lemma 8.32. We see that the nominator has graded dimension

$$
\operatorname{dim}_{q, k} \Lambda=\prod_{a=1}^{l} \frac{1}{1-q} \cdots \frac{1}{1-q^{k_{a}-k_{a-1}}}=\frac{1}{(1-q)^{n}} \prod_{a=1}^{l} \frac{1}{\left(k_{a}-k_{a-1}\right)_{q}!}
$$

and the ideal $\mathfrak{a}$ quotiented out has graded dimension

$$
\operatorname{dim}_{q, k} \mathfrak{a}=\left((1-q)^{n}(n)_{q}!-1\right) \operatorname{dim}_{q, k} \Lambda .
$$

This shows the assertion.

### 8.7. Cyclotomic quotients

It is known that in the classical case the cohomology ring $H_{(k, n)}$ of Grassmann varieties (see ?? 8.29) is Morita equivalent to the so-called cyclotomic quotient of the NilHecke algebra [Lau12, §5]. For the odd setting, the respective Morita equivalence has already been established in EKL14, §5]. We introduce analogues of both rings in the Clifford setting and prove that they are Morita equivalent.

Definition 8.34. The m-th cyclotomic quotient of the Hecke Clifford algebra $\mathrm{NH}_{n}$ is the quotient $\mathrm{NHC}_{n}^{m}:=$ $\mathrm{NHC}_{n} /\left(\left(\kappa_{1, n} y_{n}\right)^{m}\right)$. The quotient $H \mathfrak{C}_{(m, n)}:=\Lambda \operatorname{Pol}_{n} /\left(h_{k}^{(n)}\right)_{k>n-m}$ is called the Clifford cohomology ring of the Grassmannian $\operatorname{Gr}(m, n)$.

Remark 8.35. In contrast to the standard definition of the cyclotomic quotient, we mod out some power of $y_{n}$ instead of $y_{1}$. However, using $y_{1}$ instead would necessitate transposing the matrix $M_{(n)}$ in Definition 8.24 We want to avoid this.

Theorem 8.36. The rings $\mathrm{NHC}_{n}^{m}$ and $H \mathfrak{C}_{(m, n)}$ are Morita-equivalent.
Proof. The proof in Lau12, §5] does not rely on commutativity of the rings involved and thus applies immediately in our setting. We quickly recall how to show the statement. The reader is strongly encouraged to verify the following calculation for $n=3$. Let us start with
where we set

$$
\begin{aligned}
& \mathfrak{e}_{n}^{(n)}=\gamma_{1,2} y_{1} \gamma_{2,3} y_{2} \cdots \gamma_{n, n+1} y_{n} \\
&=\left(\gamma_{1,2} y_{1} \gamma_{2,3} y_{2} \cdots \gamma_{n-1, n} y_{n-1}\right) \gamma_{n, n+1} y_{n} \\
&=\left(\mathfrak{e}_{n-1}^{(n)}-\tilde{\mathfrak{e}}_{n-1}^{(n)}\right) \underbrace{\gamma_{n, n+1}}_{\kappa_{n, n}} y_{n} \\
& \text { we set }
\end{aligned}
$$

$$
\begin{aligned}
\tilde{\mathfrak{e}}_{n-1}^{(n)} & =\gamma_{1,2} y_{1} \cdots \gamma_{n-2, n-1} y_{n-2} \gamma_{n, n-1} y_{n}+\cdots+\gamma_{2,1} y_{2} \gamma_{3,2} y_{3} \cdots \gamma_{n, n-1} y_{n} \\
& =\left(\gamma_{1,2} y_{1} \cdots \gamma_{n-2, n-1} y_{n-2}+\cdots+\gamma_{2,1} y_{2} \cdots \gamma_{n-1, n-2} y_{n-1}\right) \gamma_{n, n-1} y_{n} \\
& =\left(\mathfrak{e}_{n-2}^{(n)}-\tilde{\mathfrak{e}}_{n-2}^{(n)}\right) \underbrace{\gamma_{n, n-1}}_{\kappa_{n-1, n}} y_{n}
\end{aligned}
$$

$$
\begin{aligned}
\tilde{\mathfrak{e}}_{n-2}^{(n)} & =\left(\gamma_{1,2} y_{1} \cdots \gamma_{n-3, n-2} y_{n-3}+\cdots+\gamma_{3,2} y_{3} \cdots \gamma_{n-1, n-2} y_{n-1}\right) \gamma_{n-1, n-2} \gamma_{n-1, n} \gamma_{n, n-1} y_{n} \\
& =\left(\mathfrak{e}_{n-3}^{(n)}-\tilde{\mathfrak{e}}_{n-3}^{(n)}\right) \underbrace{\gamma_{n-1, n-2} \gamma_{n-1, n} \gamma_{n, n-1}}_{\kappa_{n-2, n}} y_{n}
\end{aligned}
$$

$$
\begin{aligned}
& \tilde{\mathfrak{e}}_{2}^{(n)}=\left(\mathfrak{e}_{1}^{(n)}-\tilde{\mathfrak{e}}_{1}^{(n)}\right) \underbrace{\gamma_{3,2} \gamma_{3,4} \cdots \gamma_{n-1, n-2} \gamma_{n-1, n} \gamma_{n, n-1}}_{\kappa_{2, n}} y_{n} \\
& \tilde{\mathfrak{e}}_{1}^{(n)}=\underbrace{\gamma_{2,1} \gamma_{1,2} \cdots \gamma_{n-1, n-2} \gamma_{n-1, n} \gamma_{n, n-1}}_{\kappa_{1, n}} y_{n} .
\end{aligned}
$$

To state the above calculation differently, we have that

$$
\begin{aligned}
0 & =\mathfrak{e}_{n}^{(n)}-\left(\mathfrak{e}_{n-1}^{(n)}-\left(\cdots\left(\mathfrak{e}_{1}^{(n)}-\kappa_{1, n} y_{n}\right) \cdots\right) \kappa_{n-1, n} y_{n}\right) \kappa_{n, n} y_{n} \\
& =\sum_{k=0}^{n-1}(-1)^{k} \mathfrak{e}_{n-k}^{(n)} \kappa_{n-k+1, n} y_{n} \cdots \kappa_{n, n} y_{n} \\
& =\sum_{l=1}^{n}(-1)^{l} \mathfrak{e}_{l}^{(n)} \prod_{k=l+1}^{n} \kappa_{k, n} y_{n} .
\end{aligned}
$$

Set $b_{l}:=\prod_{k=l+1}^{n} \kappa_{k, n} y_{n}$ for $1 \leq l \leq n-1$; in particular $b_{n}:=1$. Recall now the $\mathfrak{C}_{n}$-bimodule $\mathfrak{H}_{n}$ from the proof of Theorem 8.23.(i). We define a similar free $\mathfrak{C}_{n}$-bimodule of graded rank $(n)_{q}$ ! with direct sum decomposition

$$
\begin{equation*}
\tilde{\mathfrak{H}}_{n}:=\left\langle y_{1}^{\alpha_{1}} \cdots y_{n-1}^{\alpha_{n-1}} \mid \alpha_{i}<i\right\rangle_{\mathfrak{C}_{n}}=\bigoplus_{\boldsymbol{\alpha}}\left\langle y^{\boldsymbol{\alpha}} b_{1}, \ldots, y^{\boldsymbol{\alpha}} y_{n}^{n-1} \cdot b_{n}\right\rangle_{\mathfrak{C}_{n}} \tag{8.21}
\end{equation*}
$$

for multiindices $\boldsymbol{\alpha}$. We denote the direct summands by $B_{\boldsymbol{\alpha}}$. It is analogous to the proof of Theorem 8.23.(i) that multiplication gives an isomorphism $\tilde{\mathfrak{H}}_{n} \otimes \mathfrak{C}_{n} \Lambda$ Pol $\mathfrak{C}_{n} \xlongequal{\cong} \operatorname{PolC}_{n}$.

Recall from (8.18) how to split the $\kappa$ 's. Multiplication from the left by $\kappa_{1, n} y_{n}$ acts on this basis of $B_{\boldsymbol{\alpha}}$ by

$$
\begin{array}{rlrl}
\left(\kappa_{1, n} y_{n} \cdot\right): B_{\boldsymbol{\alpha}} & \rightarrow B_{\boldsymbol{\alpha}}, & \stackrel{8.18}{=} \\
1=\kappa_{1, n} \kappa_{n, n} \kappa_{n, n} y_{n} & \mapsto \kappa_{1, n} y_{n} & =\overbrace{\kappa_{1, n} \kappa_{n, n}}^{\overbrace{n-1}} b_{n-1}^{\tilde{\kappa}_{1, n}} \\
b_{n-1} & \mapsto \kappa_{1, n} y_{n} \kappa_{n, n} y_{n} b_{n-1}=\kappa_{1, n-1} \kappa_{n-1, n-1} \kappa_{n-1, n} y_{n} & =\underbrace{\kappa_{1, n-1} \kappa_{n-1, n-1}}_{=\tilde{\kappa}_{1, n-1}} b_{n-2} \\
& \vdots & & =\underbrace{\kappa_{1,2} \kappa_{2,2}}_{=\tilde{\kappa}_{1,2}} b_{1} \\
b_{2} & \mapsto \kappa_{1, n} y_{n} b_{2} & =\kappa_{1,2} \kappa_{2,2} y_{n} b_{2} \\
b_{1} & \mapsto \sum_{l=1}^{n}(-1)^{l} \mathfrak{e}_{l}^{(n)} \underbrace{\prod_{\substack{n=l}}^{n-1} \kappa_{k, n} y_{n}}_{=\gamma_{2,1} \gamma_{2,3}} . &
\end{array}
$$

This shows that multiplication with $\kappa_{1, n} y_{n}$ from the left acts on the basis from 8.21 by the matrix

$$
\left(\begin{array}{cccc}
\mathfrak{e}_{1}^{(n)} & \tilde{\kappa}_{1,2} & & \\
\\
-\mathfrak{e}_{2}^{(n)} & & \tilde{\kappa}_{1,3} & \\
\vdots & & & \\
\vdots & & \ddots & \\
(-1)^{n-2} \mathfrak{e}_{n-1}^{(n)} & & & \tilde{\kappa}_{1}, n \\
(-1)^{n-1} \mathfrak{e}_{n}^{(n)} & & & 0
\end{array}\right)=M_{(n)}
$$

Quotienting out the two-sided ideal $\left(\kappa_{1, n} y_{n}\right)^{m} \unlhd \mathrm{NH}_{n}$ is the same as requiring that $M_{(n)}^{m}=0$.
Claim. The ideal $\left(h_{n-m+1}, \ldots, h_{n}\right) \unlhd \operatorname{Pol}_{n}$ is also generated by the first column of $M_{(n)}^{m+1}$.
By definition, $h_{k+1}$ is the top left entry of $M_{(n)} \cdot M_{(n)}^{k}$ for any $k$. Recall that we denoted the entries of the first column $\left(M_{(n)}^{k+1}\right)_{*, 1}$ of $M_{(n)}^{k+1}$ by

$$
\left(M_{(n)}^{k+1}\right)_{*, 1}=:\left(h_{k+1}, h_{(1), k+2}, h_{(2), k+3}, \ldots, h_{(n-k-1), n}\right)^{T}
$$

We thus have

$$
h_{n-m+2}=\mathfrak{e}_{1}^{(n)} h_{n-m+1}+\tilde{\kappa}_{1,2} h_{(1), n-m+2}
$$

Table 8.4: Elementary $\mathfrak{d}$-symmetric polynomials $\mathfrak{e}_{m}^{(k, n)}$ for $n=3$, as defined in Definition 8.37 The leftmost column is the same as in Table 8.1 The braces illustrates how one can construct the polynomials recursively as stated in Corollary 8.38, starting with the rightmost polynomial $\mathfrak{e}_{3}^{(2,3)}=\gamma_{3,4} y_{3}$.

| $m \backslash k+1$ | 1 | 2 | 3 |
| :---: | :---: | :---: | :---: |
| 1 | $\gamma_{1,2} y_{1}+\underbrace{\gamma_{2,1} y_{2}+\gamma_{2,1} \gamma_{2,3} \gamma_{3,2} y_{3}}$ | $\gamma_{2,3} y_{2}+\underbrace{\gamma_{3,2} y_{3}}_{\gamma_{3,2} \gamma_{3,4} e_{1}^{(1,3)}}$ | $\gamma_{3,4} y_{3}$ |
|  | $\gamma_{2,1} \gamma_{2,3} e_{1}^{(1,3)}$ |  |  |
| 2 | $\underbrace{\gamma_{1,2} y_{1} \gamma_{2,3} y_{2}+\gamma_{1,2} y_{1} \gamma_{3,2} y_{3}}+\gamma_{2,1} y_{2} \gamma_{3,2} y_{3}$ | $\gamma_{2,3} y_{2} \gamma_{3,2} y_{3}$ |  |
|  | $\gamma_{1,2} y_{1} \mathrm{c}(1,3)_{1}$ |  |  |
| 3 | $\gamma_{1,2} y_{1} \underbrace{\gamma_{2,3} y_{3} \gamma_{3,4} y_{3}}$ |  |  |
|  | $\mathrm{e}_{2}^{(1,3)}$ |  |  |

$$
\begin{aligned}
& \equiv \tilde{\kappa}_{1,2} h_{(1), n-m+2} \quad\left(\bmod h_{n-m+1}\right) \\
h_{n-m+3} & =\mathfrak{e}_{1}^{(n)} h_{n-m+2}+\tilde{\kappa}_{1,2} h_{(1), n-m+3} \\
& =\mathfrak{e}_{2}^{(n)}\left(\mathfrak{e}_{1}^{(n)} h_{n-m+1}+\tilde{\kappa}_{1,2} h_{(1), n-m+2}\right)+\tilde{\kappa}_{1,2}\left(-\mathfrak{e}_{2}^{(n)} h_{n-m+1}+\tilde{\kappa}_{1,3} h_{(2), n-m+2}\right) \\
& \equiv \tilde{\kappa}_{1,2} \tilde{\kappa}_{1,3} h_{(2), n-m+3} \quad\left(\bmod h_{n-m+1}, h_{n-m+2}\right) \\
h_{n} & \equiv \tilde{\kappa}_{1,2} \cdots \tilde{\kappa}_{1, m} h_{(m-1), n} \quad\left(\bmod h_{n-m+1}, \ldots, h_{n-1}\right) .
\end{aligned}
$$

This proves the claim since all $\tilde{\kappa}$ 's are units. Taking the product $M_{(n)}^{m}=M_{(n)}^{m-n+1} \cdot M_{(n)}^{n-1}$ shows that the last column of $M_{(n)}^{m}$ has entries

$$
\left(M_{(n)}^{m}\right)_{*, n}=\left(h_{n-m+1}, h_{(1), n-m+2}, \ldots, h_{(m-1, n)}\right)^{T} \tilde{\kappa}_{1,2} \cdots \tilde{\kappa}_{1, n}
$$

Thus the entries of $\left(M_{(n)}^{m}\right)_{*, n}$ also generate $\left(h_{n-m+1}, \ldots, h_{n}\right) \unlhd \mathrm{PolC}_{n}$.
Claim. All entries of $M_{(n)}^{m}$ are $\Lambda$ Pol $\mathfrak{C}_{n}$-linear combinations of entries of the last column $\left(M_{(n)}^{m}\right)_{*, n}$.
Since $M_{(n)}^{k+1}=M_{(n)}^{1} \cdot M_{(n)}^{k}$ for any $k$, the entries of $\left(M_{(n)}^{k+1}\right)_{*, 1}$ are $\Lambda$ Pol $\mathfrak{C}_{n}$-linear combinations of entries of $\left(M_{(n)}^{k}\right)_{*, 1}$. Since also $M_{(n)}^{k+1}=M_{(n)}^{k} \cdot M_{(n)}^{1}$, we have $\left(M_{(n)}^{k+1}\right)_{*, 2}=\tilde{\kappa}_{1,2}\left(M_{(n)}^{k}\right)_{*, 1}$. Therefore, the entries of $\left(M_{(n)}^{k+1}\right)_{*, 1}$ are linear combinations of entries of the second column $\left(M_{(n)}^{k+1}\right)_{*, 2}$. The claim follows by iterating this argument.

Altogether, we have shown that requiring $M_{(n)}^{m}=0$ is the same as quotienting out $\left(h_{n-m+1}, \ldots, h_{n}\right) \unlhd$ $\mathrm{PolC}_{n}$. Applying this to each summand $B_{\boldsymbol{\alpha}}$ of (8.21) yields

$$
\operatorname{NHC}_{n}^{m} \cong \operatorname{Mat}_{n!}\left(\Lambda \operatorname{Pol}_{n}\right) /\left(M_{(n)}^{m}\right) \cong \operatorname{Mat}_{n!}\left(\mathrm{H}_{(m, n)}\right)
$$

This establishes the asserted Morita equivalence.

### 8.8. Clifford algebras associated to partial flag varieties

We now come back to the consideration of $\mathfrak{d}$-symmetric polynomials.
Definition 8.37. Let $\mathfrak{e}_{m}^{(k, n)}$ be the polynomial of degree $m$ in the indeterminates $y_{k}, \ldots, y_{n}$ that is obtained from $\mathfrak{e}_{m}^{(n-k)}$ by replacing every index $i$ by $i+k$.

Recall from Lemma 8.13 the recursion formula for the elementary $\mathfrak{d}$-symmetric polynomials. We can easily derive the following corollary by regrouping the terms of 8.8):

Corollary 8.38. There is another recursion formula

$$
\begin{equation*}
\mathfrak{e}_{m}^{(n)}=\gamma_{1,2} y_{1} \mathfrak{e}_{m-1}^{(1, n)}+\gamma_{2,1} \gamma_{2,3} \mathfrak{e}_{m}^{(1, n)} \tag{8.22}
\end{equation*}
$$

for the elementary $\mathfrak{d}$-symmetric polynomials, where $\gamma_{i, i \pm 1}$ is as defined in Lemma 8.11

Example 8.39. The "regrouping" of terms is best made explicit by considering the first $\mathfrak{d}$-symmetric polynomials listed explicitly in Table 8.1. We can start with the polynomial $\mathfrak{e}_{1}^{(2,3)}:=\gamma_{3,4} y_{3}$ as defined in Definition 8.37 and construct the polynomials $\mathfrak{e}_{m}^{(k, 3)}$ for $0 \leq k<3$ and $m \leq n-k$ as described in the corollary. The resulting polynomials are listed in Table 8.4 with the grouping indicated by braces.

The two recursive expansions 8.8 and 8.22 from Lemma 8.13 and Corollary 8.38 are subsumed in the following definition:
Definition 8.40. For $1<k<n$, let $\lambda_{m, l}^{(0, k, n)} \in \mathfrak{C}_{n}$ be the coefficients defined by

$$
\begin{equation*}
\mathfrak{e}_{m}^{(n)}=\sum_{0 \leq l \leq m} \mathfrak{e}_{l}^{(k)} \lambda_{m, l}^{(0, k, n)} \mathfrak{e}_{m-l}^{(k, n)} \tag{8.23}
\end{equation*}
$$

Example 8.41. By the expansions 8.8 and 8.22 we know the coefficients $\lambda_{m, l}^{(0, k, n)}$ for two particular values for $k$ :
(i) For $k=n-1, \lambda_{m, l}^{(0, k, n)}$ is just coefficient of the expansion $\mathfrak{e}_{m}^{(n)}=\sum_{l} \mathfrak{e}_{l}^{(n-1)} \lambda_{l} \gamma_{n, n+1} y_{n}$. The recursion formula from Lemma 8.13 gives

$$
\lambda_{m, l}^{(0, n-1, n)}= \begin{cases}1 & \text { if } l=m \\ \gamma_{m+1, m} \gamma_{m+1, m+2} \cdots \gamma_{n-1, n-2} \gamma_{n-1} n & \text { if } l=m-1 \\ 0 & \text { otherwise }\end{cases}
$$

(ii) For $k=1, \lambda_{m, l}^{(0, k, n)}$ is the coefficient of the expansion $\mathfrak{e}_{m}^{(n)}=\sum \gamma_{1,2} y_{1} \lambda_{l} \mathfrak{e}_{l}^{(1, n-1)}$. By Corollary 8.38 these are given by

$$
\lambda_{m, l}^{(0,1, n)}= \begin{cases}\gamma_{2,1} \gamma_{2,3} & \text { if } l=0 \\ 1 & \text { if } l=1 \\ 0 & \text { otherwise }\end{cases}
$$

In general however, it seems to be difficult to give an explicit formula for $\lambda_{m, l}^{(0, k, n)}$ for arbitrary $k$.
Definition 8.42. Recall from Lemma 8.13 that we defined $\Lambda$ Pole $\mathfrak{C}_{n}:=\left\langle\mathfrak{e}_{1}^{(n)}, \ldots, \mathfrak{e}_{n}^{(n)}\right\rangle$ as the $\mathfrak{C}_{n}$-subalgebra of $\mathrm{PolC}_{n}$ generated by the $\mathfrak{d}$-symmetric polynomials. We have shown $\Lambda \operatorname{Pol}_{n}=\bigcap_{i=1}^{n-1} \operatorname{ker} \mathfrak{d}_{i}$ in Theorem 8.23.(ii) We additionally define the $\mathfrak{C}_{n}$-algebras $\Lambda \operatorname{Pol}_{(k, n)}:=\left\langle\mathfrak{e}_{m}^{(k, n)} \mid 1 \leq m \leq m-k\right\rangle \subseteq$ $\bigcap_{i=k+1}^{n-1} \operatorname{ker} \mathfrak{\mathfrak { d }}_{i}$ and more generally

$$
\begin{aligned}
\Lambda \operatorname{PolC}_{\left(k_{0}, \ldots, k_{l}\right)} & :=\mathfrak{C}_{n}\left\langle\mathfrak{e}_{m_{0}}^{\left(k_{0}, k_{1}\right)}, \mathfrak{e}_{m_{1}}^{\left(k_{1}, k_{2}\right)}, \ldots, \mathfrak{e}_{m_{l-1}}^{\left(k_{l-1}, k_{l}\right)} \mid 1 \leq m_{j} \leq k_{j+1}-k_{j}\right\rangle \\
& \stackrel{*}{\subseteq} \operatorname{ker} \mathfrak{d}_{k_{0}+1} \cap \cdots \cap \widehat{\operatorname{ker} \mathfrak{d}_{k_{1}}} \cap \cdots \cap \widehat{\operatorname{ker} \mathfrak{d}_{k_{j}}} \cap \cdots \cap \mathfrak{d}_{k_{l}-1}
\end{aligned}
$$

where all behatted factors $\widehat{\operatorname{ker} \mathfrak{d}_{k_{j}}}$ for $1 \leq j \leq l$ are to be omitted. In particular, the $\mathfrak{C}_{n}$-algebra of $\mathfrak{d}$-symmetric polynomials defined in Lemma 8.13 is $\Lambda \operatorname{PolC}_{n}=\Lambda \operatorname{Pol}_{(0, n)}$.
Remark 8.43. Note that Theorem 8.23.(ii) applies to each $\left\langle\mathfrak{e}_{m_{j}}^{\left(k_{j}, k_{j+1}\right)} \mid 1 \leq m_{j} \leq k_{j+1}-k_{j}\right\rangle$. Therefore, * is in fact an equality.

### 8.8.1. One step flag varieties

For every $j$ there are the following inclusions of $\mathfrak{C}_{n}$-algebras: consider

$$
\begin{aligned}
& \left.\Lambda \operatorname{PolC}_{\left(k_{0}, \ldots, k_{j}\right.}, \ldots, k_{l}\right) \\
= & \operatorname{ker} \mathfrak{d}_{k_{0}+1} \cap \cdots \cap \widehat{\operatorname{ker} \mathfrak{d}_{k_{j-1}}} \cap \cdots \cap \operatorname{ker} \mathfrak{d}_{k_{j}} \cap \cdots \cap \widehat{\operatorname{ker} \mathfrak{d}_{k_{j+1}}} \cap \cdots \cap \mathfrak{d}_{k_{l}-1}
\end{aligned}
$$

the intersection in which the $k_{j}$-th kernel is not omitted. Clearly there is an inclusion into the intersection of kernels where the $k_{j}$-th kernel is omitted:

$$
\subseteq \operatorname{ker} \mathfrak{d}_{k_{0}+1} \cap \cdots \cap \widehat{\operatorname{ker} \mathfrak{d}_{k_{j-1}}} \cap \cdots \cap \widehat{\operatorname{ker} \mathfrak{d}_{k_{j}}} \cap \cdots \cap \widehat{\operatorname{ker} \mathfrak{d}_{k_{j+1}}} \cap \cdots \cap \mathfrak{d}_{k_{l}-1}
$$

$$
\begin{equation*}
=\Lambda \operatorname{Pol}_{\left(k_{1}, \ldots, k_{l}\right)} \tag{8.24}
\end{equation*}
$$

Since we know from Lemma 7.6 that $\operatorname{ker} \mathfrak{d}_{i}$ is a $\mathfrak{C}_{n}$-algebra and since the intersection of two subalgebras is again a subalgebra, these are inclusions of $\mathfrak{C}_{n}$-algebras.

Lemma 8.44. Let $\boldsymbol{k}=(0, k, k+1, \ldots, n)$ for some $k$, so that the there are inclusion

$$
\begin{equation*}
\Lambda \operatorname{PolC}_{(0, \ldots, k, \ldots, n)} \subseteq \Lambda \operatorname{PolC}_{(0, \ldots, k, k+1, \ldots, n)} \supseteq \Lambda \operatorname{PolC}_{(0, \ldots, k+1, \ldots, n)} \tag{8.25}
\end{equation*}
$$

by 8.24 . The two inclusions can be written explicitly in terms of $\mathfrak{d}$-symmetric polynomials, namely

$$
\begin{align*}
\Lambda \mathrm{Polf}_{(0, k, n)} & \hookrightarrow \Lambda \operatorname{Pol}_{(0, k, k+1, n)}  \tag{8.26}\\
\mathfrak{e}_{m}^{(0, k)} & \longmapsto \mathfrak{e}_{m}^{(0, k)} \\
\mathfrak{e}_{m}^{(k, n)} & \longmapsto \gamma_{k+1, k+2} y_{k+1} \mathfrak{e}_{m-1}^{(k+1, n)}+\gamma_{k+1, k} \gamma_{k+1, k+2} \mathfrak{e}_{m}^{(k+1, n)} \\
\Lambda \mathrm{Polf}_{(0, k+1, n)} & \hookrightarrow \Lambda \mathrm{Polf}_{(0, k, k+1, n)}  \tag{8.27}\\
\mathfrak{e}_{m}^{(0, k+1)} & \longmapsto \mathfrak{e}_{m}^{(0, k)}+\mathfrak{e}_{m-1}^{(0, k)} \cdot \gamma_{m+1, m} \cdots \gamma_{k+1, k} y_{k+1} \\
\mathfrak{e}_{m}^{(k+1, n)} & \longmapsto \mathfrak{e}_{m}^{(k+1, n)} .
\end{align*}
$$

Proof. A polynomial from $\Lambda \operatorname{Pol}_{(0, k, n)}$ is contained in all ker $\mathfrak{d}_{i}$ for $i \in\{1, \ldots, k-1, k+1, k+2, \ldots, n\}$ by Lemma 8.13 It is a fortiori contained in all $\operatorname{ker} \mathfrak{d}_{i}$ for $i \in\{1, \ldots, k-1, k+2 \ldots, n\}$, i. e. in ker $\mathfrak{d}_{1} \cap$ $\cdots \operatorname{ker} \mathfrak{d}_{k-1} \cap \operatorname{ker} \mathfrak{d}_{k+2} \cap \cdots \operatorname{ker} \mathfrak{d}_{n}$.
We know from Theorem 8.23.(ii) and Remark 8.43 that this intersection equals $\Lambda \operatorname{Pol}_{(0, k, k+1, n)}$, which has generators $\mathfrak{e}_{m}^{(0, k, k+1, n)}$. The coefficients for writing elementary $\mathfrak{d}$-symmetric polynomials from $\Lambda \mathrm{Polf}_{(0, k, n)}$ in terms of those polynomials from $\Lambda \mathrm{Polf}_{(0, k, k+1, n)}$ are given in Example 8.41. This proves the statement.

Remark 8.45. These inclusions turn $\Lambda \operatorname{Pol}_{(0, k, k+1, n)}$ into a $\Lambda \operatorname{Pol}_{(0, k, n)}-\Lambda \mathrm{Pol}_{(0, k+1, n)}$-bimodule. In the even case, this bimodule structure corresponds to the one described in KL10, (5.17)]. In contrast to the notation in KL10], we let $\Lambda \mathrm{PolC}_{(0, k, n)}$ act from the left and $\Lambda \mathrm{Pol}_{(0, k+1, n)}$ from the right.

### 8.8.2. Clifford Cohomology of partial flag varieties

Recall the Clifford Grassmann cohomology ring $H \mathfrak{C}_{(m, n)}$ from Definition 8.34 and the ordinary cohomology ring of partial flag varieties from ?? 8.31. The following definition generalises both:
Definition 8.46. For any sequence $\boldsymbol{k}=\left(0=k_{0} \leq k_{1} \leq \cdots \leq k_{\ell}=n\right)$ let the Clifford cohomology ring of the flag variety $\mathrm{Fl}(\boldsymbol{k})$ be the quotient

$$
\begin{equation*}
H \mathfrak{C}_{\left(0, k_{1}, \ldots, k_{\ell}=n\right)}:=\Lambda \operatorname{Pol}_{\left(k_{1}, \ldots, k_{l}\right)} /\left(\Lambda \operatorname{Pol}_{(0, n)}\right)_{+} \tag{8.28}
\end{equation*}
$$

by the two-sided ideal generated by non-constant $\mathfrak{d}$-symmetric polynomials.
Remark 8.47. The graded dimension computations carried out in Lemma 8.32 and Corollary 8.33 remain valid for $H \mathfrak{C}_{\boldsymbol{k}}$ if one replaces $\operatorname{dim}_{q, k}$ by $\mathrm{rk}_{q, \mathfrak{C}_{n}}$.
Proposition 8.48 (Grassmannians). The quotient $\Lambda \operatorname{Pol}_{(0, k, n)} /\left(\Lambda \operatorname{Pol}_{(0, n)}\right)_{+}$is isomorphic to the Clifford cohomology ring $H \mathfrak{C}_{(k, n)}$ of Grassmannians defined in Definition 8.34
Proof. We may expand the generators $\mathfrak{e}_{k}^{(0, n)}$ as in 8.23 . In the quotient we therefore obtain relations

$$
\sum_{l=0}^{m} \mathfrak{e}_{l}^{(0, k)} \lambda_{m, l}^{(0, k, n)} \mathfrak{e}_{m-l}^{(k, n)}=\delta_{m, 0}
$$

Comparing coefficients with those of the identity

$$
\sum_{l=0}^{m}(-1)^{l} h_{m-l}^{(k, n)} \tilde{\kappa}_{k, k+1} \cdots \tilde{\kappa}_{k, k+l} \mathfrak{e}_{l}^{(k, n)}=\delta_{m, 0}
$$

from Proposition 8.27 implies that

$$
\begin{equation*}
(-1)^{l} h_{m-l}^{(k, n)} \tilde{\kappa}_{k, k+1} \cdots \tilde{\kappa}_{k, k+l}=\mathfrak{e}_{m-l}^{(0, k)} \lambda_{m, l}^{(0, k, n)} \tag{8.29}
\end{equation*}
$$

so we indeed have an isomorphism $\Lambda \operatorname{Pol}_{(0, k, n)} /\left(\Lambda \operatorname{Pol}_{(0, n)}\right)_{+} \cong H \mathfrak{C}_{(k, n)}$.

We thus have arrived at a super-generalisation for the cohomology rings of Flag varieties. In the ordinary set-up, it has been proven in KL10 that these rings admit an action by the Kac-Moody 2-category from Bru16. The latter has a super-analogue constructed in BE17b. This motivates:

Question 8.49. The Clifford cohomology rings $H \mathfrak{C}_{k}$ from Definition 8.46 bear a bimodule structure by Remark 8.45 Can one construct an action of the Kac-Moody 2-supercategory from BE17b] on these Clifford cohomology rings?

Answering this question has to be deferred to future work.
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[^0]:    ${ }^{1}$ The spherical twist functors in the sense of ST01 are not to be confused with Arkhipov's twisting functors AS03. We shall only deal with the former family of functors in this thesis.

[^1]:    ${ }^{2}$ It is not necessary to assume regularity nor integrity for all of the listed properties, but simplifies the notation considerably and suffices for our purposes; see Hum08 §7] for a more general treatment.

[^2]:    ${ }^{3}$ To put it another way, both have the same dimension vector.

[^3]:    ${ }^{4}$ Note that our schematic intentionally deviates from the arrangement in Str03b. Although Stroppel's hexagon resembles the familiar picture for the root system of $\mathfrak{s l}_{3}$, it turns out that the corners 4 and 5 stand for $t s$ and $t s$ resp.

[^4]:    ${ }^{5}$ The latter is an extension of $M(t s)$ by $M(t)$, and this extension is unique up to scalars Car86, thm. 3.8].

[^5]:    ${ }^{6}$ A filtration of maximal length is just a composition series of $M(v)$. In particular, such a filtration of finite minimal length exists.

[^6]:    ${ }^{7}$ Albeit lacking an appropriate name for such a series, we should consider it as the analogue of a Loewy filtration corresponding to standard filtrations instead of composition series.

[^7]:    ${ }^{8}$ For infinite dimensional $V$ one would need in addition that $\mathcal{C}$ satisfies the axioms (Ab4) and (Ab4*) from Grothendieck's Tôhoku-article Gro57.

[^8]:    ${ }^{9}$ There is no name for this property in ST01. The term spherelike object has been coined in HKP16], where property (S3) is called Calabi-Yau property.

[^9]:    $\overline{{ }^{10} \text { This can be seen from rotating the triangle } X} \rightarrow X \rightarrow 0 \rightarrow X[1]$.

[^10]:    ${ }^{11}$ This notation means the subalgebra of $\mathfrak{s l}_{3}$ of matrices with arbitrary entries for $*$ and a zero for 0 .

[^11]:    ${ }^{12}$ We should not be surprised by $P^{\mathfrak{p}}(s t)$ not being $\mathrm{Sh}_{s}$-acyclic since we are considering $P^{\mathfrak{p}}(s t)$ as an object of $\mathcal{O}_{0}$ where it is not projective; see Caveat 4.8

[^12]:    ${ }^{13}$ See Definition 2.19

[^13]:    ${ }^{14}$ One may be tempted to call these supersymmetric polynomials; this term has already been coined for another notion though Ste85.

[^14]:    ${ }^{15}$ It seems more natural to put all Clifford-generators on the right since $\mathfrak{d}_{1}$ is $\mathfrak{C}_{n}$-right linear. We shall stick to putting them on the left though in order to preserve compatibility with the notation employed in KKT16.

