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Abstract. We establish a connection between a generalization of KLR algebras, called quiver
Schur algebras, and the cohomological Hall algebras of Kontsevich and Soibelman. More specifi-

cally, we realize quiver Schur algebras as algebras of multiplication and comultiplication operators

on the CoHA, and reinterpret the shuffle description of the CoHA in terms of Demazure oper-
ators. We introduce “mixed quiver Schur algebras” associated to quivers with a contravariant

involution, and show that they are related, in an analogous way, to the cohomological Hall mod-

ules defined by Young. We also obtain a geometric realization of the modified quiver Schur
algebra, which appeared in a version of the Brundan-Kleshchev-Rouquier isomorphism for the

affine q-Schur algebra due to Miemietz and Stroppel.
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1. Introduction

The main goal of this paper is to establish a connection between two algebras, which, histori-
cally, appeared in very different mathematical contexts and were introduced with rather different
motivations in mind, namely: quiver Schur algebras and cohomological Hall algebras.

Quiver Schur algebras are a generalization of Khovanov and Lauda’s [25] and Rouquier’s [31]
quiver Hecke algebras, nowadays also known as KLR algebras. The latter can be described alge-
braically by generators and relations, or in terms of a certain diagrammatic calculus. However, the
passage from KLR algebras to quiver Schur algebras is easiest to understand from a geometric point
of view. Varagnolo and Vasserot [46] (and later Kang, Kashiwara and Park [22], in a somewhat
more general setting) constructed KLR algebras as extension algebras of a certain semisimple com-
plex of constructible sheaves on the moduli stack of representations of a quiver. These extension
algebras can also be described as convolution algebras in the equivariant Borel-Moore homology of
a certain variety of triples, reminiscent of the classical Steinberg variety. The triples consist of a
pair of full flags together with a compatible quiver representation. By incorporating partial flags
into this construction, Stroppel and Webster [43] arrived at the definition of a quiver Schur algebra.
Later, these algebras were studied from a more algebraic point of view in [28].

One of the main motivations for introducing KLR algebras was to construct a categorification
of quantum groups and their canonical bases. For results in this direction, we refer the reader
to, e.g., [21, 25, 32, 46]. Quiver Schur algebras also play an important role in this context. For
example, quiver Schur algebras associated to the cyclic quiver provide a categorification of the
generic nilpotent Hall algebra [43, Proposition 2.12], and their higher level versions categorify a
higher level q-Fock space [43, Theorem C].

The second protagonist of our story, the cohomological Hall algebra (CoHA), was introduced
by Kontsevich and Soibelman [26] as a categorification of Donaldson-Thomas invariants of three
dimensional Calabi-Yau categories. One of the primary original motivations for studying the CoHA
was to provide a rigorous mathematical definition of the algebra of BPS states from string theory.
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CoHAs and their generalizations have found numerous applications in representation theory, in-
cluding a new proof of the Kac positivity conjecture [9], as well as new realizations of the elliptic
Hall algebra [38] and Yangians [10, 39, 50].

In this paper we restrict ourselves to the relatively simple case of CoHAs associated to quivers
with the trivial potential. For more information about this special case, including explicit examples,
we refer the reader to, e.g., [12, 16, 30]. One of our main results, described in more detail below,
says that the relations between algebra and coalgebra structures on the CoHA can be understood
in terms of actions of quiver Schur algebras. It would be interesting to know whether one can
associate KLR-type algebras to more general categories than those of quiver representations, and
whether the connection between quiver Schur algebras and the CoHA described in this paper could
be extended to such categories.

We also remark that similar connections arise in other settings. For example, Nakajima’s original
proposal [29, §7] for the mathematical definition of Coulomb branches in terms of the vanishing cycle
associated to the Chern-Simons functional was inspired by Donaldson-Thomas theory. On the other
hand, the ultimate definition of Coulomb branches from [2] involves a convolution algebra which
can be viewed as an infinite dimensional example of Sauter’s generalized quiver Hecke algebras
from [33] (see [2, Remark 3.9.4]).

1.1. Main results. We will now describe our results in more detail. Given a quiver Q and a
dimension vector c, we consider the space Qc of flagged representations of Q with dimension
vector c, together with the forgetful map onto the space Rc of unflagged representations. In
contrast to KLR algebras, we allow arbitrary partial flags instead of full flags only. The quiver
Schur algebra Zc is the equivariant Borel-Moore homology of the corresponding Steinberg-type
variety

Zc = HGc
∗ (Qc ×Rc Qc),

equipped with the convolution product as in [7]. We remark that our construction differs slightly
from the construction of Stroppel and Webster [43] - they impose the additional condition on the
space Qc that each flagged quiver representation is nilpotent and its associated graded must be
semisimple. To distinguish the two constructions, we refer to their convolution algebra ZSWc as
the Stroppel-Webster quiver Schur algebra, and reserve the simpler name “quiver Schur algebra”
for Zc.

Our first result deals with the basic structural properties of quiver Schur algebras. It is well
known that KLR algebras are generated by certain distinguished elements, called idempotents,
polynomials and crossings, and that they admit a PBW-type basis. We prove an analogous result
for quiver Schur algebras, with crossings replaced by fundamental classes called (elementary) merges
and splits (see Definition 3.4).

Theorem A (Theorem 3.25, Corollary 3.27). The following hold:

a) The quiver Schur algebra Zc has a “Bott-Samelson” basis consisting of pushforwards of
fundamental classes of certain vector bundles on diagonal Bott-Samelson varieties.

b) Elementary merges, elementary splits and polynomials generate Zc as an algebra.

The quiver Schur algebra Zc has a natural faithful representation Qc, called the “polynomial
representation”, on the direct sum of rings of partial invariants. We give an explicit description of
this representation (Theorem 4.7) and interpret it in terms of Demazure operators (Proposition 4.9).
In the special cases of the A1 quiver (i.e., the quiver with one vertex and no arrows) and the Jordan
quiver, we give a complete list of defining relations for the associated reduced quiver Schur algebra
(see Theorems 4.14 and 4.17, as well as [41]), which is defined as the subalgebra of Zc generated
by merges and splits, without the polynomials. The reduced quiver Schur algebra of the A1 quiver
turns out to be related to the green web category from [6, 45] (see Corollary 4.16), which arises
naturally in the context of skew Howe duality.

Our next result establishes a connection between quiver Schur algebras and the CoHA associated
to the same quiver Q. We first need to introduce some notation. Let Z =

⊕
cZc be the direct

sum of all the quiver Schur algebras associated to Q (summing over all dimension vectors c) and
let Q =

⊕
cQc be the direct sum of their polynomial representations. We call Z the total quiver

Schur algebra. Let us now briefly recall a few facts about the CoHA. It is defined as the direct sum
of equivariant cohomology groups

H =
⊕
c

H•Gc
(Rc),
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equipped with multiplication via a certain pullback-pushforward construction. The CoHA can
also be endowed with a coalgebra structure. However, the natural coproduct on the CoHA (see
[26, §2.9]) is not compatible with the multiplication in the sense that H is not a bialgebra. This
problem can be remedied at the cost of passing to a localization of H and working with a localized
version of the natural coproduct (see [8]). We do not pursue this approach here. Instead, we are
interested in gaining a better understanding of the relations between the natural coalgebra and
algebra structures on H. The following theorem shows that these relations are controlled by the
total quiver Schur algebra Z.

Theorem B (Theorem 6.6). The faithful polynomial representation Q of the total quiver Schur
algebra Z can be naturally identified with the tensor algebra T (H+) on the augmentation ideal H+

of the CoHA. This identification induces an injective algebra homomorphism

Z ↪→ End(T (H+))

sending elementary merges in Z to CoHA multiplication operators and elementary splits in Z to
CoHA comultiplication operators.

The CoHA admits a description as a shuffle algebra [26, Theorem 2] in the sense of Feigin and
Odesskii [15]. We interpret this description in terms of Demazure operators (Proposition 6.8),
connecting it to our description of the polynomial representation Q of the quiver Schur algebra Z.
We expect that the relationship between shuffle algebras and Demazure operators carries over to
more general settings. For example, we expect that multiplication in the formal version of the
CoHA, defined by Yang and Zhao [49] for any equivariant oriented Borel-Moore homology theory,
can be rephrased in terms of the formal Demazure operators from [20].

1.2. Geometric realization of the modified quiver Schur algebra. One of the exciting fea-
tures of KLR algebras (associated to finite and affine type A quivers) is that, after passing to
suitable completions or cyclotomic quotients, they are isomorphic to affine Hecke algebras [5, 31],
and endow the latter with interesting gradings. This isomorphism, known in the literature as the
Brundan-Kleshchev-Rouquier isomorphism, was later generalized to Schur algebras in [27, 28, 43]
(see also [48]).

The main result of [28] says that the convolution algebra ZSWc from [43] is, after completion,
isomorphic to the affine q-Schur algebra appearing naturally in the representation theory of p-adic
general linear groups. The proof of this result relies on the fact that both of these algebras are
isomorphic to a certain intermediate algebra ZMS

c , called the modified quiver Schur algebra, which
is defined in purely algebraic terms. We show that the modified quiver Schur algebra also admits
a geometric realization as a convolution algebra.

Theorem C (Theorem 4.10). There is a natural algebra isomorphism Zc
∼= ZMS

c between our
quiver Schur algebra Zc and the modified quiver Schur algebra ZMS

c .

As an application, we deduce that our quiver Schur algebra Zc is also isomorphic to the Stroppel-
Webster quiver Schur algebra ZSWc (Theorem 4.12).

1.3. Mixed quiver Schur algebras. As we have already mentioned, KLR and quiver Schur
algebras can be realized as convolution algebras, or, equivalently, extension algebras of a certain
semisimple complex of sheaves on the moduli stack of representations of a quiver. If the quiver
admits a contravariant involution θ, this construction can be generalized by replacing the stack of
representations of the quiver with the stack of its self-dual representations.

This idea was pursued by Varagnolo and Vasserot in [47]. They obtained generalized KLR alge-
bras which are Morita equivalent to affine Hecke algebras of type B, and provide a categorification
of highest weight modules over Bθ(gQ), the algebra introduced by Enomoto and Kashiwara [13, 14]
in the context of symmetric crystals. The type D case is considered in [24, 42].

Sauter [33, 34, 35] took the idea of generalizing KLR algebras further, and replaced the stack
of self-dual representations of a quiver with the stack of generalized quiver representations in the
sense of Derksen and Weyman [11]. In this generalization, the gauge group acting on the space of
quiver representations is no longer a classical group, but an arbitrary reductive group.

We define a generalization of quiver Schur algebras which is close in spirit to the above-mentioned
generalizations of KLR algebras. Given a quiver Q with a contravariant involution θ and an extra
datum, called a duality structure (see Definition 5.1), we consider the stack of a certain type of
self-dual representations of Q, introduced by Zubkov [53] under the name of supermixed quiver
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representations. We refer to the resulting Ext-algebra as the mixed quiver Schur algebra and
denote it by θZc. The mixed quiver Schur algebra has similar structural properties to the ordinary
quiver Schur algebra: it has a Bott-Samelson basis (Theorem 5.21) and is generated by elementary
merges, elementary splits and polynomials (Corollary 5.22).

The idea of replacing ordinary quiver representations by self-dual representations has also been
exploited in the representation theory of Hall algebras (in the finite field setting) [51] and coho-
mological Hall algebras [52] by Young. In the finite field case, Young defined a “Hall module”
over the Hall algebra of Q, and showed that it carries a natural action of the aforementioned
Enomoto-Kashiwara algebra Bθ(gQ). In the cohomological case, he introduced a “cohomological
Hall module” θM over the cohomological Hall algebra H associated to the same quiver Q without
the involution θ. The module θM is defined as the direct sum of equivariant cohomology groups

θM =
⊕
c

H•θGc
(θRc)

of the spaces θRc of self-dual quiver representations, equipped with an H-module structure via
certain geometric correspondences. The module θM also carries a natural H-comodule structure,
but it fails to be a Hopf module. Our next result shows that the relations between multiplication
and comultiplication in the CoHA, as well as its action and coaction on the cohomological Hall
module, are controlled by the total mixed quiver Schur algebra θZ =

⊕
c
θZc.

Theorem D (Theorem 6.12). There is an injective algebra homomorphism

θZ ↪→ End(T (H+)⊗ θM)

sending elementary merges in θZ to CoHA multiplication and action operators and elementary
splits in θZ to CoHA comultiplication and coaction operators.

As an application of Theorem D, we obtain an explicit description of the faithful polynomial
representation of a mixed quiver Schur algebra (Theorem 6.15). Moreover, we reinterpret the
description of the CoHM as a shuffle module [52, Theorem 3.3] in terms of Demazure operators of
types A-D (Corollary 6.19).

Mixed quiver Schur algebras are also related to the Hall modules defined in the finite field setting.
The direct sum θZ- pmod of the categories of finitely generated graded projective modules over all
the mixed quiver Schur algebras carries a natural action of the monoidal category Z- pmod, and
its Grothendieck group K0(θZ) is a module as well as a comodule over K0(Z) (Proposition 5.25).
We expect that, via the standard technique of sending the class of a semisimple perverse sheaf
to the function given by the super-trace of the Frobenius on its stalks (see, e.g., [37]), K0(Z)
can be identified with a subalgebra of the Hall algebra of Q. For example, in the special case of
a Dynkin or cyclic quiver, K0(Z)op is naturally isomorphic to the generic nilpotent Hall algebra
(Proposition 5.23). We also expect thatK0(θZ) can be identified with a subspace of the Hall module
associated to the category of self-dual representations of Q, and that K0(θZ) is a semisimple module
over the Enomoto-Kashiwara algebra Bθ(gQ).

Acknowledgements. This work was supported by the College of Science & Engineering at the
University of Glasgow and the Max Planck Institute for Mathematics in Bonn. I would like to
thank C. Stroppel for drawing my attention to the similarity between the shuffle formula from
[26] and formulas appearing in the description of the quiver Schur algebra, which was the starting
point for this project, as well as M.B. Young for discussions about (cohomological) Hall modules.
I would also like to thank G. Bellamy, C. Stroppel and M.B. Young for numerous comments and
suggestions on draft versions of this paper.

2. Preliminaries

In this section we introduce notation and basic definitions which will be used throughout the
paper. We begin by setting up the notation for quivers and associated combinatorial objects such as
dimension vectors and their compositions. We then recall the definitions of some geometric objects
associated to quivers, such as quiver flag varieties and the corresponding Steinberg-type varieties.
We finish by recalling a few facts about equivariant cohomology and convolution algebras.
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2.1. Quivers and associated combinatorics. Let us fix for the rest of this section a quiver Q
with a finite set of vertices Q0 and a finite set of arrows Q1. In particular, we allow multiple edges
and edge loops.

If a ∈ Q1 is an arrow, let s(a) be its source and t(a) its target. Let aij denote the number
of arrows from vertex i to j. Let Γ := Z≥0Q0 denote the free commutative monoid of dimension
vectors for Q and let Γ+ := Γ\{0}. If c =

∑
i∈Q0

c(i) · i ∈ Γ, write |c| =
∑
i∈Q0

c(i) ∈ Z. Given a
Q0-graded vector space V , let dimQ0

V ∈ Γ denote its Q0-graded dimension.
Let n be a positive integer. We say that β = (β1, . . . , β`β ) ∈ (Z≥1)`β is a composition of n

if
∑
j βj = n. Let Com(n) denote the set of compositions of n. Given β ∈ Com(n), let β̊j =

β1 + . . .+ βj for 1 ≤ j ≤ `β , with β̊0 = 0.

Definition 2.1. Let c ∈ Γ+. We say that d = (d1, . . . ,d`d) ∈ Γ
`d
+ is a vector composition of c,

denoted d 3 c, if 〈d〉 :=
∑`d
j=1 dj = c. We call `d the length of d. Let Comc denote the set of

vector compositions of c and let Comn
c denote the subset of vector compositions of length n. The

symmetric group Symn acts naturally on Comn
c from the right by permutations. For each i ∈ Q0,

we have a map

Comc → Com(c(i)), d 7→ d(i) := (d1(i), . . . ,d`d(i)).

Given two vector compositions d 3 a and e 3 b, let d ∪ e = (d1, . . . ,d`d , e1, . . . , e`e) 3 a + b be
their concatenation.

Definition 2.2. Suppose that β ∈ Com(`d). Define

∨jβ(d) := (dβ̊j−1+1, . . . ,dβ̊j ), ∧β(d) := (〈∨1
β(d)〉, . . . , 〈∨`ββ (d)〉).

In particular, if β = (1k−1, 2, 1`d−k−1) for some 1 ≤ k ≤ `d−1, then we abbreviate ∧k(d) := ∧β(d).
We define a partial order on Comc by setting

d < e ⇐⇒ e = ∧β(d)

for some β ∈ Com(`d). If d < e, we call d a refinement of e, and e a coarsening of d.

Example 2.3. Consider the A3 quiver

•
i1

•
i2

•
i3

Let c = 4i1 + 3i2 + 3i3 and d = (i1 + i3, 2i1 + i2, 2i3, i1 + i2, i2) 3 c so that `d = 5. We have
∧(5)(d) = c and ∧(1,1,1,1,1)(d) = d. Moreover,

∧(2,3)(d) = (3i1 + i2 + i3, i1 + 2i2 + 2i3)

∧(2,1,2)(d) = (3i1 + i2 + i3, 2i3, i1 + 2i2)

∧1(d) = ∧(2,1,1,1)(d) = (3i1 + i2 + i3, 2i1 + i2, 2i3, i1 + i2, i2),

∧3(d) = ∧(1,1,2,1)(d) = (i1 + i3, 2i1 + i2, i1 + i2 + 2i3, i2).

Next we assign some products of symmetric groups to the combinatorics developed above. Given

a positive integer n and α ∈ Com(n), let Symα =
∏`α
j=1 Symαj . Furthermore, set

Wc :=
∏
i∈Q0

Symc(i), Wd :=
∏
i∈Q0

Symd(i) ⊆ Symc.

We consider the groups Wc and Wd as Coxeter groups in the usual way. In particular, they are
endowed with a length function ` and a Bruhat order. Let sj(i) (i ∈ Q0, 1 ≤ j ≤ c(i) − 1) be the
standard generators of Wc. Given e, f � d 3 c, let

e

d

Df := [We\Wd/Wf ]
min

denote the set of minimal length double coset representatives. If d = (c), we write e

c

Df := e

d

Df .

When We is trivial, we abbreviate D
d
f := e

d

Df .
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2.2. Quiver representations and flag varieties. Let c ∈ Γ+. Fix a Q0-graded C-vector space
Vc =

⊕
i∈Q0

Vc(i) with dim Vc(i) = c(i). Let us fix a basis {vk(i) | 1 ≤ k ≤ c(i)} of Vc(i) for
each i ∈ Q0. Let

Rc :=
⊕
a∈Q1

HomC(Vc(s(a)),Vc(t(a))), Gc :=
∏
i∈Q0

GL(Vc(i)).

The group Gc acts naturally on Rc by conjugation. Let Tc be the standard maximal torus in
Gc, with fundamental weights ωj(i) (for i ∈ Q0, 1 ≤ j ≤ c(i)), and let Bc be the standard Borel
subgroup. Let R+

c ⊂ Rc be the associated (positive) root system. We identify the associated Weyl
group with Wc. Given w ∈ Wc, let Rc(w) = {α ∈ R+

c | w(α) ∈ −R+
c }. If α ∈ Rc, let Uα be the

corresponding unipotent subgroup of Gc, and set Uw =
∏
α∈Rc(w) Uα.

We call a sequence V• of Q0-graded subspaces

{0} = V0 ⊂ V1 ⊂ V2 ⊂ . . . ⊂ V`d = Vc

a flag of type d ∈ Comc if dimQ0 Vj/Vj−1 = dj . We refer to the flag Vd = (Vj
d)
`d
j=0, where

Vj
d := 〈vk(i) | 1 ≤ k ≤ d1(i) + . . .+ dj(i), i ∈ Q0〉, as the standard flag of type d. Let

Pd := StabGc(Vd), Ld :=
∏`d
j=1 Gdj .

be the parabolic and Levi subgroups, respectively, associated to d, and let R+
d ⊆ R+

c be the

corresponding subset of positive roots. Let Fd
∼= Gc/Pd be the projective variety parametrizing

flags of type d.

Definition 2.4. Let ρ = (ρa) ∈ Rc. We say that a flag V• is:

• ρ-stable if ρa(Vj(s(a))) ⊆ Vj(t(a)),

• strictly ρ-stable if ρa(Vj(s(a))) ⊆ Vj−1(t(a)),

for all a ∈ Q1 and 1 ≤ j ≤ `d.

Given d < e and V•, a flag of type d, let V•|e denote its coarsening to a flag of type e. Let

Qd,e := {(V•, ρ) ∈ Fd ×Rc | V•|e is ρ-stable}, Qd := Qd,d. (1)

be the space of flags of type d together with suitably compatible quiver representations. There is
a canonical Gc-equivariant isomorphism

Gc ×Pd Re
∼= Qd,e, (g, ρ) 7→ (g ·Vd, g · ρ), (2)

where Rd := {ρ ∈ Rc | Vd is ρ-stable}. Let

Fd
τd←− Qd

πd−→ Rc

be the canonical projections. The first one, τd, is a vector bundle while the second one, πd, is a
proper map. We abbreviate

Fc :=
⊔
d3c

Fd, Qc :=
⊔
d3c

Qd, πc := tπd : Qc → Rc.

Definition 2.5. Let Qs
d and Rs

d be the varieties obtained by replacing “ρ-stable” with “strictly

ρ-stable” in the definitions of Qd and Rd, respectively. Set Qs
c =

⊔
d3c Q

s
d.

Remark 2.6. We make a few remarks about the relationship between Qd and Qs
d.

(i) The variety Qd is isomorphic to the variety of representations φ of Q with dimension
vector c together with a filtration by subrepresentations φ1 ⊂ . . . ⊂ φ`d such that the
dimension vectors of the subquotients form the vector composition d. If we impose the
additional condition that the subquotients in a filtration are nilpotent and semisimple, we
obtain Qs

d.

(ii) If the quiver Q has no edge loops and each dimension vector d1, . . . ,d`d in the vector
composition d is supported only at one vertex, then Qd = Qs

d.

(iii) The variety Qd is a generalization of the universal quiver Grassmannian defined in [40].
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2.3. The Steinberg variety. Given d, e 3 c, set

Ze,d := Qe ×Rc Qd, Zc := Qc ×Rc Qc =
⊔

d,e3c

Ze,d,

where the fibred product is taken with respect to πc. We call Zc the quiver Steinberg variety. Let
Zse,d := Qs

e ×Rc Q
s
d and Zsc := Qs

c ×Rc Q
s
c be the corresponding strictly stable versions.

Example 2.7. Let Q be the Jordan quiver, c = n and d = (1n). Then Rs
c = N is the nilpotent

cone, Qs
d = Ñ = T ∗(GLn/B) is the cotangent bundle to the flag variety, πd : Ñ → N is the

Springer resolution and Zsd,d is the usual Steinberg variety. On the other hand, Rc = g = gln,

Qd = g̃ = GLn ×B b and πd : g̃→ g is the Grothendieck-Springer resolution.

We next define a relative position stratification on Zc. Consider the projection

τe,d : Ze,d → Fe × Fd

remembering the flags and forgetting the quiver representation. Given w ∈ e

c

Dd, let O∆
w := Gc ·

(ePe, wPd) ⊂ Fe × Fd be the diagonal Gc-orbit corresponding to w, and set

Zwe,d := τ−1
e,d(O∆

w ), Z6w
e,d :=

⊔
e

c
Dd3u6w

Zue,d, Z<we,d = Z6w
e,d\Z

w
e,d, (3)

where u 6 w stands for the Bruhat order.

Lemma 2.8. For each w ∈ e

c

Dd, the subvariety Z6w
e,d is closed in Ze,d, and the inclusion Zwe,d ↪→

Z6w
e,d is an open immersion.

Proof. By the usual Bruhat decomposition, we have O∆
w =

⊔
e

c
Dd3u6w

O∆
u . Hence Z6w

e,d = τ−1
e,d(O∆

w )

is closed in Ze,d. Since O∆
w is open in O∆

w , the preimage Zwe,d = τ−1
e,d(O∆

w ) is also open in Z6w
e,d . �

2.4. Cohomology. Below we will always deal with complex algebraic varieties which are also
smooth manifolds or admit closed embeddings into smooth manifolds. Let X be a complex algebraic
variety with an action of a complex linear algebraic group G. We denote by EG the universal bundle
and by BG the classifying space associated to G. The quotient XG := EG×G X = (EG×X)/G
by the diagonal G-action is called the homotopy quotient of X by G. Let H•G(X) := H•(XG)
denote the G-equivariant cohomology ring and HG

• (X) := H•(XG) the G-equivariant Borel-Moore
homology of X, with coefficients in C. If Y ⊆ X is a closed G-stable subvariety, let [Y ] ∈ HG

• (X)
denote its G-equivariant fundamental class. Given a G-equivariant complex vector bundle V on X,
let euG(V ) = eu(EG×GV ) ∈ H•G(X) denote its top G-equivariant Chern class, i.e., the equivariant
Euler class of the underlying real vector bundle. More information about equivariant homology
and cohomology may be found in, e.g., [3, 4].

We will now introduce notation for various equivariant cohomology groups. Define

Pc := H•(BTc) =
⊗
i∈Q0

C[x1(i), . . . , xc(i)(i)],

where xj(i) := eu(Vj(i)) is the first Chern class of the line bundle

Vj(i) := ETc ×ωj(i) C. (4)

For each d 3 c, set

Λd := PWd
c , Λc :=

⊕
d3c

Λd.

The canonical map BTc � BPd induces an injective algebra homomorphism

H•(BPd) ↪→ H•(BTc)

whose image is Λd. Given any d < e, we use the homotopy equivalence Qd,e ' Fd and the fact
that (Fd)Gc = BPd to identify

H•Gc
(Qd,e) ∼= H•Gc

(Fd) = Λd.

We next introduce notation for various equivariant Borel-Moore homology groups. Set

Qd := HGc
• (Qd), Qc := HGc

• (Qc), Ze,d := HGc
• (Ze,d), Zc := HGc

• (Zc). (5)
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Since the varieties Qd and Qc are smooth, Poincaré duality yields isomorphisms

Qd
∼= H•Gc

(Qd) ∼= Λd, Qc
∼= H•Gc

(Qc) ∼= Λc. (6)

Moreover, set

Zwe,d := HGc
• (Zwe,d), Zec :=

⊕
d3c

Zed,d. (7)

2.5. Convolution. We recall the definition of the convolution product from [7]. Let G be a
complex Lie group, X1, X2, X3 be smooth complex G-manifolds, and let Z12 ⊂ X1 × X2 and
Z23 ⊂ X2 ×X3 be closed G-stable subsets. Let pij : X1 ×X2 ×X3 → Xi ×Xj be the projection
onto the i-th and j-th factors. Assume that the restriction of p13 to Z12 ×X2 Z23 is proper. Set
Z13 = Z12 ◦ Z23 = p13(Z12 ×X2

Z23). Given c12 ∈ HG
• (Z12) and c23 ∈ HG

• (Z23), their convolution
is defined as

c12 ? c23 := (p13)∗((p
∗
12c12) ∩ (p∗23c23)) ∈ HG

• (Z13),

where ∩ denotes the intersection pairing. We will often need to compute the convolution of funda-
mental classes in the following special case.

Lemma 2.9. Assume that Z12 ⊂ X1×X2 and Z23 ⊂ X2×X3 are complex submanifolds. Further,
suppose that either of the canonical projections Z12 → X2 ← Z23 is a submersion, and that the
map p13 : Z12 ×X2

Z23 → Z13 is an isomorphism. Then [Z12] ? [Z23] = [Z13].

Proof. The submersion assumption implies that the intersection of p−1
12 (Z12) and p−1

23 (Z23) is
transverse (see [7, Remark 2.7.27.(ii)]). Hence, by [7, Proposition 2.6.47], we have p∗12[Z12] ∩
p∗23[Z23] = [Z12 ×X2

Z23]. Since p13, restricted to Z12 ×X2
Z23, is an isomorphism onto Z13, we get

(p13)∗[Z12 ×X2 Z23] = [Z13]. �

Let X be a smooth complex G-manifold, let Y be a possibly singular complex G-variety and let
π : X → Y be a G-equivariant proper map. Set X1 = X2 = X3 = X, Z = Z12 = Z23 = X ×Y X.
Convolution yields a product HG

• (Z) ×HG
• (Z) → HG

• (Z), which, by [7, Corollary 2.7.41], makes
HG
• (Z) into a unital associative H•(BG)-algebra. The unit is given by [X∆], the G-equivariant

fundamental class of X diagonally embedded into Z. Next, let X1 = X2 = X and X3 = {pt}.
Then convolution yields an action HG

• (Z) × HG
• (X) → HG

• (X), which makes HG
• (X) into a left

HG
• (Z)-module.

3. Quiver Schur algebras

In this section we define the quiver Schur algebra Zc and construct a “Bott-Samelson basis”
for Zc. We deduce that Zc is generated by certain special elements called merges, splits and
polynomials.

3.1. The quiver Schur algebra. Fix c ∈ Γ. We apply the framework of §2.5 to the vector bundle
X = Qc on the quiver flag variety Fc, the space of quiver representations Y = Rc and the projection
π = πc. Then Z = Zc is the quiver Steinberg variety, and we obtain a convolution algebra structure
on its Borel-Moore homology Zc = HGc

• (Zc) and a Zc-module structure on Qc = HGc
• (Qc). By (6),

Qc can be identified with the direct sum Λc of rings of invariant polynomials.

Definition 3.1. We call Zc the quiver Schur algebra associated to (Q, c), and Qc its polynomial
representation.

Remark 3.2. Our quiver Schur algebra can be seen as a modification of the quiver Schur al-
gebra introduced by Stroppel and Webster in [43, §2.2]. There are two differences between our
construction and theirs. Firstly, Stroppel and Webster only consider cyclic quivers with at least
two vertices, while we work with arbitrary finite quivers. Secondly, we use the quiver Steinberg
variety Zc while they use its strictly stable version Zsc. We will refer to the algebra from [43] as the
“Stroppel-Webster quiver Schur algebra” and denote it by ZSWc .

The following standard result follows from the general theory of convolution algebras (see, e.g.,
[7, Proposition 8.6.35]).

Proposition 3.3. There are canonical isomorphisms

Zc
∼= Ext•Gc

((πc)∗CQc , (πc)∗CQc), Qc
∼= Ext•Gc

(CRc , (πc)∗CQc) (8)

intertwining the convolution product with the Yoneda product, and the convolution action with the
Yoneda action, respectively.
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3.2. Merges, splits and polynomials. We will now introduce notation and a diagrammatic
calculus for certain special fundamental classes in Zc. We begin by observing that Zec ⊂ Zc is a
subalgebra and that there is an algebra isomorphism

Zec ∼= H•Gc
(Qc) ∼= Λc. (9)

For this reason, we refer to Zec as “the polynomials” in Zc. Next, observe that the fundamental
classes ed := [Zed,d] form a complete set of mutually orthogonal idempotents in Zc. The definition

below introduces two other kinds of fundamental classes, which, following [43], we call “merges”
and “splits”.

Definition 3.4. Given d � e 3 c, we call

•
ce

d := [Zee,d] ∈ Ze,d a merge,

•
bd

e := [Zed,e] ∈ Zd,e a split.

We say that a merge or split is elementary if e = ∧k(d) (see Definition 2.2) for some 1 ≤ k ≤
`d− 1. We will depict elementary merges and splits diagrammatically in the following way. To the

elementary merge
c∧k(d)

d we associate the diagram

dk dk+1

dk + dk+1

:=

d1

d1

· · ·

dk−1

dk−1

dk dk+1

dk + dk+1

dk+2

dk+2

· · ·

d`d

d`d

and to the elementary split
bd

∧k(d)
the diagram

dk dk+1

dk + dk+1

:=

d1

d1

· · ·

dk−1

dk−1

dk dk+1

dk + dk+1

dk+2

dk+2

· · ·

d`d

d`d

The diagram on the LHS should be understood as shorthand notation for the full diagram on the
RHS. Multiplication of elementary merges and splits is depicted through a vertical composition of
diagrams. We always read diagrams from the bottom to the top.

We call

gf
k

d
:=

dk dk+1

dk+1 dk

a crossing.

Proposition 3.5. We list several basic relations which hold in Zc.

a) Let d � e � f 3 c. Merges and splits satisfy the following transitivity relations:

cf
e ?

ce
d =

cf
d,

bd
e ?

be
f =

bd
f .

b) Let d3c and 1 ≤ k ≤ `d−2. Elementary merges satisfy the following associativity relation:

dk dk+1 dk+2

dk + dk+1 + dk+2

=

dk dk+1 dk+2

dk + dk+1 + dk+2

(R1)
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Elementary splits satisfy the following coassociativity relation:

dk dk+1 dk+2

dk + dk+1 + dk+2

=

dk dk+1 dk+2

dk + dk+1 + dk+2

(R2)

Proof. Part a) follows via an easy calculation from Lemma 2.9. Part b) follows immediately from
part a). �

3.3. Relation to KLR algebras. We would like to connect the quiver Schur algebra to the well
known quiver Hecke (or KLR) algebra (associated to the same quiver Q), defined diagrammatically
by Khovanov and Lauda [25], and algebraically by Rouquier [31]. Let us recall its geometric
construction and some generalizations. Define

QKLR
c :=

⊔
d∈Com

|c|
c

Qd, ZKLR
c := QKLR

c ×Rc Q
KLR
c , ZKLR

c := HGc
• (ZKLR

c ). (10)

Note that the set Com|c|c contains precisely the vector compositions of c of maximal length, i.e.,
those parametrizing the types of complete quiver flags. Let ZKLR,s

c be the strictly stable version of
ZKLR

c , obtained by replacing each Qd with Qs
d in (10).

In the case when the quiver Q has no edge loops, it was proven by Varagnolo and Vasserot [46]
that the convolution algebra ZKLR

c gives a geometric realization of the KLR algebra associated to
(Q, c). Note that in this case Remark 2.6(ii) implies that ZKLR,s

c coincides with ZKLR
c .

The case when Q may contain edge loops was studied by Kang, Kashiwara and Park [22]. They
showed that the convolution algebra ZKLR,s

c gives a geometric realization of the generalized KLR
algebra from [23] associated to a symmetrizable Borcherds-Cartan datum.

Let Q be an arbitrary quiver. The following proposition describes ZKLR
c as a subalgebra of Zc.

Proposition 3.6. The convolution algebra ZKLR
c is a subalgebra of Zc. It is generated by the

polynomials Zed,d and the crossings gf
k

d (for d ∈ Com|c|c and 1 ≤ k ≤ |c| − 1).

Proof. The natural inclusion ZKLR
c ↪→ Zc is an inclusion of connected components, and hence induces

an inclusion of the corresponding convolution algebras. This proves the first claim. Given d ∈
Com|c|c , let us identify Wc with the subgroup of Sym|c| preserving d. It follows easily from Lemma

2.9 that gf
k

d = [Zesk(d),d] if sk(d) 6= d and gf
k

d = [Zskd,d] if sk(d) = d. But these fundamental classes,

together with the polynomials Zed,d ∼= Λd, generate ZKLR
c by (a straightforward generalization of)

[46, Theorem 3.6]. �

3.4. The combinatorics of refinements. Our next goal is to construct a basis for the quiver
Schur algebra which is natural both from algebraic and geometric points of view. Algebraically, the
basis elements are certain products of merges, splits and polynomials. Geometrically, they will be
realized as pushforwards of vector bundles on diagonal Bott-Samelson varieties. In §3.4 we develop
the combinatorial tools needed to define the basis. We state the basis theorem in §3.5, and prove
it in §3.6.

Definition 3.7. Given i ∈ Q0, let Nc(i) := {(1, i), . . . , (c(i), i)}, and set Nc :=
⊔
i∈Q0

Nc(i). By

a partitioning of c of length n = `λ we mean a function λ : Nc → Z≥1 such that Imλ = [1, n] :=
{1, . . . , n}. Let λi be the restriction of λ to Nc(i). Let Parnc denote the set of all partitionings
of c of length n and let Parc :=

⊔
1≤n≤|c|Parnc . The following lemma follows directly from the

definitions.

Lemma 3.8. There is a bijection between Parc and the set of coordinate flags in Vc, sending λ
to the flag V• with Vr = 〈vk(i) | (k, i) ∈ λ−1([1, r])〉.

Partitionings are related to vector compositions of c through functions

Parc Comc

C

P
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defined in the following way. If λ ∈ Parc, then C(λ) = (d1, . . . ,d|λ|) is given by dk(i) = |λ−1
i (k)|.

If e ∈ Comc, then P (e) = λ is given by λ−1
i (k) = {(̊ek−1(i) + 1, i), . . . , (̊ek(i), i)}.

Example 3.9. Consider Q, c and d ∈ Com5
c from Example 2.3. Let λ = P (d). Then

λ−1(1) = {(1, i1), (1, i3)}, λ−1(2) = {(2, i1), (3, i1), (1, i2)}, λ−1(3) = {(2, i3), (3, i3)},

λ−1(4) = {(4, i1), (2, i2)}, λ−1(5) = {(3, i2)}.
Next, let µ ∈ Par4

c be given by

µ−1(1) = {(2, i2), (3, i2), (2, i3)}, µ−1(2) = {(4, i1)},
µ−1(3) = {(2, i1), (1, i2), (1, i3), (3, i3)}, µ−1(4) = {(1, i1), (3, i1)}.

Then C(µ) = (2i2 + i3, i1, i1 + i2 + 2i3, 2i1).

We let Wc act on Nc from the left and Symn act on [1, n] from the right. This means that
Symn acts by permuting places rather than numbers. We get induced actions on Fun(Nc, [1, n]),
which preserve Parnc , viewed as the subset of Fun(Nc, [1, n]) consisting of surjective functions.
Note that the resulting Symn-action on Parnc is free. The following lemma follows directly from
the definitions.

Lemma 3.10. The functions C and P have the following properties:

a) The function C is surjective and C ◦ P = id.
b) We have `C(λ) = `λ and `P (d) = `d, for all λ ∈ Parc and d ∈ Comc.
c) The fibres of C are precisely the Wc-orbits in Parc. Hence C induces a set isomorphism

Parc/Wc
∼= Comc.

d) We have StabWc(P (d)) = Wd for any d ∈ Comc.
e) The map C|Parnc is Symn-equivariant, for each 1 ≤ n ≤ |c|.
f) We have sj · P (d) = s̃j · P (sj · d) with s̃j being the longest element in D

∧j(d)
sj ·d , for any

d ∈ Comc and 1 ≤ j ≤ `d − 1 (note that sj ∈ Sym`d
while s̃j ∈Wc).

Next, we define a binary operation � on Parc.

Definition 3.11. Given λ, µ ∈ Parc, let Rk,l = λ−1(k) ∩ µ−1(l) and Sλ,µ = {Rk,l 6= ∅ | 1 ≤ k ≤
|λ|, 1 ≤ l ≤ |µ|}. We define a total order on the set Sλ,µ by declaring that Rk,l < Rr,s if and only
if r > k or r = k and l < s. We then define the ordered intersection λ � µ = ν of partitionings λ
and µ by setting

ν−1(m) =

{
m-th element of Sλ,µ in the total order defined above, if 1 ≤ m ≤ |Sλ,µ|,
∅, if m > |Sλ,µ|.

One can immediately see that ν is in fact a partitioning of c. The operation � is not symmetric.
However, the following holds.

Lemma 3.12. Let λ, µ ∈ Parc. Then:

a) λ � µ and µ � λ are of the same length and lie in the same orbit of Sym`λ�µ
.

b) C(λ � µ) < C(λ) (but in general C(λ � µ) 6< C(µ)).
c) StabWc(λ � µ) = StabWc(λ) ∩ StabWc(µ).
d) w · (λ � µ) = (w · λ) � (w · µ) for all w ∈Wc.

Proof. Part a) follows immediately from the fact that the sets Sλ,µ and Sµ,λ are the same if we
forget their orderings. Part b) is obvious. For part c), observe that if ν ∈ Parc then StabWc(ν) =⋂

1≤r≤`ν StabWc(ν−1(r)), where StabWc(ν−1(r)) is the subgroup of Wc fixing ν−1(r) setwise. If

x ∈ Wc stabilizes all the subsets λ−1(k) and µ−1(l) then x also stabilizes all their intersections
Rk,l. Hence it stabilizes λ � µ. Conversely, note that Sλ,µ is a partition of the set Nc, which
refines the partitions Sλ,λ and Sµ,µ. Hence, if x stabilizes all the sets Rk,l in Sλ,µ, then it must
also stabilize all the preimages λ−1(k) and µ−1(l). Part d) is clear. �

Example 3.13. Suppose that Q0 is a singleton. We can then identify Γ with Z≥0. Let c = 8
and take λ = [1, 2, 3][4, 5][6, 7, 8] and µ = [1, 2, 4, 5][6, 7][3, 8]. This notation means that, e.g.,
µ−1(1) = {1, 2, 4, 5} and µ−1(2) = {6, 7} and µ−1(3) = {3, 8}. Then

λ � µ = [1, 2][3][4, 5][6, 7][8], µ � λ = [1, 2][4, 5][6, 7][3][8].



12 TOMASZ PRZEZDZIECKI

Again suppose that Q0 is a singleton, and take c = 10, λ = [3, 5, 6][1, 4][2, 8][7, 9, 10] and µ =
[1, 5, 9, 10][2, 3, 4, 6, 7, 8]. Then

λ � µ = [5][3, 6][1][4][2, 8][9, 10][7], µ � λ = [5][1][9, 10][3, 6][4][2, 8][7].

We see that λ � µ and µ � λ are of the same length and differ only by a permutation.

Example 3.14. Suppose that Q is the A3 quiver from Example 2.3 and c = 5i1 + 4i2 + 3i3. Let
λ be given by λ−1(1) = {(1, i1), (2, i1), (3, i1), (1, i3), (2, i3)}, λ−1(2) = {(1, i2), (2, i2), (3, i3)} and
λ−1(3) = {(4, i1), (5, i1), (3, i2), (4, i2)}. We assign the colour black to vertex i1, blue to i2 and red
to i3 and rewrite λ in the following more readable notation: λ = [1, 2, 3, 1, 2][1, 2, 3][4, 5, 3, 4]. Let
µ be a second partitioning given by µ = [1, 4, 1, 3, 4, 3][2, 3, 5, 2, 1, 2]. Then

λ � µ = [1][2, 3, 1, 2][1, 3][2][4, 3, 4][5], µ � λ = [1][1, 3][4, 3, 4][2, 3, 1, 2][2][5].

Definition 3.15. We call a triple (e,d, w), consisting of e,d ∈ Comc and w ∈ e

c

Dd, an orbit
datum. This name is motivated by the fact that orbit data naturally label the Gc-orbits in Fc×Fc.
Abbreviating λ = P (e) and µ = w · P (d), we also define

ê := C(λ � µ), d̂ := C(µ � λ).

By Lemma 3.12.b), ê is a refinement of e and d̂ is a refinement of d. By Lemma 3.12.a), the
partitionings µ � λ and λ � µ are of the same length n and lie in the same orbit of Symn. Since
the Symn-action on Parnc is free, there exists a unique permutation u ∈ Symn which sends λ � µ

to µ � λ. We call the triple (ê, d̂, u) the refinement datum corresponding to (e,d, w).

Example 3.16. Let Q0 be a singleton, c = 8, e = (3, 2, 3), d = (4, 2, 2) and w = s3s4s5s6. Then
λ = P (e) = [1, 2, 3][4, 5][6, 7, 8] and µ = w·P (d) = [1, 2, 4, 5][6, 7][3, 8], i.e., λ and µ are as in the first

case considered in Example 3.13. Hence ê = (2, 1, 2, 2, 1), d̂ = (2, 2, 2, 1, 1) and u = s3s2 ∈ Sym5.

Example 3.17. Let Q be the A3 quiver, c = 5i1 + 4i2 + 3i3, e = (3i1 + 2i3, 2i2 + i3, 2i1, 2i2),
d = (2i1, 3i2 + i3, 3i1 + i2 + 2i3) and w = (s3s2)(s2s3)(s2s1) ∈ Wc = Sym5 × Sym4 × Sym3. Then
λ = P (e) = [1, 2, 3, 1, 2][1, 2, 3][4, 5, 3, 4] and µ = w · P (d) = [1, 4, 2, 3, 4, 3][2, 3, 5, 1, 1, 2], i.e., λ and

µ are as in Example 3.14. Hence ê = (i1, 2i1 + 2i3, i2 + i3, i2, i1 + 2i2, i1), d̂ = (i1, i2 + i3, i1 +

2i2, 2i1 + 2i3, i2, i1) and u = s3s2s4 ∈ Sym6. We rewrite the vector compositions ê and d̂ in the
following more readable notation

ê = (1, 2 + 2, 1 + 1, 1, 1 + 2, 1), d̂ = (1, 1 + 1, 1 + 2, 2 + 2, 1, 1).

Again, we see that ê and d̂ are of the same length and differ only by a permutation.

Lemma 3.18. Let λ = P (e) and µ = w · P (d) as in Definition 3.15. Then P (ê) = λ � µ.

Proof. A partitioning ν is in the image of P if and only if for all 1 ≤ r ≤ `ν − 1, i ∈ Q0 and
(x, i) ∈ ν−1

i (r), (y, i) ∈ ν−1(r+ 1), we have x < y. Since λ is in the image of P , and w is a shortest
coset representative, λ � µ satisfies this condition. Hence λ � µ = P (f) for some f ∈ Comc. But
then P (ê) = P ◦ C(λ � µ) = P ◦ C ◦ P (f) = P (f) = λ � µ. �

Definition 3.19. Given a refinement datum (ê, d̂, u), let us choose a reduced expression u =
sjk · . . . · sj1 , where k = `(u). Set ul = sjl · . . . · sj1 and let e2l = ul(ê), e2l−1 = ∧jl(e2l−2), for

1 ≤ l ≤ k, with e0 = ê. Observe that e2k = d̂. We call (e0, . . . , e2k) a crossing datum associated

to (ê, d̂, u).

The following diagram illustrates the relationships between the different vector compositions in
a crossing datum. Vector compositions in the same row (possibly except for e and d) are of the
same length.

e e1 e3 . . . e2k−1 d

e0 e2 e2k

� � � � � �

Example 3.20. Consider the first case from Example 3.16. Given the reduced expression u =
s3s2 ∈ Sym5, we have e1 = (2, 3, 2, 1), e2 = (2, 2, 1, 2, 1), e3 = (2, 2, 3, 1). Next, consider Example
3.17. Given the reduced expression u = s3s2s4 ∈ Sym6, we have e1 = (1, 2 + 2, 1 + 1, 1 + 3, 1),
e2 = (1, 2 + 2, 1 + 1, 1 + 2, 1, 1), e3 = (1, 2 + 1 + 3, 1 + 2, 1, 1), e4 = (1, 1 + 1, 2 + 2, 1 + 2, 1, 1) and
e5 = (1, 1 + 1, 3 + 2 + 2, 1, 1).
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We will now explain the connection between w ∈ Wc and u = sjk · . . . · sj1 ∈ Symn. Let wl

denote the longest element in D
e2l−1

e2l and let ũ = w1 · . . . · wk.

Proposition 3.21. The following hold:

a) `(ũ) = `(w1) + . . .+ `(wk) and w1 · . . . · wl ∈ Dc
e2l , for all 1 ≤ l ≤ k.

b) ũ = w.
c) We0 = We ∩ (wWdw

−1).

Proof. We start by proving the first statement in part a). To simplify notation, we assume (without
loss of generality) that Q0 is a singleton. We divide the interval [1, c] into blocks (i.e. subintervals)
of size ê1, . . . , ên. Let B1, . . . , Bn be the blocks. The permutation u acts by permuting these blocks.
Let Inv = {(i, j) ∈ [1, c]2 | i < j, ũ(i) > ũ(j)} and InvB = {(i, j) ∈ [1, n]2 | Bi < Bj , u(Bi) >
u(Bj)}. The length of ũ equals the number of inversions, i.e., `(ũ) = |Inv|. Since ũ permutes
blocks but does not change the order inside blocks, we have |Inv| =

∑
(i,j)∈InvB

êi · êj . We can

identify each inversion (i, j) in InvB with some simple transposition sjl in the reduced expression
u = sjk · . . . · sj1 . But then êi · êj = `(wl), proving the statement. For the second statement in
part a), note that w1 · . . . · wl also permutes blocks but does not change the order inside blocks.
But any x ∈ We2l permutes numbers within blocks, increasing the number of inversions. Hence
`(w1 · . . . · wl · x) > `(w1 · . . . · wl), which implies that w1 · . . . · wl ∈ Dc

e2l .

Let us prove part b). We have the following chain of equalities

w · P (d̂) = w · P (d) � P (e) = u · P (ê) = ũ · P (u · ê) = ũ · P (d̂). (11)

For the first equality, note that d̂ = C(w ·P (d) � P (e)) = C(P (d) � w−1 ·P (e)). Hence, switching

the roles of e and d in Lemma 3.18, we get P (d̂) = P (d) � w−1 ·P (e). After acting on both sides
by w we get the first equality. The second equality follows directly from the definition of u, while
the third equality follows from a repeated application of Lemma 3.10.f). The final equality holds

since u · ê = u · C(P (e) � w · P (d)) = C(u(·P (e) � w · P (d))) = C(w · P (d) � P (e)) = d̂. The

claim that ũ = w now follows from (11), the fact that StabWc(P (d̂)) = Wd̂ and that both w and

ũ are in Dc
d̂
.

Part c) follows from the following chain of equalities

We0 = StabWc(P ◦ C(λ � µ)) = StabWc(λ � µ) = We ∩ (wWdw
−1),

where λ = P (e) and µ = w · P (d). The first equality follows from the fact that, by definition,
e0 = ê = C(λ � µ), and Lemma 3.10.d). The second equality follows from Lemma 3.18 while the
third equality follows from Lemma 3.12.c) and Lemma 3.10.d). �

We have so far treated the ordered intersection operation � on partitionings as a combinatorial
device. However, as indicated in Lemma 3.8, partitionings also have a geometric meaning since
they correspond to coordinate flags in Vc. Based on this observation, we will extend the operation
� to all flags in Fc.

Definition 3.22. Let F = (Fi)
`e
i=0 ∈ Fe and F ′ = (Fj)

`d
j=0 ∈ Fd be two flags. Let Ri,j = Fi ∩ F ′j

and SF,F ′ = {Ri,j | 0 ≤ i ≤ `e, 0 ≤ j ≤ `d}. We put a total order on the set SF,F ′ by declaring
that Ri,j < Rr,s if and only if r > i or r = i and j < s. We then define the ordered intersection
F � F ′ of flags F and F ′ by setting (F � F ′)m to be the m-th element of SF,F ′ with respect to
the total order defined above, and deleting all the repeated occurrences of subspaces.

It is clear that F � F ′ is a flag in Fc. Moreover, if (F, F ′) ∈ O∆
w then F � F ′ ∈ Fê.

Lemma 3.23. Let ρ ∈ Rc. If F ∈ Fe and F ′ ∈ Fd are ρ-stable, then so are F � F ′ and F ′ � F .

Proof. Since F and F ′ are ρ-stable, each intersection Ri,j = Fi∩F ′j is preserved by ρ, which implies
that F � F ′ and F ′ � F are also ρ-stable. �

3.5. Basis and generators. In this section we state a basis theorem for the quiver Schur algebra
and use it to find a convenient generating set for our algebra.

Definition 3.24. Let (e,d, w) be an orbit datum with the corresponding refinement datum (ê, d̂, u).
Let us fix a reduced decomposition u = sjk · . . . · sj1 , which determines the corresponding crossing
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datum (e0, . . . , e2k). Define

d =⇒
w

e :=
ce

e0 ?
gf
j1
e2 ? . . . ?gf

jk
e2k ?

be2k

d ∈ Ze,d.

Given c ∈ Zee2k,e2k
∼= Λe2k , also define

d
c

=⇒
w

e :=
ce

e0 ?
gf
j1
e2 ? . . . ?gf

jk
e2k ? c ?

be2k

d ∈ Ze,d. (12)

We now state the basis theorem for the quiver Schur algebra.

Theorem 3.25. If we let (e,d, w) range over all orbit data and c range over a basis of Λe2k , then

the elements d
c

=⇒
w

e form a basis of Zc.

Remark 3.26. We make a few remarks regarding the theorem.

(i) The basis in Theorem 3.25 depends on the choice of a crossing datum, i.e., the choice of a
reduced expression for u. One would also obtain other bases by letting c range over a basis
of Zee2l,e2l , for any 1 ≤ l ≤ k, and redefining the elements (12) appropriately.

(ii) The basis in Theorem 3.25 is natural from a geometric point of view. As we will see in
§3.6, it is related to certain generalizations of Bott-Samelson varieties. For this reason, we
call it a Bott-Samelson basis of the quiver Schur algebra. Our basis also admits a natural
interpretation in terms of cohomological Hall algebras (see Theorem 6.6).

(iii) Theorem 3.25 is analogous to the basis theorem [43, Theorem 3.13] for the Stroppel-Webster
quiver Schur algebra. However, the combinatorics of residue sequences developed in [43] is
not sufficient to correctly characterize the refined vector compositions used in the definition
of the basis. Our combinatorics of partitionings (§3.4) fixes this problem.

Using Theorem 3.25, we can find a generating set for the quiver Schur algebra.

Corollary 3.27. Elementary merges, elementary splits and the polynomials Zec generate Zc as an
algebra.

Proof. This follows directly from Theorem 3.25 and Proposition 3.5. �

3.6. Proof of the basis theorem. We begin by proving four technical lemmas. Set Ow :=
PewPd/Pd. Consider the following parabolic analogue of the Bott-Samelson variety:

BSe,d,w := Pe ×Pe0
Pe1 ×Pe2

. . .×P
e2k−2

Pe2k−1 ×P
e2k

Pd/Pd.

We have a commutative diagram

Pe × Pe1 × Pe3 × . . .× Pe2k−1 × Pd Gc

BSe,d,w Fd

m

can1 can2

φ

(13)

where m is the multiplication map and φ is the induced map.

Lemma 3.28. The map φ is proper, its image equals Ow, and it restricts to an isomorphism
over Ow.

Proof. The proof is similar to the proof for the usual Bott-Samelson resolution, where the parabolics
Pe and Pd are replaced with a Borel subgroup. Since we could not find an explicit reference, and
since the proof relies on the combinatorics from §3.4, we sketch it below.

It is clear that can1 and can2 are proper. The multiplication map (Gc)k+2 → Gc is proper and
hence its restriction to the closed submanifold Pe×Pe1 × . . .×Pe2k−1 ×Pd is proper as well. Since
can1 is a locally trivial fibration, and properness is a local property, it follows that φ is proper, as
required. This proves the first statement in the lemma.

By the Bruhat decomposition, we have

Pe2l−1 =
⊔

x∈De2l−1

e2l

BcxPe2l .

Proposition 3.21.a) implies that

Pe2l−1 · Pe2l+1 =
⋃

x∈De2l−1

e2l

BcxPe2l+1 =
⊔

x≤wlwl+1∈Dc

e2l+2

BcxPe2l+2 .
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By induction and Proposition 3.21.b), we get

Pe · Pe1 · . . . · Pe2k−1 · Pd =
⊔

x≤w∈e

c
Dd

PexPd. (14)

This implies that the image of can2 ◦m is Ow. Since can1 is surjective, this is also the image of φ.
This proves the second statement of the lemma.

Next, we claim that

PewPd =
⋃
y∈We

BcywPd =
⊔

y∈De

e0

BcywPd. (15)

Let us first show that the union on the RHS of (15) is disjoint. Suppose that y1w = y2wx for
some y1, y2 ∈ D

e
e0 and x ∈Wd. Then y−1

2 y1 = wxw−1, which, by Proposition 3.21.c), implies that

y−1
2 y1 ∈ We ∩ wWdw

−1 = We0 . Hence y1 = y2, so the union is indeed disjoint. The first equality

in (15) follows from the Bruhat decomposition of Pe and the fact that w ∈ e

c

Dd. Next, if y ∈ We,
we can write it as y = ab with a ∈ D

e
e0 and b ∈ We0 . But then ywPd = awPd, which yields the

second equality in (15).

Given y ∈ D
e
e0 , let Ũy := Uy−1y×Uw−1

1
w1× . . .×Uw−1

k
wk. Set Ũ =

⊔
y∈De

e0
Ũy and U = can1(Ũ).

It is easy to check that m maps Ũy isomorphically onto U(yw)−1yw. It is also well known that the
map

U(yw)−1 × Pd → BcywPd, (v, p) 7→ v(yw)p,

is an isomorphism. Hence can2 ◦m maps Ũ isomorphically onto Ow. By the commutativity of the
diagram (13), φ|U is also an isomorphism onto Ow. An easy argument again based on the Bruhat
decomposition also shows that U = φ−1(Ow). This completes the proof of the lemma. �

Let O∆
w := Gc · (ePe, wPd) be the diagonal Gc-orbit corresponding to w and define

BS∆
e,d,w := Fe0 ×Fe1

Fe2 ×Fe3
. . .×F

e2k−1
Fe2k .

Let p : BS∆
e,d,w → Fe0 → Fe and q : BS∆

e,d,w → Fe2k → Fd be the canonical maps. Set ψ := p× q.
Consider the following diagram of Gc-equivariant maps.

BS∆
e,d,w Fe × Fd

Fe

ψ

p can

Lemma 3.29. The map ψ is proper, its image equals O∆
w , and it restricts to an isomorphism

over O∆
w .

Proof. It is easy to check that p is a locally trivial fibration with fibre BSe,d,w. Let Fe =

p−1(ePe/Pe). Lemma 3.28 implies that ψ|Fe is proper, ψ(Fe) = {(ePe/Pe, x) | x ∈ Ow} and

that the restriction of ψ to Fe ∩ ψ−1(O∆
w ) is an isomorphism onto {(ePe/Pe, x) | x ∈ Ow}. The

lemma now follows from the fact that ψ is Gc-equivariant. �

Next consider the following iterated fibre product

B̃S
∆

e,d,w := Qe0 ×Qe1
Qe2 ×Qe3

. . .×Q
e2k−1

Qe2k .

The closed points of B̃S
∆

e,d,w correspond to sequences of flags F 0, F 2, . . . , F 2k (satisfying appro-

priate conditions) together with a quiver representation ρ with respect to which each flag is stable.

This implies that ψ lifts to a map ψ̃ : B̃S
∆

e,d,w → Ze,d (sending (F 0, . . . , F 2k, ρ) 7→ (F 0|e, F 2k|d, ρ)),
i.e., there is a commutative diagram

B̃S
∆

e,d,w Ze,d

BS∆
e,d,w Fe × Fd

ψ̃

π̃e,d πe,d

ψ

(16)
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where π̃e,d is the map forgetting the quiver representation.

Lemma 3.30. The map ψ̃ is proper, its image is contained in Z6w
e,d , and it restricts to an isomor-

phism over Zwe,d.

Proof. It is easy to see that B̃S
∆

e,d,w is a closed subset inside the fibre product of BS∆
e,d,w and

Ze,d over Fe × Fd. So ψ̃ is the restriction of a base change of a proper map to a closed subset, and

is therefore proper. By Lemma 3.29, Imψ = O∆
w , so Im ψ̃ ⊆ π−1

e,d(O∆
w ) = Z6w

e,d .

It remains to prove the third statement. Let (F, F ′, ρ) ∈ Zwe,d. By Lemma 3.29, we know

that there exists a unique sequence of flags (F 0, F 2, . . . , F 2k) ∈ BS∆
e,d,w such that F = F 0|e and

F ′ = F 2k|d. Since F 0 = F � F ′ and F 2k = F ′ � F , Lemma 3.23 implies that F 0 and F 2k are

ρ-stable. Let 1 ≤ l ≤ k − 1. Since F 2l is in relative position w1 · . . . · wl to F 0, F 2k is in relative
position wl+1 · . . . ·wk to F 2l and, by Proposition 3.21, `(w) = `(w1 · . . . ·wl) + `(wl+1 · . . . ·wk), F 2l

is also ρ-stable. Hence (F 0, F 2, . . . , F 2k, ρ) ∈ B̃S
∆

e,d,w and so ψ̃ is surjective. This clearly implies

that ψ̃ is an isomorphism. �

We have the following Cartesian diagram.

Zwe,d Z6w
e,d

ψ̃−1(Zwe,d) B̃S
∆

e,d,w

ι1

ι2

o ψ̃

Let q0 : Qe0 ×Qe2 × . . .×Qe2k → Qe2k be the canonical map.

Lemma 3.31. Let B(Λd0) be a basis of Λd0 ∼= HGc
• (Qd0) and c ∈ B(Λd0). Then:

a) ψ̃∗(q
∗
0c ∩ [B̃S

∆

e,d,w]) = d
c

=⇒
w

e.

b) {ι∗1(d
c

=⇒
w

e) | c ∈ B(Λd0)} is a basis of Zwe,d.

Proof. The first part of the lemma follows directly from Lemma 2.9 and the fact that

B̃S
∆

e,d,w
∼= Zee,e0 ×Qe0

Zee0,e1 ×Qe1
Zee1,e2 ×Qe2

. . .×Q
e2k−1

Zee2k−1,e2k ×Q
e2k

Zee2k,d.

For the second part, we have

ι∗1(d
c

=⇒
w

e) = ι∗1ψ̃∗(q
∗
0c ∩ [B̃S

∆

e,d,w]) = ψ̃∗ι
∗
2(q∗0c ∩ [B̃S

∆

e,d,w]) = ψ̃∗(q
∗
0c ∩ [ψ̃−1(Zwe,d)]),

where the second equality follows by proper base change. It now suffices to check that q∗0c ∩
[ψ̃−1(Zwe,d)] form a basis of H•Gc

(ψ̃−1(Zwe,d)). Since the variety ψ̃−1(Zwe,d) is an affine bundle over

O∆
w
∼= Gc/(w

−1Pew∩Pd), which itself is an affine bundle over Fd0 , the restriction of q0 to ψ̃−1(Zwe,d)

is a homotopy equivalence. Hence the map Λd0 → H•Gc
(ψ̃−1(Zwe,d)) sending c 7→ q∗0c ∩ [ψ̃−1(Zwe,d)]

is an isomorphism, and sends the basis B(Λd0) to a basis of H•Gc
(ψ̃−1(Zwe,d)), as required. �

We are now ready to prove Theorem 3.25.

Proof of Theorem 3.25. Refine the Bruhat order on e

c

Dd to a linear order, which we denote by E.

Given w ∈ e

c

Dd, let ZEw
e,d :=

⊔
e

c
Dd3uEw

Zue,d and Z/we,d = ZEw
e,d\Zwe,d. Consider the inclusions

Zwe,d
i
↪→ ZEw

e,d

j
←↩ Z/we,d. (17)

It follows from Lemma 2.8 that i is an open embedding and j is a closed embedding. Since the
odd cohomology of Zwe,d and Z/we,d vanishes, the long exact sequence in Gc-equivariant Borel-Moore

homology associated to (17) becomes a short exact sequence of H•Gc
(pt)-modules

0→ HGc
• (Z/we,d)→ HGc

• (ZEw
e,d )→ HGc

• (Zwe,d)→ 0.
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Since, by equivariant formality, the H•Gc
(pt)-module HGc

• (Zwe,d) is free, the short exact sequence
splits. Arguing by induction on the refined Bruhat order, we conclude that

Ze,d =
⊕
w∈e

c
Dd

Zwe,d. (18)

By Lemma 3.31, the elements d
c

=⇒
w

e ∈ Ze,d (c ∈ B(Λd0)) pull back to a basis of Zwe,d. Therefore,

(18) implies that, if we let (e,d, w) range over all orbit data, the elements d
c

=⇒
w

e indeed form a

basis of Zc. �

4. The polynomial representation

In this section we compute the polynomial representation of the quiver Schur algebra Zc, and use
it to show that Zc gives a geometric realization of the “modified quiver Schur algebra” from [28],
thereby connecting Zc to the affine q-Schur algebra. We also give a complete list of relations for
the quiver Schur algebra associated to the A1 and Jordan quivers.

4.1. Tc-equivariant cohomology and localization. We first recall some facts about Tc-equivariant
cohomology of flag varieties. By [44, Theorem 3], there is a ring isomorphism

Φd : H•(BTc)⊗H•(BGc) H
•
Gc

(Fd) ∼= H•Tc
(Fd), a⊗ b 7→ (γ∗1a)(γ∗2b),

where γ1 is the projection of Fd onto a point and γ2 is the canonical map (Fd)Tc � (Fd)Gc . Let
us write a polynomial f in variables xj(i) as f(~x). We abbreviate xj(i) := Φd(xj(i) ⊗ 1) and
f(~y) := Φd(1⊗ f(~x)) (we substitute variables yj(i) for xj(i)).

Definition 4.1. For d � e, we define the following polynomials in Λd:

Sd :=
∏
i∈Q0

`d−1∏
r=1

◦
dr(i)∏

k=
◦
dr−1(i)+1

c(i)∏
l=
◦
dr(i)+1

(xl(i)− xk(i)), S
e
d :=

Sd

Se
. (19)

Note that Sd is indeed Wd-invariant and S
e
d is a polynomial. Explicit examples of these polyno-

mials for specific quivers and dimension vectors can be found in [28, §8].

It is well known that the fixed points FTc

d are parametrized by Dc
d. Given w ∈ Dc

d, let

iw : {w} ↪→ Fd be the inclusion of the corresponding fixed point, and let ζw = [w] ∈ HTc
• (Fd)

denote the Tc-equivariant fundamental class of this fixed point.
The theorem below summarizes the key facts about the Tc-equivariant cohomology of flag vari-

eties.

Theorem 4.2. The following hold:

a) The Tc-equivariant cohomology of Fd is equal to the quotient

H•Tc
(Fd) = (Pc ⊗ Φd(Λd))/I,

where I is the ideal generated by p(~y)− p(~x) as p ranges over all Wc-invariant polynomials
of positive degree.

b) The pullback i∗w : H∗Tc
(Fd)→ H∗(BTc) is given by

i∗w(xj(i)) = xj(i), i∗w(f(~y)) = f(~x).

c) The Tc-equivariant Euler class of the normal bundle to the fixed point w is given by

euTc(T{w}Fd) = w · Sd.

Proof. See, e.g., [44, Theorem 11]. �

Next, we recall the localization theorem for equivariant cohomology (see, e.g., [3]). Let Kc

denote the fraction field of Pc = H•(BTc).

Theorem 4.3. Let X be a smooth quasi-projective Tc-variety and let Y be the set of connected
components of the fixed point set XTc . Suppose that Y is finite. Then the maps

Kc ⊗Pc H
•
Tc

(X)
i∗−→ Kc ⊗Pc H

•
Tc

(XTc)
i∗−→ Kc ⊗Pc H

•
Tc

(X)
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are isomorphisms and

u =
∑
y∈Y

(iy)∗i
∗
y(u)

euTc(TyX)

for all u ∈ H•Tc
(X). Here i : XTc ↪→ X and iy : y ↪→ X are the natural inclusions.

4.2. The polynomial representation. In this subsection we describe the polynomial represen-
tation Qc of Zc. The following result is standard.

Proposition 4.4. The Zc-module Qc is faithful.

Proof. See, e.g., the proofs of [46, Lemma 1.8(a)] and [47, Proposition 3.1]. �

We will now calculate the action of the generators of the quiver Schur algebra on its polynomial
representation. As preperation, we first compute the Euler classes of certain normal bundles.

Definition 4.5. For d � e 3 c, we define the following polynomials in Λd:

Ed :=
∏

i,j∈Q0

`d−1∏
r=1

◦
dr(i)∏

k=
◦
dr−1(i)+1

c(j)∏
l=
◦
dr(j)+1

(xl(j)− xk(i))aij , E
e
d :=

Ed

Ee
, (20)

where aij is the number of arrows from vertex i to j.

It is easy to see that Ed is Wd-invariant and E
e
d is a polynomial. Explicit examples of these

polynomials can be found in [28, §8].

Lemma 4.6. We have euGc(TQd
Qd,(c)) = Ed.

Proof. We identify TQd
Qd,(c)

∼= Gc×Pd (Rc/Rd) and (Gc×Pd (Rc/Re))Gc = (Rc/Re)Pd
. The pull-

back of the latter vector bundle on BPd along the canonical map BTc � BPd equals (Rc/Re)Tc .
Observe that

(Rc/Re)Tc
∼=
⊕
i,j∈Q0

`d−1⊕
r=1

◦
dr(i)⊕

k=
◦
dr−1(i)+1

c(j)⊕
l=
◦
dr(j)+1

(Vl(j)⊗Vk(i)∗)⊕aij ,

where Vl(j) is the line bundle from (4). By definition, the Tc-equivariant Euler class of the
bundle on the RHS equals Ed. Since Euler classes commute with pullbacks, it follows that
euGc(TQd

Qd,(c)) = euTc((Rc/Re)Tc) = Ed, as desired. �

We also need the following “shuffle operator”

te

d :=
∑
w∈De

d

w ∈We.

Theorem 4.7. Let d � e 3 c.

a) The action of
ce

d on Qc
∼= Λc is given by

ce
d : Λd → Λe, f 7→te

d

(
E
e
d

S
e
d

f

)
,

ce
d |Λb

= 0 if b 6= d.

b) The action of
bd

e is given by the inclusion

bd
e : Λe ↪→ Λd, f 7→ f,

bd
e |Λb

= 0 if b 6= e.

c) The action of Zed,d on Λb is trivial unless b = d. In the latter case, if we identify Zed,d ∼= Λd

as in (9), then Zed,d acts on Λd by usual multiplication.

Proof. It is obvious that
ce

d |Λb
= 0 unless b = d. In the latter case, we observe that Zee,d×Qd

Qd =

Zee,d
∼= Qd and that, under this identification, p∗12(

ce
d) ∩ p∗23f = f (with pij as in §2.5). Hence

ce
d ?f equals the pushforward of f along the canonical map p13 : Qd � Qe, which factors as follows

p13 : Qd
ι
↪→ Qd,e

q
� Qe. (21)
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We first compute ι∗. By [7, Corollary 2.6.44], we have ι∗f = euGc(TQd
Qd,e)f. The short exact

sequence 0→ TQeQe,(c) → TQd
Qd,(c) → TQd

Qd,e → 0 implies that

euGc(TQd
Qd,e) = euGc(TQd

Qd,(c))/euGc(TQeQe,(c)).

It now follows from Lemma 4.6 that

ι∗f = E
e
df. (22)

We will next compute q∗h, where h := E
e
df . Since Qd,e = Fd×FeQe, calculating the pushforward

q∗ reduces to calculating the pushforward along q̄ : Fd → Fe. By Theorems 4.2 and 4.3, we have

h(~y) =
∑
w∈Dc

d

(iw)∗i
∗
w(h(~y))

euTc(TwFd)
=
∑
w∈Dc

d

w · h(~x)

w · Sd
ζw =

∑
u∈Dc

e

1

u · Se
u
∑
v∈De

d

v · h(~x)

v · Sed
ζuv

since v · Se = Se. Let g(~y) := q̄∗(h(~y)). Since q̄∗ζuv = ζu, we have

g(~y) =
∑
u∈Dc

e

1

u · Se
u
∑
v∈De

d

v · h(~x)

v · Sed
ζu.

On the other hand, Theorem 4.2 implies that

g(~y) =
∑
u∈Dc

e

(iu)∗i
∗
u(g(~y))

euTc(TuFe)
=
∑
u∈Dc

e

u · g(~x)

u · Se
ζu.

Hence

g(~x) =
∑
v∈De

d

v · h(~x)

S
e
d

. (23)

Combining (22) with (23) yields the first part of the theorem.

An argument analogous to the one at the beginning of the proof shows that
bd

e |Λb
= 0 unless

b = e, and that convolving
bd

e with a function f ∈ Λe is the same as taking the pullback with

respect to (21). A calculation using the localization theorem, similar to the one above, shows that
q∗ is given by the inclusion of the invariants Λe ↪→ Λd, while the second pullback ι∗ is just an
isomorphism. This yields the second part of the theorem. The third part is standard - see, e.g., [7,
Example 2.7.10(i)]. �

We will now relate the action of the merges to Demazure operators.

Definition 4.8. Given sj(i) ∈ Wc, let ∆j(i) =
1−sj(i)

xj(i)−xj+1(i) be the corresponding Demazure

operator. Given d � e 3 c, let w
e
d be the longest element in D

e
d. Choose a reduced expression

w
e
d = sj1(i1) · . . . · sjk(ik) and define ∆

e
d = ∆j1(i1) ◦ . . . ◦∆jk(ik). It is well known that ∆

e
d does

not depend on the choice of reduced expression for w
e
d. Let r

e
d = |R+

e −R+
d | and rd = |R+

c −R+
d |.

Proposition 4.9. We have an equality of operators

ted(S
e
d)−1 = (−1)r

e
d∆

e
d.

Proof. See [28, Proposition 8.13]. �

4.3. Application: geometric realization of the modified quiver Schur algebra. We now
deduce some consequences from Theorem 4.7 in the special case when Q is the cyclic quiver with
at least two vertices or the infinite (in both directions) linear quiver A∞, connecting our quiver
Schur algebra Zc to exisiting constructions.

Miemietz and Stroppel introduced in [28, Definition 8.4] a modified quiver Schur algebra. Let
us denote it by ZMS

c (in [28] the notation Ci is used). It is defined, purely algebraically, as the
subalgebra of EndC(Λc) generated by certain linear operators, called idempotents, polynomials,
splits and merges. These operators are defined by explicit formulas. We will refer to them as
“algebraic”, in order to distinguish them from the fundamental classes in Definition 3.4.

We must first deal with a minor technical issue. The algebraic merges are defined using “reversed
Euler classes”, denoted in [28] by EuJ , and “symmetrisers”, denoted by SuJ (see [28, (8.1-2)]). Both
of them are given by certain product formulas. We define sign-corrected algebraic merges to be the
operators obtained by multiplying EuJ and SuJ by −1 if number of factors in the corresponding
product is odd.



20 TOMASZ PRZEZDZIECKI

The main result of [28] says that the geometrically defined Stroppel-Webster quiver Schur algebra
ZSWc is, after completion, isomorphic to the affine q-Schur algebra [18], which naturally appears
in the representation theory of p-adic general linear groups. The proof of this result relies on the
fact that both of these algebras are isomorphic to the modified quiver Schur algebra ZMS

c . The
following theorem shows that ZMS

c also admits a geometric realization as a convolution algebra,
and that this realization is afforded by our quiver Schur algebra Zc.

Theorem 4.10. There is an algebra isomorphism Zc
∼= ZMS

c . Explicitly, this isomorphism sendsbd
e ,

ce
d, ed and a polynomial in Zed,d (where d � e 3 c) to the corresponding algebraic split,

sign-corrected merge, idempotent and polynomial, respectively.

Proof. Corollary 3.27 says that
bd

e ,
ce

d and Zed,d generate Zc. In fact, the corollary makes the

stronger statement that it is enough to take polynomials together with elementary splits and merges
to get a generating set. However, since the definition of ZMS

c involves arbitrary algebraic splits and
merges, we only need the weaker form of Corollary 3.27 here. By Proposition 4.4, the polynomial
representation Qc

∼= Λc of Zc is faithful. Hence Zc is isomorphic to the subalgebra of EndC(Λc)
generated by the linear operators representing splits, merges and polynomials. To complete the
proof, one only has to compare the description of these operators from Theorem 4.7 with the
definition of their algebraic counterparts in [28, Definition 8.4]. �

Corollary 3.27 and Theorem 4.10 directly imply the following statement about the generators of
the modified quiver Schur algebra ZMS

c , which is not obvious from its algebraic definition.

Theorem 4.11. The modified quiver Schur algebra ZMS
c is generated by algebraic polynomials and

elementary algebraic splits and merges.

Note that combining Theorems 3.25 and 4.10 also gives us a basis of ZMS
c .

Moreover, we can relate Zc to the Stroppel-Webster quiver Schur algebra.

Theorem 4.12. Let Q be an arbitrary quiver. Then our quiver Schur algebra Zc is isomorphic to
the Stroppel-Webster quiver Schur algebra ZSWc = HGc

• (Zsc).

Proof. The definition of the modified quiver Schur algebra ZMS
c , together with Theorem 4.10, gen-

eralize straightforwardly to arbitrary quivers. We also observe that the proofs of [28, Propositions
9.4, 9.6] do not depend on the choice of cyclic quiver, and hence generalize to arbitrary quivers,
yielding the desired isomorphism. �

4.4. Examples: the A1 and Jordan quivers. In this subsection we discuss the examples of
the A1 quiver (i.e. one vertex with no arrows) and the Jordan quiver. It is well known (see, e.g.,
[25, 31, 35]) that the corresponding KLR algebras are isomorphic to the affine Nil-Hecke algebra
and the degenerate affine Hecke algebra, respectively. While it is quite hard to give a presentation
by generators and relations for the entire quiver Schur algebra, even for the A1 and the Jordan
quiver, we are able to give a complete list of relations for the following subalgebra.

Definition 4.13. Let Z ′c be the subalgebra of Zc generated by all merges and splits. We call it
the reduced quiver Schur algebra.

We first consider the case where Q is the A1 quiver. Let d � e3c. Note that since the quiver has
only one vertex, c is just a positive integer and d and e are compositions of this integer. Since the
quiver has no arrows, E

e
d = 1 and

ce
d = ted(S

e
d)−1. Therefore, by Lemma 4.9, we have

ce
d = ∆

e
d,

i.e., merges coincide with Demazure operators. Let us look at the special case when d = (m,n)
and e = (c) = (m+ n). Then

S
e
d = Sd =

m∏
k=1

m+n∏
l=m+1

(xl − xk),
ce

d =
∑
w∈Dc

d

m∏
k=1

m+n∏
l=m+1

w · (xl − xk)−1. (24)

We will now give a complete list of defining relations in the reduced quiver Schur algebra. We
call
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dk + dk+1

dk dk+1

dk + dk+1

= 0 (R3)

the hole removal relation, and

dk + dk+1

dk + dk+1 dk+2 dk+3

dk+2 + dk+3

dk + dk+1 + dk+2 dk+3

dk + dk+2 dk+1 dk+3

dk + dk+2 dk+1 + dk+3

=

dk+2 + dk+3

dk+2 + dk+3dk+1dk

dk + dk+1

dk+1 + dk+2 + dk+3dk

dk+1 + dk+3dk+2dk

dk+1 + dk+3dk + dk+2

(R4)

the ladder relation.

Theorem 4.14. The reduced quiver Schur algebra Z ′c associated to the A1 quiver is generated by
elementary merges and splits, subject to the relations (R1), (R2), (R3) and (R4).

A detailed proof of Theorem 4.14 can be found in [41]. Below we will sketch the main ideas of
the proof. We first need to recall some material about the green web category ∞-Webg from [45].

Definition 4.15. We define a certain full subcategory Cc of the green web category ∞-Webg.

a) One first defines the free web category C f
c . Its objects are compositions of c and its morphism

spaces HomC f
c

(d, e) are generated by elementary merge and split diagrams (which we denote

by
ce

d and
bd

e , respectively) via vertical composition.

b) We define a filtration on the morphism spaces by setting deg
ce

d = deg
bd

e = dk + dk+1 if

d � e 3 c and e = ∧k(d) for some 1 ≤ k ≤ `d.

c) The category Cc is the quotient of C f
c obtained by imposing certain relations on morphisms,

called the associativity, coassociativity, digon removal and square switch relations [45, (2-6)-
(2-8)].

We remark that ∞-Webg is defined in [45] as a C(q)-linear category. For our purposes, however,
it is enough to work with the C-linear category obtained by setting q = 1.

Consider the filtered algebra

Mor(C f
c ) =

⊕
d,e∈Comc

HomC f
c

(d, e).

Let ICc be the kernel of the canonical map Mor(C f
c )� Mor(Cc). We endow ICc with the subspace

filtration and Mor(Cc) with the quotient filtration. Then the sequence 0 → ICc → Mor(C f
c ) →

Mor(Cc) → 0 is strict exact and so, after taking the associated graded, we obtain the short exact
sequence

0→ gr ICc → gr Mor(C f
c )→ gr Mor(Cc)→ 0. (25)

Note that the rule in Definition 4.15.b) also defines a grading on Mor(C f
c ), so Mor(C f

c ) is isomorphic
as an algebra to its associated graded gr Mor(C f

c ).

Proof of Theorem 4.14. Firstly, we need to check that the relations (R1)-(R4) hold in Z ′c. By
Proposition 3.5, the relations (R1) and (R2) hold in any quiver Schur algebra (associated to any
quiver). Relations (R3) and (R4) follow easily from the properties of Demazure operators.
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Secondly, we need to check that the relations (R1)-(R4) generate all the relations in Z ′c. Let Z̃ ′c
be the quotient of the free algebra f Z̃ ′c, generated by elementary merges and splits, by the ideal Ic
generated by the relations (R1)-(R4) so that we have a short exact sequence

0→ Ic → f Z̃c → Z̃ ′c → 0. (26)

It follows from the definitions that gr Mor(C f
c ) ∼= Mor(C f

c ) ∼= f Z̃ ′c. One also easily sees that after
taking the associated graded the relations (2-6)-(2-8) from [45] become the relations (R1)-(R4).

Hence Ic ∼= gr ICc . Comparing (25) with (26) now implies that Z̃ ′c ∼= gr Mor(Cc).
Next, [45, Theorem 3.20] implies that there is a vector space isomorphism HomCc(d, e) ∼=

Homgl∞(
∧d C∞,

∧e C∞), where
∧d C∞ =

∧d1 C∞ ⊗ . . .⊗
∧d`d C∞. Hence

dim Z̃ ′d,e = dim Homgl∞(
∧d C∞,

∧e C∞) = |d
c

De| = dimZd,e,

where the second equality can be deduced from Schur-Weyl duality and the last equality follows

from Theorem 3.25. We conclude that the natural map Z̃ ′c � Zc is an isomorphism. �

Let us record the following corollary of the proof of Theorem 4.14.

Corollary 4.16. If Q is the A1 quiver, then there is an algebra isomorphism Z ′c ∼= gr Mor(Cc).

Next suppose that Q is the Jordan quiver. We can interpret merges as symmetrization operators
between rings of invariants. Indeed, S

e
d = E

e
d and so

ce
d = ted. (27)

We will now describe the relations in the reduced quiver Schur algebra. We use the following
modification of (R3) (with e = ∧k(d)):

dk + dk+1

dk dk+1

dk + dk+1

=
∣∣∣De

d

∣∣∣ · 1. (R3’)

Theorem 4.17. The following hold:

a) The reduced quiver Schur algebra algebra Z ′c associated to the Jordan quiver is generated by
elementary merges and splits, subject to the relations (R1), (R2), (R3’) and (R4).

b) The algebra Z ′c is isomorphic to the convolution algebra
⊕

(P,P′) C[P\Gc/P
′] of complex valued

functions on double cosets, where (P,P′) runs over all pairs of standard parabolic subgroups
of Gc.

Proof. The fact that the relations (R3’) and (R4) hold in Z ′c follows easily from the properties

of symmetrization operators. One can define a filtration on Z̃ ′c analogous to the filtration on

Mor(Cc). It is clear that gr Z̃ ′c ∼= gr Mor(Cc). Hence one can use the same argument as in the proof
of Theorem 4.14 to show that (R1), (R2), (R3’) and (R4) generate all the relations. This proves
the first statement of the theorem. The second statement follows from the description of Z ′c as the
algebra of symmetrization operators in (27). �

5. Mixed quiver Schur algebras

In this section we define and study a generalization of quiver Schur algebras, depending on a
quiver together with a contravariant involution and a duality structure. We call these new algebras
mixed quiver Schur algebras. From a geometric point of view, our generalization arises by replacing
the stack of representations of a quiver with the stack of its supermixed representations in the sense
of Zubkov [53].
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5.1. Involutions and duality structures. We begin by recalling the notion of a contravariant
involution and a duality structure. These ideas, in the context of quiver representations, were first
studied in [11, 53]. We use the formulation from [52].

Definition 5.1. A (contravariant) involution of a quiver Q is a pair of involutions θ : Q0 → Q0

and θ : Q1 → Q1 such that:

a) s(θ(a)) = θ(t(a)) and t(θ(a)) = θ(s(a)) for all a ∈ Q1,
b) if t(a) = θ(s(a)) then a = θ(a).

A duality structure on (Q, θ) is a pair of functions σ : Q0 → {±1} and ς : Q1 → {±1} such that
σ(θ(i)) = σ(i) for all i ∈ Q0 and ς(a) · ς(θ(a)) = σ(s(a)) · σ(t(a)) for all a ∈ Q1.

Example 5.2. Let n ≥ 1 and suppose that Q is the An quiver

•
i1

•
i2

. . . •
in

a1 a2 an−1

There is a unique involution θ on Q. We have θ(ik) = in−k+1 for 1 ≤ k ≤ n and θ(al) = an−l
for 1 ≤ l ≤ n − 1. If n is even then Qθ0 = ∅ and Qθ1 = {an/2}. If n is odd then Qθ1 = ∅ and

Qθ0 = {i(n+1)/2}. There are two inequivalent duality structures: σ = 1 and ς = −1 or σ = −1 and
ς = −1.

Example 5.3. Suppose that Q is the quiver with one vertex and m ≥ 0 loops. There is a unique
involution on Q. It fixes the vertex and fixes all the loops as well. A duality structure is given by
a choice of sign σ and a choice of sign ς(a) for each arrow a. Hence there are 2m+1 possible duality
structures.

For the rest of this section let us fix a quiver Q together with an involution θ and a duality
structure (σ, ς). We will now introduce some combinatorics necessary to describe isotropic flag
varieties. Let us fix partitions

Q0 = Q−0 tQθ0 tQ
+
0 , Q1 = Q−1 tQθ1 tQ

+
1

such that θ(Q+
0 ) = Q−0 and θ(Q+

1 ) = Q−1 . The involution θ induces an involution θ : Γ → Γ on
the monoid of dimension vectors. Let Γθ be the submonoid of θ-fixed points. We consider Γθ as a
Γ-module via the monoid homomorphism

D: Γ→ Γθ, c 7→ c + θ(c).

Definition 5.4. Let c ∈ Γθ. We call a sequence d = (d1, . . . ,d`d ,d∞) ∈ Γ
`d
+ × Γθ (where `d may

equal zero) an isotropic vector composition of c, denoted d 3− c, if 〈d〉θ := d∞ +
∑
j D(dj) = c.

We call `d the length of d. Let θComc denote the set of all isotropic vector compositions of c, and

let θComm
c denote the subset of compositions of length m. Consider Z2 o Symm as the group of

signed permutations of the set {±1, . . . ,±m} with sm changing the sign of m. We endow θComm
c

with a right Z2 o Symm-action so that Symm acts by permuting the first m dimension vectors and
sm acts by changing d`d to θ(d`d). Set

D(d) := (d1, . . . ,d`d ,d∞, θ(d`d), . . . , θ(d1)), df = (d1, . . . ,d`d).

Given β ∈ Com(`d + 1), let

∧θβ(d) := (〈∨1
β(d)〉, . . . , 〈∨`β−1

β (d)〉, 〈∨`ββ (d)〉θ).

In particular, if β = (1k−1, 2, 1`d−k) for some 1 ≤ k ≤ `d, then we abbreviate ∧θk(d) := ∧θβ(d).

Example 5.5. Consider the A3 quiver together with its unique involution. Let c = 4i1 + 3i2 +
4i3 ∈ Γθ and d = (i1 + i2, i3, 2i1 + i2 + 2i3) 3− c. Then ∧θ1 = (i1 + i2 + i3, 2i1 + i2 + 2i3) and
∧θ2 = (i1 + i2, 3i1 + i2 + 3i3).

In analogy to Definition 2.2, we define a partial order on θComc by setting

d < e ⇐⇒ e = ∧θβ(d)

for some β ∈ Com(`d + 1). If e∞ = d∞, then we write d <f e. If d = d′ ∪d′′ and 〈d′′〉θ = e∞, we
write d <∞ e.
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5.2. Isotropic flag varieties. In this subsection we introduce the notation for isotropic flag va-
rieties, isotropic Steinberg varieties and related objects.

Definition 5.6. Let c ∈ Γθ. If i ∈ Qθ0 and σ(i) = −1, we assume that c(i) is even. Fix a
Q0-graded C-vector space Vc =

⊕
i∈Q0

Vc(i) with dim Vc(i) = c(i) and a nondegenerate bilinear

form 〈·, ·〉 : Vc ×Vc → C such that:

a) Vc(i) and Vc(j) are orthogonal unless i = θ(j),

b) the restriction of 〈·, ·〉 to Vc(i) + Vc(θ(i)) satisfies 〈u, v〉 = σ(i)〈v, u〉,
for i, j ∈ Q0 and u, v ∈ Vc(i) + Vc(θ(i)). Set

θRc := {ρ ∈ Rc | 〈ρa(u), v〉 = ς(a)〈u, ρθ(a)(v)〉 ∀a ∈ Q1, u ∈ Vc(s(a)), v ∈ Vc(t(a))}.

There is a vector space isomorphism

θRc
∼=
⊕
a∈Q+

1

HomC(Vc(s(a)),Vc(t(a)))⊕
⊕
a∈Qθ1

Bilσ(s(a))·ς(a)(Vc(s(a))),

where Bilε(Vc(s(a))) is the vector space of symmetric (ε = 1) or skew-symmetric (ε = −1) bilinear
forms on Vc(s(a)).

Definition 5.7. Let θG′c be the subgroup of Gc which preserves the bilinear form 〈·, ·〉. We have

θG′c
∼=
∏
i∈Q+

0

GL(Vc(i))×
∏
i∈Qθ0,
σ(i)=1

O(Vc(i))×
∏
i∈Qθ0,
σ(i)=−1

Sp(Vc(i)). (28)

The group θG′c acts naturally on θRc by conjugation. Let θGc ⊆ θG′c be the subgroup obtained
from (28) by replacing O(Vc(i)) with SO(Vc(i)) whenever c(i) is odd.

Example 5.8. Let Q be the Jordan quiver and c = 2n. Let σ = 1 so that θGc = O2n. If ς = −1
then θRc = so2n, while if ς = 1 then θRc = Sym2 C2n as O2n-modules. Next, let σ = −1 so that
θGc = Sp2n. If ς = −1 then θRc = sp2n, while if ς = 1 then θRc =

∧2 C2n as Sp2n-modules.

Definition 5.9. Let θTc ⊂ θBc ⊂ θGc be the standard maximal torus (with fundamental weights
ωj(i)) and Borel subgroup in θGc. Let θWc = NθGc

(θTc)/θTc be the corresponding Weyl group.
There is an isomorphism

θWc
∼=
∏
i∈Q+

0

Symc(i) ×
∏
i∈Qθ0

Z2 o Symbc(i)/2c.

Given d ∈ θComc, let θWd = Wdf × θWd∞ ⊂ θWc. If e,d ∈ θComc, let θ
e

c

Dd denote the set of

the shortest representatives in θWc of the double cosets θWe\θWc/
θWd.

Definition 5.10. Given d ∈ θComc, we call a sequence V• of Q0-graded isotropic subspaces

{0} = V0 ⊂ V1 ⊂ V2 ⊂ . . . ⊂ V`d ⊂ Vc

an isotropic flag of type d if dimQ0
Vj/Vj−1 = dj and dimQ0

V ⊥`d/V`d = d∞. Any isotropic flag

V• can be extended to a flag D(V•) ∈ FD(d) of length 2`d + 1 by setting V2`d−k+1 = V ⊥k for

k = 0, . . . , `d (if d∞ = 0 then V`d+1 = V`d is Lagrangian). Let θVd denote the standard isotropic
flag of type d (consisting of coordinate subspaces with respect to some fixed basis). Define

θRd := {ρ ∈ θRc | D(θVd) is ρ-stable}, θPd := StabθGc
(θVd), θLd :=

∏ld
j=1 Gdj × θGd∞ .

Let θFd
∼= θGc/

θPd be the projective variety parametrizing isotropic flags of type d. Given d <
e 3− c, define

θQd := {(V•, ρ) ∈ θFd × θRc | D(V•) is ρ-stable}.
Let

θFd

θτd←−− θQd

θπd−−→ θRc

be the canonical projections. Note that θτd is a vector bundle while θπd is proper. We abbreviate

θFc :=
⊔
d3−c

θFd,
θQc :=

⊔
d3−c

θQd,
θπc := tθπd : θQc → θRc.
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Definition 5.11. Given d, e 3− c, set

θZd,e := θQd ×θRc

θQe,
θZc := θQc ×θRc

θQc =
⊔

d,e3−c

θZd,e,

where the fibred product is taken with respect to θπc. We call θZc the isotropic quiver Stein-
berg variety. We define the θGc-equivariant Borel-Moore homology groups θQd,

θQc,
θZd,e,

θZc in

analogy to (5), and θZed,d,
θZec :=

⊕
d3−c

θZed,d in analogy to (3) and (7), respectively.

Furthermore, define

θPc := H•(BθTc) =
⊗
i∈Q+

0

C[x1(i), . . . , xc(i)(i)]⊗
⊗
i∈Qθ0

C[x1(i), . . . , xb c(i)2 c
(i)],

where xj(i) := c1(θVj(i)) is the first Chern class of the line bundle θVj(i) := EθTc ×ωj(i) C. For
each d 3− c, set

θΛd := θP
θWd
c , θΛc :=

⊕
d3−c

θΛd.

As in (6) and (9), we can identify θZed,d ∼= θQd
∼= θΛd and θZec ∼= θQc

∼= θΛc.

5.3. Quiver Schur algebras for quivers with an involution. We apply the framework of
§2.5 to the vector bundle X = θQc on the isotropic quiver flag variety θFc, the space of self-dual
quiver representations Y = θRc and the projection π = θπc. Then Z = θZc is the isotropic quiver
Steinberg variety, and we obtain a convolution algebra structure on its Borel-Moore homology
θZc = H

θGc
• (θZc) and a θZc-module structure on θQc = H

θGc
• (θQc).

Definition 5.12. We call θZc the mixed quiver Schur algebra associated to (Q, θ, σ, ς, c), and θQc

its polynomial representation.

Remark 5.13. We would like to remark on the connection between our mixed quiver Schur algebra
θZc and existing constructions.

(i) In the case when Q is a loopless quiver and θ is an involution with no fixed vertices, the
KLR analogue of θZc, associated to complete (rather than partial) isotropic flags, was
defined and studied by Varagnolo and Vasserot in [47].

(ii) Our algebra θZc is also related to the parabolic Steinberg algebras defined by Sauter
[33, 34, 35]. On the one hand, Sauter’s construction is somewhat more general since she
also works with non-classical gauge groups. On the other hand, Sauter’s construction
is different from ours since she only allows parabolic flags of a certain fixed type, while
we consider all the possible types at once. In effect, special cases of Sauter’s parabolic
Steinberg algebras appear as subalgebras in θZc.

The following result carries over, with analogous proof, from the no-involution case.

Proposition 5.14. The θZc-module θQc is faithful. There are canonical isomorphisms

θZc
∼= Ext•θGc

((θπc)∗CθQc
, (θπc)∗CθQc

), θQc
∼= Ext•θGc

(CθRc
, (θπc)∗CθQc

) (29)

intertwining the convolution product with the Yoneda product, and the convolution action with the
Yoneda action.

Definition 5.15. We have the following analogues of merges, splits, idempotents and crossings
from Definition 3.4 in θZc:

θ
ce

d := [θZee,d], θ
bd

e := [θZed,e], θed := [θZed,d],
θgf

k

d := θ
bsk(d)

∧θk(d)
? θ

c∧θk(d)
d

for d < e 3− c and 1 ≤ k ≤ `d. We say that a merge or split is elementary if e = ∧θk(d).
If 1 ≤ k ≤ `d − 1, we depict elementary merges and splits diagrammatically in analogy to the

elementary merges and splits in Definition 3.4. More precisely, to the elementary merge θ
c∧k(d)

d

we associate the diagram

dk dk+1

dk + dk+1

:=

d1

d1

· · ·

dk−1

dk−1

dk dk+1

dk + dk+1

dk+2

dk+2

· · ·

d`d

d`d

d∞

d∞
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and to the elementary split θ
bd

∧k(d)
the vertically reflected diagram.

If k = `d, we associate to the elementary merge θ
c∧k(d)

d the new diagram

d`d

D(d`d) + d∞

d∞

:=

d1

d1

· · ·

d`d−1

d`d−1

d`d

D(d`d) + d∞

d∞

and to the elementary split θ
bd

∧k(d)
the vertically reflected diagram.

We have the following analogue of Proposition 3.5, which also follows directly from Lemma 2.9.

Proposition 5.16. We list several basic relations which hold in θZc.

a) Let d � e � f 3− c. Merges and splits satisfy the following transitivity relations:

θ
cf

e ? θ
ce

d = θ
cf

d,
θ
bd

e ? θ
be

f = θ
bd

f .

b) Let d 3− c. Elementary merges satisfy the relations (R1) and the following new relation

d`d−1 d`d

•

d∞

D(d`d−1 + d`d) + d∞

=

D(d`d−1 + d`d) + d∞

d`d

•

d`d−1

•

d∞

(θR1)

Elementary splits satisfy the relations (R2) and the following new relation

d`d−1 d`d

•

d∞

D(d`d−1 + d`d) + d∞

=

D(d`d−1 + d`d) + d∞

d`d

•

d`d−1

•

d∞

(θR2)

5.4. Basis and generators. We want to construct a basis for θZc analogous to the Bott-Samelson
basis of Zc from Theorem 3.25. We begin by adapting the combinatorics of refinements (see §3.4)
to the present setting.

Let θ : Nc → Nc be the involution defined by

(k, i) 7→
{

(k, θ(i)) if i ∈ Q+
0 and 1 ≤ k ≤ c(i),

(c(i)− k + 1, i) if i ∈ Qθ0 and 1 ≤ k ≤ c(i).

If λ ∈ Parnc , we say that λ is an isotropic partitioning of c of length θ`λ = bn/2c if λ−1(k) =
θ(λ−1(n− k + 1)) for 0 ≤ k ≤ n. Let θParc ⊂ Parc denote the set of isotropic partitionings of c,
and let θParmc denote the subset of those isotropic partitionings which have length m.

Let θC and θP be the unique functions making the following diagram commute

Parc Comc

θParc
θComc

C

P

θC

D

θP

The set θParmc is endowed with natural Z2 o Symm- and θWc-actions. It is easy to check that
Lemma 3.10 still holds if we replace Parc, Comc, C, P , Symn, Wc and Wd by their isotropic
analogues. The following lemma follows directly from the definitions.

Lemma 5.17. If λ, µ ∈ θParc then λ � µ ∈ θParc.
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Definition 5.18. We call a triple (e,d, w), consisting of e,d ∈ θComc and w ∈ θ
e

c

Dd, an isotropic

orbit datum. This name is motivated by the fact that orbit data naturally label the θGc-orbits in
θFc × θFc. We define the corresponding refinement datum (ê, d̂, u) in analogy to Definition 3.15.
More precisely, if we abbreviate λ = θP (e) and µ = w · θP (d), then

ê := θC(λ � µ), d̂ := θC(µ � λ)

and u ∈ Z2 oSymθ`λ�µ
is the unique permutation sending λ � µ to µ � λ. We also choose a reduced

expression u = sjk · . . . · sj1 and define the associated crossing datum (e0, . . . , e2k) in the same way
as in Definition 3.19.

Example 5.19. Let Q by a quiver such that Q0 is a singleton. Then there is a unique involution
on Q. Let c = 14 and choose any duality structure on Q. We identify 7 + k = −k for 1 ≤ k ≤ 7 so
that Nc = {±1, . . . ,±7}. Let s7 ∈ θWc = Z2 o Sym7 be the element swapping 7 and −7. Suppose
that e = (3, 2, 4), d = (4, 2, 2) and w = s5s6s7s6s5s3s4s5s6. Then

λ = [1, 2, 3][4, 5][±6,±7][-5, -4][-3, -2, -1], µ = [1, 2, 4, -5][6, 7][±3][-7, -6][5, -4, -2, -1],

λ � µ = [1, 2][3][4][5][6, 7][-7, -6][-5][-4][-3][-2, -1], µ � λ = [1, 2][4][-5][6, 7][3][-7, -6][-3][5][-4][-2, -1].

Hence

ê = (2, 1, 1, 1, 2, 0), d̂ = (2, 1, 1, 2, 1, 0), u = s4s3s2s4s5s4 ∈ Z2 o Sym5.

Definition 5.20. Given an isotropic orbit datum (e,d, w), the corresponding refinement and cross-

ing data, and c ∈ θΛe2k , we define elements d
c

=⇒
w

e in analogy to Definition 3.24, i.e.,

d
c

=⇒
w

e := θ
ce

e0 ? θ gf
j1
e2 ? . . . ? θ gf

jk
e2k ? c ? θ

be2k

d ∈ θZe,d.

We have the following analogue of Theorem 3.25.

Theorem 5.21. If we let (e,d, w) range over all isotropic orbit data and c range over a basis

of θΛe2k , then the elements d
c

=⇒
w

e form a basis of θZc.

Proof. The proof of Theorem 3.25 uses only three ingredients: the Bruhat decomposition, Proposi-
tion 3.21 and Lemma 3.23. The Bruhat decomposition of course generalizes to reductive groups of
type B, C and D. Lemma 3.23 also generalizes straightforwardly. To generalize Proposition 3.21,
one only needs to modify its proof by replacing inversions associated to the symmetric group by
inversions associated to the Weyl group of type B (see, e.g., [1, Proposition 8.1.1]). �

Theorem 5.21 and Proposition 5.16 directly imply the following analogue of Corollary 3.27.

Corollary 5.22. Elementary merges, elementary splits and the polynomials θZec generate θZc as
an algebra.

5.5. Monoidal structure and categorification. We now consider the relationship between the
categories of modules over θZc and Zc. In this subsection we view θZc and Zc as graded algebras,
with the gradings imported from the gradings on the corresponding Ext-algebras via the isomor-
phisms (8) and (29). We begin by recalling the monoidal structure on the direct sum Z- pmod of
the categories of finitely generated graded projective modules over quiver Schur algebras Zc for all
dimension vectors c ∈ Γ. We then show that the monoidal category Z- pmod acts on the corre-
sponding category θZ- pmod of modules over the algebras θZc. Passing to Grothendieck groups, we
obtain a K0(Z)-module and -comodule structure on K0(θZ), which we relate to the Hall module
of the category of self-dual representations of the quiver Q introduced by Young in [51].

One can easily show (as in, e.g., [43, §2.4] or [25, §2.6]) that there are canonical (non-unital)
injective graded ring homomorphisms

ic,c′ : Zc ⊗Zc′ ↪→ Zc+c′ , (30)

for all c, c′ ∈ Γ, induced by inclusions of the corresponding polynomial representations

Qc ⊗Qc′ ↪→ Qc+c′ . (31)

Diagrammatically, these inclusions are depicted by a horizontal composition of diagrams. They
define an associative algebra structure on the direct sums Z =

⊕
c∈ΓZc and Q =

⊕
c∈ΓQc, which
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is referred to as the horizontal multiplication. The inclusions (30) also give rise to induction and
restriction functors

Indc,c′ : Zc ⊗Zc′- mod→ Zc+c′ - mod, Resc,c′ : Zc+c′ - mod→ Zc ⊗Zc′ - mod, (32)

where by, e.g., Zc- mod, we mean the category of finitely generated graded left Zc-modules. These
functors restrict to subcategories of projective modules. Setting

M ⊗N = Zc+c′ ⊗Zc⊗Zc′ M �N

for M ∈ Zc- pmod and N ∈ Zc′ - pmod, and 1 = Z0 defines a monoidal structure on the direct sum
of categories

Z-pmod =
⊕
c∈Γ

Zc-pmod.

Let K0(Z) = K0(Z-pmod) be its Grothendieck group, considered as a Z[q±1]-module. The functors
(32) induce maps

K0(Z)⊗K0(Z)→ K0(Z), K0(Z)→ K0(Z)⊗K0(Z),

which turn K0(Z) into a Γ-graded Z[q±1]-bialgebra. For special choices of the quiver Q, the bial-
gebra K0(Z) can be identified with (the opposite of) the generic nilpotent Hall algebra associated
to the category of representations of Q over finite fields. For more information about this algebra
we refer the reader to, e.g., [36].

Proposition 5.23. Let Q be one of the following quivers: a Dynkin quiver, the A∞ quiver, the
Jordan quiver or a cyclic quiver. Then K0(Z)op is canonically isomorphic to the integral form of
the generic nilpotent Hall algebra of the quiver Q.

Proof. By Theorem 4.12, there is an isomorphism of algebras Zc
∼= ZSWc for each c ∈ Γ. The

explicit description of this isomorphism from [28, Proposition 9.4, 9.6] implies that there is a
commutative diagram of ring homomorphisms

ZSWc′ ⊗ZSWc ZSWc+c′

ZSWc ⊗ZSWc′

Zc ⊗Zc′ Zc+c′

o flip

o

o

Passing to Grothendieck groups, we see that K0(Z)op ∼= K0(ZSW ) as algebras. The proposition
now follows from [43, Proposition 5.12]. �

We now bring the mixed quiver Schur algebras θZc into the picture.

Lemma 5.24. If a ∈ Γ, b ∈ Γθ satisfy D(a) + b = c, then there is an injective (non-unital) ring
homomorphism

ia,b : Za ⊗ θZb ↪→ θZc,
ce

d ⊗ θ
ce′

d′ 7→
θ
ce′′

d′′ ,
bd

e ⊗ θ
ce′

d′ 7→
θ
bd′′

e′′ , (33)

sending a polynomial f ⊗ g ∈ Λd ⊗ θΛd′ to f · g ∈ θΛd′′ , where d′′ = d ∪ d′ and d′′ � e′′ 3− c.

Proof. Let θZa,b :=
⊔
θZd′′,e′′ , where the disjoint union ranges over all d′′, e′′ 3− c which can

be expressed as a concatenation d ∪ d′, for some d 3 a and d′ 3− b (and analogously for e′′).

Clearly θZa,b := H
θGc
• (θZa,b) is a convolution subalgebra of θZc. The forgetful maps θQd′′ → Qd

(remembering only the first `d steps in an isotropic flag) and θQd′′ → θQd′ (remembering only the

last `d′ + 1 steps) induce a map θZa,b → Za × θZb. The pullback Za ⊗ θZb → θZc with respect
to the latter is injective, and it is easy to check that it is compatible with the convolution product
and that, explicitly, it is given by (33). �

As before, the inclusions (33) are depicted diagrammatically via a horizontal composition of
diagrams. They give rise to functors

Inda,b : Za ⊗ θZb- pmod→ θZD(a)+b- pmod, Resa,b : θZD(a)+b- pmod→ Za ⊗ θZb-pmod. (34)
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Let θZ-pmod be the direct sum of categories

θZ-pmod =
⊕
c∈Γθ

θZc-pmod

and let K0(θZ) = K0(θZ-pmod) be its Grothendieck group. The following proposition, whose
proof is standard, summarizes the relation between the categories Z-pmod and θZ-pmod.

Proposition 5.25. The following hold.

a) The monoidal category Z- pmod acts (see, e.g., [19]) on θZ- pmod via

M ∗N = θZD(a)+b ⊗Za⊗θZb
M �N,

for M ∈ Za- pmod and N ∈ θZb- pmod.
b) The functors (34) induce maps

K0(Z)⊗K0(θZ)→ K0(θZ), K0(θZ)→ K0(Z)⊗K0(θZ),

which turn K0(θZ) into a Γθ-graded K0(Z)-module and -comodule.

Remark 5.26. In [51], Young defined a Hall module associated to the category of self-dual rep-
resentations of a quiver with an involution. The Hall module is a module as well as a comodule
over the Hall algebra associated to the same quiver. We expect that, for a general quiver Q with
an involution θ, K0(Z) is isomorphic to a subalgebra of the Hall algebra of Q and K0(θZ) is iso-
morphic to a subspace of the Hall module of (Q, θ) stable under the action and coaction of K0(Z).
Since K0(Z) contains the composition subalgebra associated to Q, [51, Theorem 3.5] implies that
K0(θZ) is also a module over Bθ(gQ), the algebra introduced by Enomoto and Kashiwara [13, 14]
in the context of symmetric crystals. The KLR analogue of K0(θZ) was studied by Varagnolo and
Vasserot [47], who showed that it is isomorphic to a certain highest weight module over Bθ(gQ).

6. Connection to cohomological Hall algebras

In this section we relate quiver Schur algebras to the cohomological Hall algebra (CoHA) of a
quiver Q (without potential) introduced by Kontsevich and Soibelman [26]. More specifically, we
interpret merges and splits as iterated multiplication and comultiplication in the CoHA. This gives
an action of quiver Schur algebras on the tensor algebra of the CoHA, which we identify with the
direct sum of the polynomial representations of all the quiver Schur algebras associated to Q. In the
case of a quiver endowed with an involution and a duality structure, we relate mixed quiver Schur
algebras to the cohomological Hall module (CoHM) introduced by Young [52], realizing merges
and splits as action and coaction operators. An algebraic manifestation of these connections is a
new interpretation of the shuffle description of the CoHA and the CoHM in terms of Demazure
operators.

6.1. The cohomological Hall algebra. We start by recalling the definition of the CoHA from
[26, §2.2]. Let Q be a finite quiver. Given c ∈ Γ and d 3 c, set

Hc := H•Gc
(Rc), Hd :=

⊗`d
j=1Hdj , H :=

⊕
c∈ΓHc.

The Künneth map and the homotopy equivalences Rd �
∏
j Rdj and Pd � Ld yield canonical

isomorphisms

Hd
∼= H•Ld

(
∏`d
j Rdj )

∼= H•Pd
(Rd). (35)

Definition 6.1. Given d � e, we have a closed embedding (Rd)Pd

i
↪→ (Re)Pd

and a fibration

(Re)Pd

p
� (Re)Pe with smooth and compact fibre. Using the identification (35), we get operators

m
e
d : Hd

p∗◦i∗−−−→ He, com
d
e : He

i∗◦p∗−−−→ Hd. (36)

We abbreviate mc
d = m

(c)
d , etc. Let m : H⊗H → H and com : H → H⊗H be the operators defined

by the condition that m|Hd
= mc

d, and that the projection of com|Hc onto Hd equals com
d
c , for all

dimension vectors c ∈ Γ and vector compositions d ∈ Com2
c of length two.
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Definition 6.2. The cohomological Hall algebra associated to the quiver Q is the Γ-graded vec-
tor space H together with multiplication given by m. By [26, Theorem 1], (H,m) is indeed an
associative algebra. The operation com also makes H into a coassociative coalgebra. However,
the multiplication and comultiplication are in general not compatible, i.e., (H,m, com) is not a
bialgebra.

In light of Definition 6.2, the operators (36) can be viewed as multifactor versions of multiplica-
tion and comultiplication in H.

Definition 6.3. Let T(H) := T (H+) be the tensor algebra of H+ :=
⊕

c∈Γ+
Hc. We regard it as

a Γ-graded vector space in the following way:

T(H) =
⊕

c∈Γ Tc(H), Tc(H) :=
⊕

d3cHd. (37)

We consider m
e
d and com

d
e as operators on Tc(H). Given γ ∈ Hd, let ∪γ = γ ∪ - : Hd → Hd be

the operator given by taking the cup product with γ.

6.2. The CoHA and quiver Schur algebras. We will now explain the connection between the
cohomological Hall algebra H and quiver Schur algebras associated to the same quiver Q.

Lemma 6.4. For each c ∈ Γ, there is a vector space isomorphism

Tc(H)
∼−→ Qc. (38)

Proof. It is easy to see that the Borel constructions (Rd)Pd
and (Qd)Gc are naturally isomorphic.

Composing (35) with the induced isomorphism of equivariant cohomology groups H•Pd
(Rd) ∼=

H•Gc
(Qd) yields an isomorphism Hd

∼−→ Qd. The lemma follows by summing over all d 3 c. �

Remark 6.5. If we sum over all dimension vectors c ∈ Γ, the identification (38) gives rise to
an isomorphism between the entire tensor algebra T(H) and the direct sum Q =

⊕
c∈ΓQc of the

polynomial representations of all the quiver Schur algebras associated to the quiver Q. Under this
isomorphism, multiplication in the tensor algebra corresponds to the horizontal multiplication on Q
defined by the inclusions (31).

Since, by Proposition 4.4, the Zc-module Qc is faithful, (38) induces an injective algebra homo-
morphism

Zc ↪→ EndC(Tc(H)). (39)

The following theorem gives an explicit description of this homomorphism.

Theorem 6.6. The algebra homomorphism (39) is given by
ce

d 7→ m
e
d,

bd
e 7→ com

d
e , γ 7→ ∪γ ,

where d � e 3 c and γ ∈ Qd
∼= Hd.

Proof. By Corollary 3.27, Zc is generated by merges, splits and polynomials. Therefore, it suffices
to describe the image of these elements. We have a commutative diagram

(Rd)Pd
(Re)Pd

(Re)Pe

(Qd)Gc (Qd,e)Gc (Qe)Gc

i

∼=

p

∼= ∼=

ι q
(40)

where ι and q are as in (21). As explained in the proof of Theorem 4.7, the action of
ce

d is

given by the pushforward along the two lower horizontal maps in (40). But this is the same as
the pushforward along the two upper horizontal maps, which is, by definition, m

e
d. Similarly, the

action of
bd

e is given by the pullback along the two lower horizontal maps in (40), and this is the

same as the pullback along the two upper horizontal maps, which is, by definition, com
d
e . The third

statement is clear. �

Remark 6.7. We make several remarks about Theorem 6.6.

(i) In light of Theorem 6.6, the associativity of the merges (R1) and the coassociativity of the
splits (R2) relations in the quiver Schur algebra express the fact that H is an associative
algebra and a coassociative coalgebra, respectively.
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(ii) When Q is the A1 quiver, H is isomorphic to the exterior algebra in infinitely many variables
(see [26, §2.5]). This fact explains the connection between quiver Schur algebras associated
to the A1 quiver and web categories, discussed in §4.4.

Next, we interpret multiplication in the cohomological Hall algebra in terms of Demazure oper-
ators.

Proposition 6.8. Let a,b ∈ Γ, c = a + b and d = (a,b). Given f ∈ Ha and g ∈ Hb, the
multiplication of f and g is given by

m(f, g) = (−1)rd ·∆c
d(f · g · Ed),

where · stands for polynomial multiplication (i.e., the cup product).

Proof. The proposition follows directly from Proposition 4.9 and the shuffle formula for multipli-
cation in H from [26, Theorem 2]. �

Remark 6.9. Yang and Zhao defined in [49] a formal version of the CoHA associated to any
equivariant oriented Borel-Moore homology theory and described multiplication in the formal CoHA
in terms of a shuffle formula depending on a formal group law. We expect this formula can be
rephrased in terms of the formal Demazure operators from [20].

6.3. Cohomological Hall modules. We recall the definition of the cohomological Hall module
from [52, §3.1]. Suppose that Q admits an involution θ and a duality structure (σ, ς). Given c ∈ Γθ

and d 3− c, let

θMc := H•θGc
(θRc), θMd :=

⊗`d
j=1Hdj ⊗ θMd∞ ,

θM :=
⊕

c∈Γθ
θMc.

In analogy to (35), we have canonical isomorphisms

θMd
∼= H•θLd

(
∏`d
j=1 Rdj × θRd∞) ∼= H•θPd

(θRd). (41)

Definition 6.10. Given d � e, we have a closed embedding θi : (θRd)θPd
↪→ (θRe)θPd

and a

fibration θp : (θRe)θPd
� (θRe)θPe

. Using the identification (41), we get operators

θm
e
d : θMd

θp∗◦θi∗−−−−−→ θMe,
θcom

d
e : θMe

θi∗◦θp∗−−−−−→ θMd. (42)

Let act : H⊗ θM→ θM and coact : θM→H⊗ θM be the operators defined by the condition that

act|θMd
= mc

d, and that the projection of coact|θMc
onto θMd equals com

d
c , for all c ∈ Γθ and

d ∈ θCom1
c.

Definition 6.11. The cohomological Hall module associated to (Q, θ, σ, ς) is the Γθ-graded vector
space θM together with the H-action given by act. By [52, Theorem 3.1], (θM, act) is indeed an
H-module. The operation coact also makes θM into an H-comodule. However, the action and the
coaction are in general not compatible, i.e., (θM, act, coact) is not a Hopf module.

Let us interpret the operators (42) in the two special cases when d �f e or d �∞ e. If d �f e

then θm
e
d and θcom

d
e are multifactor multiplication and comultiplication operators, respectively.

On the other hand, if d �∞ e then θm
e
d and θcom

d
e can be interpreted as iterated action and

coaction operators, respectively.

6.4. The CoHM and mixed quiver Schur algebras. Let T(θM) := T(H) ⊗ θM. We regard
it as a Γθ-graded vector space as follows:

T(θM) =
⊕

c∈Γθ Tc(θM), Tc(θM) :=
⊕

d3−c
θMd.

In analogy to Lemma 6.4, one easily shows that there is a vector space isomorphism

Tc(θM)
∼−→ θQc. (43)

Since the Zc-module Qc is faithful, (43) induces an injective algebra homomorphism

θZc ↪→ EndC(Tc(θM)). (44)

Theorem 6.6 carries over, with analogous proof (using Corollary 5.22), to our current setting,
yielding an explicit description of this homomorphism.
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Theorem 6.12. The algebra homomorphism (44) is given by

θ
ce

d 7→ θm
e
d,

θ
bd

e 7→ θcom
d
e , γ 7→ ∪γ ,

where d 3− c and γ ∈ θQd
∼= θMd.

Remark 6.13. Summing over all c ∈ Γθ, (43) gives an identification of T(H) ⊗ θM with the
direct sum of the polynomial representations of all the mixed quiver Schur algebras associated to
(Q, θ, σ, ς). Moreover, the relations (θR1)-(θR2) express the fact that θM is an H-module and
-comodule, respectively.

6.5. The polynomial representation. We will now use Theorem 6.12 to deduce an explicit
description of the polynomial representation θQc of θZc from the corresponding description of the
cohomological Hall module θM as a shuffle module in [52].

Definition 6.14. Let d = (a,b) 3− c. We first define an analogue of the classes Sd from (19).

If i ∈ Q+
0 , then let

θSd(i) =

a(i)∏
k=1

a(i)+b(i)∏
l=a(i)+1

c(i)∏
m=a(i)+b(i)+1

(xl(i)− xk(i))(xm(i)− xl(i))(xm(i)− xk(i)).

If i ∈ Qθ0 then

θSd(i) = gi(x1(i), . . . , xa(i)(i))
∏

1≤k<l≤a(i)

(−xk(i)− xl(i))
a(i)∏
k=1

bc(i)/2c∏
l=a(i)+1

(xk(i)2 − xl(i)2),

where

gi(x1(i), . . . , xa(i)(i)) =



(−1)a(i)

a(i)∏
k=1

xk(i) if σ(i) = 1 and c(i) is odd,

(−2)a(i)

a(i)∏
k=1

xk(i) if σ(i) = −1,

1 if σ(i) = 1 and c(i) is even.

Next, we define an analogue of the classes Ed from (20). To simplify exposition, let us write

xk(θ(i)) = −xa(i)+b(i)+k(i) if i ∈ Q+
0 and xk(θ(i)) = xk(i) if i ∈ Qθ0.

If i
a−→ j ∈ Q+

1 , then let

θEd(a) := θEd(a, i)θEj(a, j)

a(θ(j))∏
m=1

a(i)∏
k=1

(−xm(θ(j))− xk(i)),

where

θEd(a, i) =



a(i)+b(i)∏
l=a(i)+1

a(θ(j))∏
m=1

(−xm(θ(j))− xl(i)) if i /∈ Qθ0,

bc(i)/2c∏
l=a(i)+1

a(θ(j))∏
m=1

(xm(θ(j))2 − xl(i)2)(−xm(j))ε(i) if i ∈ Qθ0,

θEd(a, j) =



a(i)∏
k=1

a(j)+b(j)∏
l=a(j)+1

(xl(j)− xk(i)) if j /∈ Qθ0,

a(i)∏
k=1

bc(j)/2c∏
l=a(j)+1

(xk(i)2 − xl(j)2)(−xk(i))ε(j) if j ∈ Qθ0,

and ε(i) = 1 if c(i) is odd, and ε(i) = 0 if c(i) is even.

If θ(i)
a−→ i ∈ Qθ1, then let

θEd(a) := θẼd(a)
∏

1≤k≤σ(i)ς(a)l≤a(θ(i))

(−xk(θ(i))− xl(θ(i))),
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where ≤1 = ≤ and ≤−1 = <, and

θẼd(a) =



a(i)+b(i)∏
l=a(i)+1

a(θ(i))∏
m=1

(xl(i)− xm(θ(i))) if i /∈ Qθ0,

a(i)∏
m=1

bc(i)/2c∏
l=a(i)+1

(xm(i)2 − xl(j)2)(xl(i))
ε(i) if i ∈ Qθ0.

Finally, define

θSd :=
∏

i∈Q+
0 tQθ0

θSd(i), θEd :=
∏

a∈Q+
1 tQθ1

θEd(a), θtc

d :=
∑

w∈θDc
d

w ∈ θWc.

Theorem 6.15. Let d � e 3− c. The action of the generators of θZc on θQc
∼= θΛc admits the

following description.

a) The action of θ
bd

e is given by the inclusion

θ
bd

e : θΛe ↪→ θΛd, f 7→ f, θ
bd

e |θΛf
= 0 if f 6= e.

b) The action of θZed,d on θΛf is trivial unless f = d. In the latter case, if we identify θZed,d ∼=
θΛd, then θZed,d acts on θΛd by usual multiplication.

c) The action of
ce

d on θΛf is trivial unless f = d. In the latter case, if d �f e, then

θ
ce

d |θΛd
=

cef

df
|Λ

df
⊗ 1|θΛd∞

.

If d = (a,b) and e = (c) then

θ
ce

d : θΛd → θΛ(c), f 7→ θtc

d

( θEd
θSd

f

)
.

Proof. Parts a) and b) are proven in the same was as in Theorem 4.7. Part c) follows directly from
Theorem 6.12 and [52, Theorem 3.3]. �

We would like to illuminate the formulas from Definition 6.14 by relating them to Demazure
operators, generalizing Proposition 4.9.

Definition 6.16. Let d 3− c. Let θR+
c and θR+

d denote the set of positive roots corresponding to

(θBc,
θGc) and (θBc,

θPd), respectively. We abbreviate θrd = |θR+
c − θR+

d |. Define Nd =
∏
α∈θR+

d
α

and Nc = N(c). Given w ∈ θWc, let θ∆w be the corresponding Demazure operator. Let wd and wc
d

be the longest elements in θWd and θDc
d, respectively. We set wc = w(c),

θ∆d = θ∆wd
, θ∆c = θ∆wc

and θ∆c
d = θ∆wc

d
.

Lemma 6.17. Let d 3− c.

a) The Demazure operator θ∆d is given by the following explicit formula

θ∆d =
∑

w∈θWd

w(N−1
d ). (45)

b) There exists some polynomial h ∈ θPc such that θ∆d(h) = 1.

c) If h ∈ θPc and f ∈ θΛd, then θ∆d(fh) = f · θ∆d(h).

d) If d = (a,b), then Nc = (−1)
θrd · Nd · θSd and θSd ∈ θΛd.

Proof. Part a) is proven as in [17, Lemma 12]. The proof of part b) is analogous to the proof of
[28, Lemma 8.12] and requires only the following modification: one needs to replace the equality
∆c(xn−1

1 xn−2
2 · . . . · xn−1 = 1 by −θ∆c(x1x

3
2 · . . . · x2n−1

n ) = (−2)n. The latter can be easily proven
by induction. Part c) is a standard property of Demazure operators. Part d) follows directly from
the observation that θSd =

∏
α∈θR+

c −θR+
d
−α. �

Proposition 6.18. There is an equality of operators on θΛc:

θ tcd (θSd)−1 = (−1)
θrd · θ∆c

d.
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Proof. Let f ∈ θΛd. We claim that

θ∆c
d(f) = θ∆c

d(f · 1) = θ∆c
d(f · θ∆d(h)) = θ∆c

d(θ∆d(fh)) = θ∆c(fh)

for some h ∈ θPc. Indeed, the second equality follows from part b) of Lemma 6.17, the third equality
from part c) and the last equality from the fact that wc = wc

dwd and `(wc) = `(wc
d)+ `(wd). Next,

(45) implies that
θ∆c(fh) =

∑
u∈θDc

d

∑
v∈θWd

uv(fh · N−1
c ).

Since f and θSd are θWd-invariant, part d) of Lemma 6.17 implies that

θ∆c(fh) = (−1)
θrd

∑
u∈θDc

d

u(f · (θSd)−1) · u
∑

v∈θWd

v(h · N−1
d ).

By (45) and the choice of the polynomial h, we have∑
v∈θWd

v(h · N−1
d ) = θ∆d(h) = 1,

Hence
θ∆c

d(f) = θ∆c(fh) = (−1)
θrd · θ tcd (f · (θSd)−1). �

Proposition 6.18 yields a new interpretation of the action of the cohomological Hall algebra H
on the cohomological Hall module θM in terms of Demazure operators.

Corollary 6.19. Let a ∈ Γ, b ∈ Γθ, c = D(a) + b and d = (a,b). Given f ∈ Ha and g ∈ θMb,
the action of f on g is given by

act(f, g) = (−1)
θrd · θ∆c

d(f · g · θEd),

where · stands for polynomial multiplication (i.e., the cup product).

Proof. The corollary follows directly from [52, Theorem 3.3] and Proposition 6.18. �
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