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Introduction

It is well known that the complex simple Lie algebras can be classi�ed via
Dynkin diagrams. By the theorem of Serre ([Hum72, 17.3]) the Lie algebras
can be de�ned via generators and relations. Moreover given a quiver Q the
underlying diagram determines a Cartan matrix which yields a corresponding
Kac-Moody Lie algebra g (see [Kac94]). To study representation theory it
is useful to introduce the universal enveloping algebra U(g) for a given Lie
algebra g. Representations of g are nothing else than U(g)-modules.
The root space decomposition of g = n+ ⊕ h ⊕ n− induces a triangular
decomposition

U(g) = U(n+)⊗C U(h)⊗C U(n−)

for U(g). This algebra has a deformation Uv(g) over Q(v) which can be
de�ned again via generators and Serre type relations. Note that Uv(g) still
has a triangular decomposition. The deformation parameter comes into the
picture in a very subtle but at the same time natural way. This turns out
by considering representations of the associated quiver de�ned over a �nite
�eld Fq. The algebras Uv(g) are also called quantum groups and play an
important role in representation theory as well as topology (see for example
[Kas95]).
Now �x a �nite �eld k = Fq with q elements and a quiver Q. Consider
the category Repk(Q) of �nite dimensional representations of Q. Then we
build the (twisted) Hall algebra Htw(Repk(Q)) of Repk(Q). This is the
free C-vector space generated by isomorphism classes of objects in Repk(Q).
The multiplication encodes the structure of extensions between objects in
Repk(Q) (for a detailed de�nition see De�nition 3.1). Then by a famous
theorem of Ringel [Rin90] one can specialize the corresponding quantum
enveloping algebra Uv(g) at t = +

√
q and obtain an embedding of C-algebras

Ut(n
+) ↪→ Htw(Repk(Q)).

Moreover if Q is a simply-laced quiver with underlying Dynkin graph this
is an isomorphism. Unfortunately this construction only gives the positive
part. The construction of the whole universal enveloping algebra appears
to be much harder and more involved (see the work of Peng and Xiao in
[PX97] and [PX00]). Recently Bridgeland provides in [Bri13] a possibility to
describe the whole quantum enveloping algebra Ut(g) in terms of Hall alge-
bras. To be more speci�c he takes the Hall algebra of 2-periodic complexes
of projective objects. Then he localizes this algebra at the acyclic complexes
and introduces an additional relation (fot details see De�nition 3.20). The
result is the reduced localized Hall algebra DHred(Repk(Q)) and he shows
that there is an embedding

Ut(g) ↪→ DHred(Repk(Q))
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which is an isomorphism in the simply-laced Dynkin case. Moreover the con-
struction of the reduced localized Hall algebra is given for arbitrary k-linear
abelian A categories with �nite morphism spaces and �nite global dimen-
sion. If A is hereditary we obtain a suitable description of a basis and of the
multiplication in DHred(A).
Now the main purpose of this thesis is to give a detailed overview of his work
in [Bri13] where the embedding of Ut(g) is the main result. Moreover we dis-
cuss several examples of categories which satisfy the assumptions mentioned
above. In particular we consider the category of representations of the quiver
An

◦
1

// ◦ // . . . // ◦
n

Another example is k[X]-gmodfg, the category of �nitely generated Z-graded
k[X]-modules. It turns out that the corresponding Hall algebras behave quite
similar. This fact leads to the second important result of this thesis.

Theorem 0.1. For every n ∈ N there is an embedding of C-algebras:

DHred(Repk(An)) ↪→ DHred(k[X]-gmodfg).

Now we want to give a short overview on the contents of the particular sec-
tions.

Section 1 serves to introduce the reader to the world of quivers and their
representations. We de�ne the category Repk(Q) and describe the simple
and projective objects. Furthermore we show that Repk(Q) is hereditary
and of �nite length.

Section 2 starts with the de�nition of Grothendieck groups and discuss sev-
eral examples. Hereafter we formulate the following conditions on an abelian
k-linear category A:

(Ass1) A has �nite morphism spaces.
(Ass2) A is of �nite global dimension and has enough projectives.
(Ass3) A is hereditary.
(Ass4) Any non-zero object in A de�nes a non-zero class K(A).

We check that the assumptions (Ass1)-(Ass4) hold for Repk(Q) and k[X]-
hmodfg. Then we introduce the non-hereditary category G (for a de�nition
see Example 1.10). These tree categories are our main examples in this the-
sis. From this point on we restrict to categories A satisfying (Ass1)−(Ass2).
We consider the category of 2-periodic complexes of objects in A and show
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some useful properties of acyclic complexes and complexes of projectives. In
particular for projective objects P we de�ne complexes

κP = P
1 // P
0
oo and κ∗P = P

0 // P
1
oo .

These complexes correspond to the generators Ki,K
−1
i of Ut(g) in the main

Theorem (Theorem 4.37).

The focus of section 3 lies on the introduction of Hall algebras. We give the
de�nition of the twisted and untwisted version and consider the examples
Repk(An), k[X]-gmodfg and G. We compute some Hall products in these
categories and it turns out that one can embed the Hall algebra of Repk(An)
into the Hall algebra of k[X]-gmodfg. Hereafter we consider the (twisted)
Hall algebra Htw(CZ2(P)) of complexes of projecives and show some useful
identities for Hall products in this algebra. In order to make the complexes
κP invertible we localize Htw(CZ2(P)) at the acyclic complexes and obtain
the localized Hall algebra DH(A). Moreover to make the complexes κP and
κ∗P inverse to each other we de�ne a reduced version DHred(A) by imposing
an additional relation.

The main part of section 4 is preparation for the proof of Theorem 4.37.
Thus we restrict to categories A which satisfy all assumptions (Ass1)-(Ass4)
like Repk(Q). We introduce the quantum enveloping algebra Ut(g) special-
ized at t = +

√
q and state Ringel's theorem. This yields an injective linear

map

ζ : Ut(g) ∼= Ut(n
+)⊗ Ut(h)⊗ Ut(n−) ↪→ Htw(A)⊗ C[K(A)]⊗Htw(A)

for A = Repk(Q). The main idea is now to de�ne an isomorphism

ξ : Htw(A)⊗ C[K(A)]⊗Htw(A)→ DHred(A)

and to show that ξ ◦ ζ is a morphism of C-algebras. In order to do this we
check that all de�ning relations of Ut(g) hold for the corresponding elements
in DHred(A). Hereafter we �nally state the main theorem.

Section 5 serves to consider the reduced localized Hall algebras of Repk(An),
k[X]-gmodfg and G. In each case we give a description of the basis and
compute several Hall products. Again it turns out that Hall products in
DHred(Repk(An)) behave quite similar to those in DHred(k[X]-gmodfg).
This leads to Theorem 0.1 and we use the main theorem to give a proof.

4



1 Representations of Quivers

In this section we introduce the basic concepts of quivers and their repre-
sentation. The main reference is [Kra08]. Throughout this section we �x a
�eld k.

1.1 De�nitions and Notation

De�nition 1.1. A (�nite) quiver is a directed graph with �nitely many
vertices and �nitely many arrows. More precisely, it is a quadrupel
Q = (V,E, s, t) consisting of a �nite set V of vertices, a �nite set E of edges
or arrows and two functions s, t : E → V assigning each arrow its source and
its target.

De�nition 1.2. A path is a sequence of arrows αl . . . α2α1, where
s(αi) = t(αi−1) holds for all i ∈ {2, . . . , l}. The number l is called the length
of the path. In particular for each vertex i there exists a trivial path ei of
length zero.
A quiver has no oriented cycles if for each path αl . . . α2α1 and for all
i, j ∈ {1, . . . , l} holds: i 6= j ⇒ t(αi) 6= t(αj).

Remark 1.3. By considering each vertex as an object and a path between
two vertices as a morphism, each quiver forms a category.

De�nition 1.4. LetQ be a quiver. A representation (X, f) = (Xi, fα)i∈V,α∈E
of Q consists of a vector space Xi for each vertex i and a k-linear map
fα : Xs(α) → Xt(α) for each arrow α.
Let (X, f) and (Y, g) be two representations of Q. A morphism
ψ : (X, f)→ (Y, g) of representations is a tuple ψ = (ψi)i∈V of linear maps
ψi : Xi → Yi such that for each arrow α the following diagram commutes:

Xs(α)
fα //

ψs(α)

��

Xt(α)

ψt(α)

��
Ys(α)

gα // Yt(α).

De�nition 1.5. For a representation (X, f) of a quiver Q de�ne

dim(X, f) =
∑
i∈V

dim(Xi)

to be the total dimension of X.
We call (X, f) �nite dimensional if dim(X, f) <∞.

From now on we only consider �nite dimensional representations of �-
nite quivers without oriented cycles. Throughout this thesis the following
example will be our main example of a �nite quiver without oriented cycles.
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Example 1.6. For n ∈ N we de�ne a quiver An = (V,E, s, t) as follows:

V = {1, . . . , n}, E = {α1, . . . , αn−1}, s(αi) = i and t(αi) = i+ 1.

We can represent An by a diagram:

◦
1

// ◦
2

// ◦
3

// . . . // ◦
n

If (X, f) and (Y, g) are two representations of An, then ψ• : X• → Y• is a
morphism of representations i� the following diagram commutes:

X1

fα1 //

ψ1

��

X2

fα2 //

ψ2

��

X3

ψ3

��

fα3 // . . .
fαn−1 // Xn

ψn
��

Y1 gα1

// Y2 gα2

// Y3 gα3

// . . . gαn−1

// Yn.

Remark 1.7. Considering a quiver Q as a category a representation can be
viewed as a functor to the category of vector spaces with linear maps.

Notation 1.8. Let (X, f) and (Y, g) be two representations of a quiver Q.

• Instead of (X, f) = (Xi, fα)α∈Ei∈V one often writes X = (Xi, Xα)α∈Ei∈V .

• For some path p = αl . . . α2α1 de�ne fp = fαl . . . fα2fα1 and fei = idXi .

• We denote by Repk(Q) the category of �nite dimensional representa-
tions of Q.

• We denote by Hom((X, f), (Y, g)) the space of morphisms of represen-
tations from (X, f) to (Y, g).

De�nition 1.9. Let Q be a quiver and (X, f), (Y, g) two representations of
Q. Then (X, f) is called a subrepresentation of (Y, g) if Xi is a subspace of
Yi for each vertex i and fα = gα|Xs(α)

holds for each arrow α. A non-zero

representation is called simple if it has no proper subrepresentation.

Example 1.10. An example of a quiver with oriented cycles is the quiver
G:

G = ◦
1

α // ◦
2β

oo

Now we want to introduce some kind of relation βα = 0 to prevent the
formation of an in�nite number of paths. So the new set of all paths is given
by

{ 0, e1, e2, α, β, αβ }.
A representation of G with respect to the relation βα = 0 is then an object
(X, f) ∈ Repk(G) with fβ ◦ fα = 0. De�ne G to be the full subcategory of
these objects in Repk(G).
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1.2 Simple and Projective Representations

Lemma 1.11. Let Q = (V,E, s, t) be a quiver with no oriented cycles and
(X, f) a simple representation of Q. Then there exists some i ∈ V such that
(X, f) is isomorphic to S(i) with

S(i)j =

{
k, if j = i

0, if j 6= i

and obviously S(i)α = 0 for all j ∈ V , α ∈ E.

Proof. Let (X, f) be a simple representation of Q. De�ne Q̃ = (Ṽ , Ẽ, s̃, t̃)
to be the subquiver of Q with

Ṽ = {i ∈ V | Xi 6= 0}, Ẽ = {α ∈ E | s(α), t(α) ∈ Ṽ }

and

s̃ = s|
Ẽ

: Ẽ → Ṽ , t̃ = t|
Ẽ

: Ẽ → Ṽ .

Suppose t̃ is surjective. Then one can easily construct a path p of length
|Ṽ | + 1. Since at least one vertex has to occur twice in this path, p con-
tains an oriented cycle. But this contradicts the assumption that Q has no
oriented cycles. So we can assume, that there exists a vertex i0 ∈ Ṽ with
i0 6∈ im(t̃). But then (X̃, f̃) with

X̃j =

{
0, if j = i0

Xj , if j 6= i0
and f̃α = fα|X̃s(α)

for all j ∈ V , α ∈ E de�nes a subrepresentation of (X, f). Since (X, f) is
simple, it follows that (X̃, f̃) is zero. Hence (X, f) is of the form

Xj =

{
Xi0 , if j = i0

0, if j 6= i0

for all j ∈ V . And again since Q has no oriented cycles, we have that fα = 0
for all α ∈ E. In this case any proper subspace of Xi0 de�nes a proper
subrepresentation of (X, f). Thus Xi0 has to be one-dimensional.

De�nition 1.12. Let Q be a quiver. For every vertex i ∈ V let P (i) be the
representation with:

P (i)j = the free vector space over the set {p |p a path from i to j },
P (i)α(p) = αp

for all j ∈ V , α ∈ E, and p a path from i to s(α).
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Proposition 1.13. Let (X, f) be a representation of Q and i ∈ V . Then
there is a (natural) isomorphism of vector spaces Hom(P (i), (X, f)) ∼= Xi.
In particular P (i) ∈ Repk(Q) is projective.

Proof. De�ne

Ψi : Xi → Hom(P (i), (X, f)) Ψ−1
i : Hom(P (i), (X, f))→ Xi

x 7→ ϕx ϕ 7→ ϕi(ei)

where (ϕx)j(p) = fp(x) for p a path from i to j. Now by a direct calculation
we see that for x ∈ Xi, j ∈ V and p a path from i to j there holds:

Ψ−1
i (Ψi(x)) = Ψ−1

i (ϕx) = ϕx(ei) = fei(x) = idXi(x) = x

and with ψ ∈ Hom(P (i), (X, f))

Ψi(Ψ
−1
i (ψ))j(p) = Ψi(ψi(ei))j(p) = (ϕψi(ei))j(p) = fp(ψi(ei)) = ψj(p).

The last step follows because fp is a composition of some fα's, and ψ is a
morphism of representations and P (i)α is just composition of paths.
Now take ω : (X, f)→ (Y, g) a morphism of representations and ψ as above.
Then naturality of Ψ−1

i follows from

Ψ−1
i,Y (Hom(P (i), ω)(ψ))) = Ψ−1

i,Y (ω ◦ ψ) = (ωiψi)(ei)

= ωi ◦Ψ−1
i,X(ψ) = Hom(P (i), ω)(Ψ−1

i,X(ψ)).

The Lemma follows.

Example 1.14. Consider the quiver An de�ned in Example 1.6. We claim
that every projective object inRepk(An) is a �nite direct sum of some P (i)'s.

Proof. Let P be a projective object in Repk(An). Now choose a basis

B1 = { b11, . . . , b1n1
} ⊂ P1

of P1. Then Pα1(P1) de�nes a subspace in P2 and we can choose a set

B2 = { b21, . . . , b2n2
} ⊂ P2

which is a basis of a vector space complement of Pα1(P1) in P2. Again
Pα2(P2) de�nes a subspace in P3 and we can continue inductively to de�ne
Bi for all 1 ≤ i ≤ n. De�ne a map

f :
n⊕
i=1

⊕
bij∈Bi

P (i) −→ P

(ei)j 7−→ bij
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and set Q =
⊕n

i=1

⊕
bij∈Bi

P (i). Since f is an epimorphism and P is pro-

jective there exists a split map s : P → Q such that f ◦ s = idP . Since
s is monomorphic it follows that every si is an injective linear map. But
dimk(Q1) = dimk(P1) and thus s1 is an isomorphism. Now we do an induc-
tion on i. So assume that sj is already an isomorphism for j < i. Then note
that

Qi = Qαi−1(Qi−1)⊕
⊕
bij∈Bi

P (i)i

and since si−1 is an isomorphism we have that

si(Pαi−1(Pi−1)) = Qαi−1(si−1(Pi−1)) = Qαi−1(Qi−1).

But by de�nition the set Bi = { bi1, . . . , bini } is a basis of a vector space com-
plement of Pαi−1(Pi−1) and thus by taking the injectivity of si into account
it follows that

dimk(si(Pi)) = dimk(si(Pαi−1(Pi−1))) + ni

= dimk(Qαi−1(Qi−1)) + dimk(

ni⊕
j=1

P (i)i) = dimk(Qi).

Hence si is an isomorphism for 1 ≤ i ≤ n and s : P → Q de�nes an isomor-
phism of representations.

1.3 Properties of Repk(Q)

Theorem 1.15. Let Q be a quiver with no oriented cycles. Then Repk(Q)
has enough projectives. Moreover it is hereditary (i.e. gldim ≤ 1).

Proof. Let (X, f) be any representation of Q. We have to show that (X, f)
has a projective resolution of length 1. As a �rst step take for every vertex
i ∈ V the natural isomorphism Ψi from Proposition 1.13 and choose a basis
xi,1 . . . xi,ni for each Xi. Then de�ne

∐
i∈V

ni∐
j=1

Ψi(xi,j) :
⊕
i∈V

ni⊕
j=1

P (i) −→ X.

The origin is projective as a �nite sum of projectives. We �rst have to check
that this map is epi. So let yi ∈ Xi, then by de�nition Ψi(yi) is a morphism
of representations with ei 7→ yi. But since Ψi(yi) ∈ Hom(P (i), (X, f)) and
Ψi takes a basis to a basis, we have that yi is in the image of (

∐ni
j=1 Ψi(xi,j))i.

Hence (
∐
i∈V

∐ni
j=1 Ψi(xi,j))i → Xi is surjective and because this is true for

9



each i ∈ V the whole map is epi.
Moreover every (

∐ni
j=1 Ψi(xi,j))i is indeed an isomorphism from (

⊕ni
j=1 P (i))i

to Xi. Due to this fact we can construct the kernel of the map by summing
up over all arrows and de�ne the map

Ω =
∏
i∈V

Ωi :
⊕
α : l→r

nl⊕
j=1

P (r)→
⊕
i∈V

ni⊕
j=1

P (i)

as follows: At �rst �x an α : l → r and a vertex v ∈ V . We have that
xr,1 . . . xr,nr is a basis of Xr, so for each 1 ≤ j ≤ nl there exist λ

α
j,1 . . . λ

α
j,nr

such that fα(xl,j) = λαj,1xr,1 + . . . + λαj,nrxr,nr . Now let p be a path from r
to v. Then

z = (0, . . . , 0, p
j
, 0, . . . , 0) ∈

 nl⊕
j=1

P (r)


v

is mapped to

Ωq
w(z) =


−(λαj,1p, . . . , λ

α
j,nr

p) if q = r, w = v,

(0, . . . , 0, pα
j
, 0, . . . , 0) if q = l, w = v,

0 else.

By construction the composition of Ω with
∐
i∈V

ni∐
j=1

Ψi(xi,j) is zero:

ψl(xl,j)(pα) = fp(fα(xl,j)) = fp(λ
α
j,1xr,1 + . . .+ λαj,nrxr,nr)

=

 nr∐
j=1

Ψr(xr,j)

 (λαj,1p, . . . , λ
α
j,nrp).

To verify that Ω is mono, we will check that the induced maps on each vertex
are injective. Fix a vertex v as above. Let

∑
α(yα1 , . . . , y

α
ns(α)

) be any element

in (
⊕

α : l→r
⊕nl

j=1 P (r))v and assume it is mapped to zero. Since Q has no
oriented cycles there is a vertex l which is not the target of any arrow of Q.
Then

Ωl
v(
∑
α

(yα1 , . . . , y
α
ns(α)

) =
∑

α : l→t(α)

(yα1 α, . . . , y
α
nl
α).

Since two paths αm1 . . . α1 and βm2 . . . β1 can only coincide if α1 = β1 and
the paths from l to v build a basis of P (l)v, we have that all y

α
j must be zero

for those α whith s(α) = l.
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Again because Q has no oriented cycles, there exists a vertex l′ which is not
the target of any arrow except those with source l. Since we already know
that the summands corresponding to those arrows are zero, we can conclude
as above that

Ωl′
v (
∑
α

(yα1 , . . . , y
α
ns(α)

) =
∑

α : l′→t(α)

(yα1 α, . . . , y
α
nl′
α).

Thus all yαj have to vanish for all α with s(α) = l′. Moreover Q has a �nite
vertex set, so it follows by induction that

∑
α(yα1 , . . . , y

α
ns(α)

) = 0 and thus
Ω is a monomorphism.
To see that Ω is indeed the kernel we check the dimensions of the vector
spaces:

dimk(Xi) = ni, dimk

⊕
l∈V

nl⊕
j=1

P (l)


i

 =
∑
p : j→i

nj .

On the other hand:

dimk

 ⊕
α : l→r

nl⊕
j=1

P (r)


i

 =
∑
α : j→l

∑
p : l→i

nj =
∑

p : j→i,
p6=ei

nj = −ni +
∑
p : j→i

nj .

Example 1.16. Consider the quiver

A3 = ◦ α // ◦ β // ◦.

We want to �nd a projective resolution of length 1 of

S(1) = k // 0 // 0.

Following the proof of Theorem 1.15 we have an epimorphism P (1)→ S(1)
and its kernel is given by P (2) as follows:

P (2) = 0 //

��

k〈e2〉

◦α
��

β◦ // k〈β〉

◦α
��

P (1) = k〈e1〉 α◦ //

e1 7→1

��

k〈α〉 β◦ //

��

k〈βα〉

��
S(1) = k // 0 // 0 .

11



So we obtain a projective resolution

0→ P (2)→ P (1)→ S(1)→ 0.

Lemma 1.17. The category Repk(Q) has �nite length i.e. every object has
a �nite composition series with simple subquotients.

Proof. Let X be a �nite dimensional representation of Q. We want to do an
induction over dim(X):
If dim(X) = 1 then X has to be isomorphic to a S(i) for some i ∈ V and
hence X is already simple.
Let dim(X) = n and suppose that every representation Y with dim(Y ) < n
already has a �nite composition series. Again we make use of the fact that
Q has no oriented cycles. Like in Lemma 1.11 we can de�ne Q̃ to be the full
subquiver with exactly the vertices i of Q for which Xi is not zero. Again
as in Lemma 1.11 we �nd a vertex i0 ∈ Ṽ with i0 6∈ im(t̃). In particular we
have dim(Xi0) 6= 0, so let U be a subspace of Xi0 of dimension dim(Xi0)-1.
But then X̃ de�nes a subrepresentation of X with

X̃j =

{
U, if j = i0

Xj , if j 6= i0
and X̃α = Xα|X̃s(α)

for all j ∈ V , α ∈ E. Now by construction we have X̃ ⊂ X with

dim
(
X/
X̃

)
= 1. By induction X̃ already has a �nite decomposition series

so we are done.

Remark 1.18. The composition in Lemma 1.17 is unique up to isomor-
phism. This is true because for each i ∈ V the number

[X : S(i)] = dimk(Xi)

is independent of the chosen composition series.
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2 The Category of 2-Periodic Complexes

In this section we �rst give a short introduction to Grothendieck groups
and discuss several examples. From this point on, we will restrict to certain
abelian categories that we will show Repk(Q) to belong to. Hereafter we
will de�ne the category of 2-periodic complexes CZ2(A) and show some basic
properties of acyclic complexes and complexes of projectives. The main
reference is [Bri13].

2.1 Grothendieck Groups

De�nition 2.1. Given an abelian categoryA we denote byK(A) itsGrothen-
dieck group. That is the free abelian group generated by isomorphism classes
M̂ of objects M in A modulo short exact sequences. In formulas:

B̂ = Â+ Ĉ

if there is a short exact sequence

0 // A // B // C // 0.

Example 2.2. Consider the abelian category Vectk of �nite dimensional
vector spaces over k. Take a vector space V ∈ Vectk with 2 ≤ n = dimk(V ).
Then V is isomorphic to kn and thus V̂ = k̂n in K(Vectk). There is a short
exact sequence in Vectk:

0 // kn−1 // kn // kn/kn−1 // 0.

Hence it follows that

k̂n = k̂n−1 + ˆ(kn/kn−1) ∈ K(Vectk)

with dimk(k
n−1), dimk(k

n/kn−1) < n. So by induction over n we see that
V̂ = z · k̂ for z ∈ N and thus we obtain

K(Vectk) = Z〈k̂〉.

Example 2.3. We want to determine K(Repk(Q)). Take a representation
X of Q, then by Lemma 1.17 we know that X has a �nite decomposition
series

{0} = X0 ⊂ X1 ⊂ X2 ⊂ . . . ⊂ Xr−1 ⊂ Xr = X

which yields short exact sequences

0 // Xi
// Xi+1

// Xi+1/Xi
// 0

for 0 ≤ i < r − 1. Hence we have that

13



X̂ =

r−1∑
i=0

(̂Xi+1/Xi) ∈ K(Repk(Q))

where Xi+1/Xi are simple objects in Repk(Q). Now by Lemma 1.11 we
obtain that

K(Repk(Q)) = Z〈{ ˆS(i) | i ∈ V }〉.
In particular Example 2.2 follows if we set Q = A1.

Lemma 2.4. Let A be an abelian category with enough projectives and
gldim(A) ≤ 1. Then for every α ∈ K(A) exist projective objects P,Q ∈ A
such that

α = P̂ − Q̂ ∈ K(A).

Proof. Since A is hereditary every object A ∈ A has a projective resolution

0 // QA // PA // A // 0

with projective objects QA and PA. Moreover note that ˆ(A⊕B) = Â + B̂
since

0 // A // A⊕B // B // 0

de�nes a short exact sequence for B ∈ A.
Now let

α =
∑
i∈I

ni · Âi −
∑
j∈J

mj · B̂j , ni,mj ∈ N, Ai, Bj ∈ A,

be any element in K(A) where I and J are �nite index sets. Then we can
calculate:

α =
∑
i∈I

ni · Âi −
∑
j∈J

mj · B̂j

=
∑
i∈I

ni · (P̂Ai − Q̂Ai)−
∑
j∈J

mj · (P̂Bj − Q̂Bj )

=

∑
i∈I

ni · P̂Ai +
∑
j∈J

mj · Q̂Bj

−
∑
i∈I

ni · Q̂Ai +
∑
j∈J

mj · P̂Bj



=

ˆ⊕
i∈I

ni⊕
l=1

PAi ⊕
⊕
j∈J

mj⊕
l=1

QBj

− ˆ⊕
i∈I

ni⊕
l=1

QAi ⊕
⊕
j∈J

mj⊕
l=1

PBj

.
The lemma follows because direct sums of projective objects are again pro-
jective.
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The following example shows that non-zero objects can de�ne zero classes
in the corresponding Grothendieck group. This motivates (Ass4) in the
subsequent Setup 2.6.

Example 2.5. Denote by N the category of �nitely generated modules over
k[X]. Note that N is not of �nite length (since for instance k[X] has not
�nite length). Then

0 // k[X]
X· // k[X] // k = k[X]/(X) // 0

is a short exact sequence in N and hence

ˆk[X] = ˆk[X] + k̂ ∈ K(N ).

Thus k̂ = 0 ∈ K(N ) although k � 0 ∈ N .

2.2 General Setup: (Ass1)-(Ass4)

Setup 2.6. Fix now k = Fq a �nite �eld with q elements, and set t = +
√
q.

From now on let A be any abelian k-linear category which satis�es the fol-
lowing conditions:

(Ass1) A has �nite morphism spaces.

(Ass2) A is of �nite global dimension and has enough projectives.

From section 4 on we shall also assume:

(Ass3) A is hereditary.

(Ass4) Any non-zero object in A de�nes a non-zero class in the Grothendieck
group K(A).

Now we want to prove that Repk(Q) satis�es the assumptions of Setup
2.6. Since (Ass1)-(Ass3) follow from the results in section 1 and we already
know that Repk(Q) is of �nite length, the following lemma completes the
proof.

Lemma 2.7. Let B be a k-linear abelian category. If B is of �nite length
(i.e. every object has a �nite composition series) then it satis�es assumption
(Ass4).
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Proof. Let M be any object in B. Since B is of �nite length there exists
r ∈ N and objects M1, . . . ,Mr such that

{0} = M0 ⊂M1 ⊂M2 ⊂ . . . ⊂Mr−1 ⊂Mr = M

is a �nite composition series of M with simple quotients. Like in Example
2.3 we obtain for 0 ≤ i < r short exact sequences

0 //Mi
//Mi+1

//Mi+1
/
Mi

// 0

with M̂i+1 = M̂i +
ˆ(

Mi+1
/
Mi

)
in the Grothendieck group. Hence in K(B)

the isomorphism class of M can be written as a sum of the isomorphism
classes of its simple subquotients:

M̂ =
r−1∑
i=0

ˆ(
Mi+1

/
Mi

)
.

In particular the simple objects in B generate its Grothendieck group. More-
over we want to show that they form indeed a basis of K(B) as a Z-module.
De�ne

Irr = {isomorphism classes of simple objects},
and two maps

Φ:
⊕

[S]∈Irr

Z→ K(B) Φ−1 : K(B)→
⊕

[S]∈Irr

Z

1[S] 7→ Ŝ M̂ 7→
∑

[S]∈Irr

m[S]1[S],

where m[S] = [M : S] is the number of subquotients occuring in a composi-
tion series of M which are contained in [S]. This is unique by Remark 1.18.
It is left to show that Φ−1 is well-de�ned. So consider a short exact sequence
in B:

0 // A // B // C // 0.

Now choose a composition series of A and extend it by a composition series
of B

/
A to a composition series of B. Since C ∼= B/

A it follows from the
Jordan-Hölder Theorem that bS = aS + cS for all simple S in B and this
shows that Φ−1 is well-de�ned and it is obviously the inverse of Φ.

Corollary 2.8. Repk(Q) is a k-linear abelian category which satis�es the
assumptions (Ass1)− (Ass4).

Proof. The condition (Ass1) is satis�ed because k = Fq is a �nite �eld, Q a
�nite quiver and all representations are �nite dimensional. Now (Ass2) and
(Ass3) follow from Theorem 1.15 and (Ass4) follows from Lemma 1.17 and
Lemma 2.7.
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2.3 The Category k[X]-gmodfg

Although our main example satisfying (Ass1)-(Ass4) is Repk(Q) the follow-
ing example provides another interesting category satisfying the assumptions
of Setup 2.6.

Example 2.9. Consider M = k[X]-gmodfg, the category of �nitely gen-
erated Z-graded k[X]-modules with degree preserving morphisms. We will
omit the proof of the fact thatM is abelian (to see this note for example that
k[X] is noetherian and thus the kernel of every morphism is again �nitely
generated). We claim that the assumptions (Ass1)-(Ass4) of Setup 2.6 hold
forM. We want to introduce the shift functor 〈z〉 : M→M for z ∈ Z:
Take two modules M,N ∈M and f : M → N . Then

M =
⊕
i∈Z

Mi, N =
⊕
i∈Z

Ni and f =
⊕
i∈Z

fi :
⊕
i∈Z

Mi →
⊕
i∈Z

Ni

where all Mi and Ni are �nite dimensional vector spaces over k, since M
and N are �nitely generated. De�ne

(M〈z〉)i = Mi−z and (f〈z〉)i = fi−z.

Proposition 2.10. The categoryM satis�es all assumptions of Setup 2.6.

Proof. For (Ass1) take two modules M,N ∈ M as above. Now choose ho-
mogeneous generators m1, . . . ,mn of M with mj ∈Mij for 1 ≤ j ≤ n. Then
f =

⊕
i∈Z fi : M → N is uniquely determined by the images of the mj under

fij . But every fij : Mij → Nij is a morphism of �nite dimensional vector
spaces. Thus there are only �nitely many choices for f since k is a �nite
�eld.

To show that (Ass2) and (Ass3) hold we want to �nd a short exact projective
resolution for every module inM. Note that k[X]〈z〉 is a projective object
inM for every z ∈ Z. Let M be as above. Then there is an epimorphism

p :

n⊕
j=1

k[X]〈ij〉 −→M

1j 7−→ mj

where Q =
⊕n

j=1 k[X]〈ij〉 is projective as a �nite direct sum of projectives.
This shows that M has enough projectives. Now we have to show that
ker(p) =

⊕
i∈Z ker(pi) is projective. Let m = min

1≤j≤n
(ij). Then Qi = 0 for

i < m. Choose a basis
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Am = Bm = { bm1 , . . . , bmnm } ⊆ Qm
of ker(pm). Since the action of X on Q is injective it follows that X.Am is a
linearly independent subset of ker(pm+1). So we can choose a set

Bm+1 = { bm+1
1 , . . . , bm+1

nm+1
} such that Am+1 = X.Am tBm+1

is a basis of ker(pm+1). Again X.Am+1 is a linearly independent subset of
ker(pm+2) and we can continue inductively to de�ne Bi for all m ≤ i. For
i < m set Bi = ∅. Since ker(p) is a �nitely generated module we obtain that
all Bi vanish for large enough i. De�ne a map

f :
⊕
i∈Z

ni⊕
j=1

k[X]〈i〉 −→ Q

1i,j 7−→ bij

where P =
⊕

i∈Z
⊕ni

j=1 k[X]〈i〉 is projective as a �nite sum of projective
objects. Moreover by construction every fi : Pi → ker(pi) is an isomorphism
of vector spaces. Thus we have a projective resolution of M :

0 // P
f // Q

p //M // 0 .

This proves thatM is hereditary.

Similar to Example 2.5 the category M is not of �nite length. Thus we
cannot use Lemma 2.7 to show that (Ass4) holds. Let M and N be modules
as above and R another module inM. First note that M ∼= N ∈M implies
that Mi

∼= Ni ∈ Vectk for all i ∈ Z. Moreover every short exact sequence

0 //M // N // R // 0

inM induces short exact sequences

0 //Mi
// Ni

// Ri // 0

in Vectk for all i ∈ Z. Hence M̂ = 0 ∈ K(M) implies that M̂i = 0 ∈ K(Vectk)
for all i ∈ Z. But since Vectk is of �nite length this implies that Mi = 0 for
all i ∈ Z and thus M = 0 ∈M.
In view of Example 2.5 this shows that the condition that the modules are
graded is quite strong.

Proposition 2.11. Every projective object in k[X]- gmodfg is a �nite direct
sum of some k[X]〈i〉's.
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Proof. This proof is very similar to the proof of Example 1.14. Let P be
a projective object in [X]- gmodfg. Since P is �nitely generated there is a
minimal m ∈ Z such that Pm 6= 0. Choose a basis

Bm = { bm1 , . . . , bmnm } ⊂ Pm
of Pm. Then X.(Pm) de�nes a subspace in Pm+1 and we can choose a set

Bm+1 = { bm+1
1 , . . . , bm+1

nm+1
} ⊂ Pm+1

which is a basis of a vector space complement of X.(Pm) in Pm+1. Again
X.(Pm+1) de�nes a subspace in Pm+2 and we can continue inductively to
de�ne Bi for all m ≤ i. Since P is �nitely generated all Bi vanish for large
enough i. For i < m set Bi = ∅ De�ne a map

f :
⊕
i∈Z

⊕
bij∈Bi

k[X]〈i〉 −→ P

1i,j 7−→ bij

and set Q =
⊕

i∈Z
⊕

bij∈Bi
k[X]〈i〉. Since f is an epimorphism and P is

projective there exists a split map s : P → Q such that f ◦ s = idP . Since s
is monomorphic it follows that every sj is an injective linear map. Moreover
Pj = Qj = 0 for j < m and dimk(Qm) = dimk(Pm). Thus sj is an isomor-
phism for j ≤ m. Now we do an induction on i. So assume that sj is already
an isomorphism for j < i. Then note that

Qi = X.Qi−1 ⊕
⊕
bij∈Bi

k[X]〈i〉i

and since si−1 is an isomorphism we have that

si(X.Pi−1) = X.(si−1(Pi−1)) = X.(Qi−1).

But by de�nition the set Bi = { bi1, . . . , bini } is a basis of a vector space
complement of X.Pi−1 and thus it follows by taking the injectivity of si into
account that

dimk(si(Pi)) = dimk(si(X.Pi−1)) + ni

= dimk(X.Qi−1) + dimk(

ni⊕
j=1

k[X]〈i〉i) = dimk(Qi).

Hence si is an isomorphism for all i ∈ Z and s : P → Q de�nes an isomor-
phism of k[X]- gmodfg-modules .
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2.4 The Category G

Consider the category G de�ned as in Example 1.10. This category is an
example for an abelian k-linear category satisfying (Ass1)-(Ass2) but which
is not hereditary (S(1) possesses no projective resolution of lenght 1).

Proposition 2.12. The category G has enough projectives and gldim(G) = 2.

Proof. Before we start with the proof, observe that P (1) and P (2) are pro-
jective objects in G. P (1) and P (2) are given by

P (1) = k〈e1〉
α◦ // k〈α〉

0=β◦
oo and P (2) = k〈β〉

α◦ // k〈e2, αβ〉.
β◦
oo

Although we use the same notation observe that objects in G are no 2-periodic
complexes in general. Now consider an object

M = M1

fα //M2
fβ

oo

and let { mi
1, . . . ,m

i
ni } be a basis of Mi for i = 1, 2. Then the following

map de�nes an epimorphism

p1 : P 1 =
2⊕
i=1

ni⊕
j=1

P (i) −→M

(ei)j 7−→ mi
j

where P 1 is projective as a direct �nite sum of projectives. This shows
that G has enough projectives. Note that P 1

α : P 1
1 → P 1

2 is injective. Set
Q1 = ker p1. Then Q1 is a subrepresentation of P 1 and thus Q1

α : Q1
1 → Q1

2

is injective. Now choose a vector space complement K2 of ker(Q1
β) in Q1

2

and let { k2
1, . . . , k

2
l2
} be a basis of K2. Then the maps

Q1
β|K2 : K2 → Q1

β(K2) and Q1
α|Q1

β(K2) : Q1
β(K2)→ Q1

αβ(K2)

are both injective and since Q1
αβ(K2) ⊆ kerQ1

β we have that

Q1
αβ(K2) ∩K2 = ∅ and in view of the de�nition of P (2) we obtain an em-

bedding:

l2⊕
j=1

P (2) −→ Q1

(e2)j 7−→ k2
j .
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Now choose a vector space complement K1 of Q1
β(K2) in Q1

1 and let

{ k1
1, . . . , k

1
l1
} be a basis of K1. Since Q

1
α is injective and Qα(K1) ⊆ ker(Q1

β)

it follows that Qα(K1)∩Q1
αβ(K2) = ∅ and Qα(K1)∩K2 = ∅. Thus in view

of the de�nition of P (1) we have an embedding

2⊕
i=1

li⊕
j=1

P (i) −→ Q1

(ei)j 7−→ kij .

Now choose a vector space complement K3 of Q1
α(Q1) in ker(Q1

β) and let

{ k2
l2+1, . . . , k

2
l3
} be a basis of K3. Then the following map de�nes an epi-

morphism:

p2 : P 2 =

l1⊕
j=1

P (1)⊕
l3⊕
j=1

P (2) −→ Q1

(ei)j 7−→ kij .

Set Q2 = ker(p2). Then by construction

dimkQ
2
1 = dimkK3 = l3 − l2.

Since P 2
α : P 2

1 → P 2
2 is injectve and Q2 is a subrepresentation of P 2 we know

that Q2
α : Q2

1 → Q2
2 is injective. Let { q1, . . . , 1l3−l2 } be a basis of Q1 then

in view of the de�nition of P (1) the following map is an isomorphism:

p3 : P 3 =

l3−l2⊕
j=1

P (1) −→ Q2

(e1)j 7−→ qj .

Altogether we obtain a projective resolution of M :

0 // P 3

p3

∼=

!!

// // P 2 //

p2 !! !!

P 1 p1 // //M.

Q2
==

==

Q1
==

==

Lemma 2.13. Every object M ∈ G has a (up to isomorphism unique) direct
sum decomposition

M =

n⊕
i=1

Xi with [Xi] ∈ { [S(1)], [S(2)], [P (1)], [P (2)], [I(1)] },
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where I(1) is given by:

I(1) = k
0 // k.
1

oo

Proof. Consider an object M ∈ G

M = A
fα // B.
fβ

oo

Now we decompose A and B as follows: LetK1 be a vector space complement
of im(fβ) in A. Then letK2 be a vector space complement of ker(fα)∩im(fβ)
in im(fβ) and let K3 be a vector space complement of ker(fα) ∩K1 in K3.
We have A = A1 ⊕A2 ⊕A3 ⊕A4 where

A1 = ker(fα) ∩ im(fβ), A2 = K2,

A3 = K3, A4 = ker(fα) ∩K1.

On the other hand choose a vector space complement L1 of im(fα) in B.
Since fβ ◦ fα = 0 we already have that im(fα) = ker(fβ ∩ im(fα)). Then
choose a vector space complement L3 of ker(fβ) ∩ L1 in L1. We have
B = B1 ⊕B3 ⊕B4 where

B1 = ker(fβ) ∩ im(fα), B3 = L2,

B4 = ker(fβ) ∩ L1.

Altogether we can write M as follows:

M = (A1 ⊕A2 ⊕A3 ⊕A4

fα // B1 ⊕B3 ⊕B4)
fβ
oo

= (A4
0 // B4)
0
oo ⊕ (A1 ⊕A2 ⊕A3

fα| // B1 ⊕B3).
fβ |
oo

The �rst summand is a direct sum of S(1)'s and S(2)'s, so we can con-
tinue with the second one. Since B1 lies in the kernel of fβ we know that
fβ|B3 : B3 → im(fβ) is surjective. Moreover since B3 lies in the complement
of the kernel it is an isomorphism. Hence B3 decomposes as follows

B3
∼= im(fβ) = A1 ⊕A2.

On the other hand observe that A = ker(fα)⊕ (A2⊕A3). Hence A2⊕A3 is
a vector space complement of the kernel of fα. Thus fα| : A2⊕A3 → im(fα)
is an isomorphism. B1 decomposes as follows

B1 = im(fα) ∼= A2 ⊕A3.
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Altogether we obtain

(A1 ⊕A2 ⊕A3

fα| // B1 ⊕B3)
fβ |
oo

∼= A1 ⊕A2 ⊕A3

f̃α // (A2 ⊕A3)⊕ (A1 ⊕A2)
f̃β

oo

where

f̃α =


0 1 0
0 0 1
0 0 0
0 0 0

 and f̃β =

0 0 1 0
0 0 0 1
0 0 0 0

 .

This gives the following decomposition:

A1 ⊕A2 ⊕A3

f̃α // (A2 ⊕A3)⊕ (A1 ⊕A2)
f̃β

oo

= ( A1
0 // A1
1
oo )⊕ ( A3

1 // A3
0
oo )⊕ ( A2

1
0


// A2 ⊕A2(

0 1
)oo ).

The �rst summand is a direct sum of I(1)'s, the second summand is isomor-
phic to a direct sum of P (1)'s and the third summand is isomorphic to a
direct sum of P (2)'s. This proves the lemma.

Proposition 2.14. Every projective object in G is a �nite direct sum of
some P (i)'s for i = 1, 2.

Proof. Let P be projective. Like in the proof of Proposition 2.12 there is an
epimorphism

P 1 =
n⊕
i=1

ni⊕
i=1

P (i) −→ P

for some n1, n2 ∈ N. Since P is projective there exists a split map s : P → P 1.
In particular s1 and s2 are injective linear maps. Now we use Lemma 2.13
to obtain a direct sum decomposition

P =

n⊕
i=1

Xi with [Xi] ∈ { [S(1)], [S(2)], [P (1)], [P (2)], [I(1)] }.
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Observe that P 1
α : P 1

1 → P 1
2 is injective. Suppose [Xi] = [S(1)] for some i

and take x 6= 0 ∈ (Xi)1. Then

P 1
α(s1(x)) = s1((Xi)α(x)) = s1(0) = 0

and since P 1
α and s1 are both injective this yields a contradiction to the

assumption that x 6= 0. The same argument works for the case [Xi] = [I(1)].
Thus we have

P =
n⊕
i=1

Xi with [Xi] ∈ { [S(2)], [P (1)], [P (2)] }.

Now suppose that [Xi] = [S(2)] for some i and without loss of generality
assume that i = 1. Then consider the following diagram:

S(2)⊕
⊕n

i=2Xi
∼= P

g

xx

(
1 0

)
=f

��
P (2)

e2 7→1

p // S(2).

If P is projective there exists a map g which makes the diagram commute.
But then for 1 ∈ S(2) we have that g2(1) = e2 and thus

β = P (2)β(e2) = P (2)β(g2(1)) = g2(S(2)β(1)) = g2(0) = 0.

This is a contradiction and we �nally obtain

P =
n⊕
i=1

Xi with [Xi] ∈ { [P (1)], [P (2)] }.

2.5 De�nition of CZ2(A)

De�nition 2.15. Let CZ2(A) be the abelian category of 2-periodic complexes
of A. Objects in this category are ordinary chain complexes of objects in A
of the form:

. . .
d1 //M0

d0 //M1
d1 //M0

d0 //M1
d1 // . . . , (1)

whereM0 sits in the homological degree 0 and morphisms are ordinary chain
maps. We abbreviate 2-periodic complexes (1) as follows:

M0

d0 //M1
d1

oo
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with M0,M1 ∈ Ob(A) and d1 ◦ d0 = 0 and d0 ◦ d1 = 0. A morphism
ψ• : M• → M̃• in CZ2(A) is then a diagram

M0

d0 //

ψ0
��

M1
d1

oo

ψ1
��

M̃0

d̃0 // M̃1
d̃1

oo

with ψ1 ◦ d0 = d̃0 ◦ ψ0 and ψ0 ◦ d1 = d̃1 ◦ ψ1.

De�nition 2.16. Two morphisms φ•, ψ• : M• → M̃• are called homotopic if
there are morphisms h0 : M0 → M̃1 and h1 : M1 → M̃0 such that:

ψ0 − φ0 = d̃1 ◦ h0 + h1 ◦ d0 and ψ1 − φ1 = d̃0 ◦ h1 + h0 ◦ d1.

De�ne HoZ2(A) to be the category with the same objects as CZ2(A) and
morphisms the equivalence classes modulo homotopy.

De�nition 2.17. De�ne ∗ : CZ2(A)→ CZ2(A) to be the shift functor which
shifts the homological grading of the complex by one and changes the sign
of the morphisms:

M0

d0 //

ψ0
��

M1
d1

oo

ψ1
��

M1

d1 //

−ψ1
��

M0
d0

oo

−ψ0
��

M̃0

d̃0 // M̃1
d̃1

oo

� ∗ //

M̃1

d̃1 // M̃0.
d̃0

oo

Note that the shift functor de�nes an involution on CZ2(A).

Notation 2.18. Let P denote the full additive subcategory of projective
objects of A and de�ne CZ2(P) and HoZ2(P) to be the corresponding full
subcategories in CZ2(A) respectively HoZ2(A) whose objects are complexes
of objects in P.

2.6 Acyclic Complexes and Complexes of Projectives

De�nition 2.19. We call a complex M• ∈ CZ2(A) acyclic if H∗(M•) = 0.
For P ∈ P there are two distinguished acyclic complexes:

κP = (P
1 // P ),
0
oo κ∗P = (P

0 // P ).
1
oo

The complexes κP and κ∗P are quite important because they are in cor-
respondence to the generators Ki,K

−
i 1 of Uv(g) in the main theorem (The-

orem 4.37). Moreover they are the building blocks of all acyclic complexes
in CZ2(P) in the following sense.
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Lemma 2.20. Let M• ∈ CZ2(P) be an acyclic complex of projectives. Then
there are projective objects P,Q ∈ P such that M• ∼= κP ⊕ κ∗Q.

Proof. Suppose

M0

d0 //M1
d1

oo

is an acyclic complex of projectives. De�ne P = ker(d1) = im(d0) and
Q = ker(d0) = im(d1). Then there are two short exact sequences

0→ Q→M0 → P → 0 0→ P →M1 → Q→ 0.

Now let i > 0 and consider the long exact ExtA-sequences induced by the
short exact sequences above:

→ ExtiA(M0,−)→ ExtiA(P,−)→ Exti+1
A (Q,−)→ Exti+1

A (M0,−)→

→ Exti+1
A (M1,−)→ Exti+1

A (Q,−)→ Exti+2
A (P,−)→ Exti+1

A (M1,−)→

Since M0 and M1 are already projective we have that ExtlA(Mj ,−) = 0 for
l > 0 and j = 1, 2. So it follows that

ExtiA(P,−) ∼= Exti+1
A (Q,−) ∼= Exti+2

A (P,−)

and analogously

ExtiA(Q,−) ∼= Exti+1
A (P,−) ∼= Exti+2

A (Q,−).

But since A has �nite global dimension P and Q have �nite projective res-
olutions. So for large enough i the Exti-groups must all vanish and hence
all these Ext-groups vanish. It follows that P and Q are projective and the
short exact sequences split with:

s : Q→M1 and t : P →M0.

Thus we get the desired result:

(M0

d0 //M1)
d1

oo ∼= (t(P )⊕Q
d0⊕d0 // P ⊕ s(Q))
d1⊕d1

oo

=

(P ⊕Q
1⊕0 // P ⊕Q)
0⊕1
oo (t(P )⊕Q

d0⊕0 //∼= P ⊕ s(Q)).
0⊕d1

oo

Corollary 2.21. A complex M• ∈ CZ2(P) is acyclic if and only if M• ∼= 0
in HoZ2(P).
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Proof. Let M• be a complex in CZ2(P)
Assume M• is acyclic. By Lemma 2.20 there are projective objects P and Q
such that M• ∼= κP ⊕ κ∗Q. Now de�ne

h0 = (0⊕ 1) : P ⊕Q→ P ⊕Q and h1 = (1⊕ 0) : P ⊕Q→ P ⊕Q.

Hence we get that

d
κP⊕κ∗Q
1 ◦ h0 + h1 ◦ d

κP⊕κ∗Q
0 = (0⊕ 1) ◦ (0⊕ 1) + (1⊕ 0) ◦ (1⊕ 0) = idκP⊕κ∗Q

and

d
κP⊕κ∗Q
0 ◦ h1 + h0 ◦ d

κP⊕κ∗Q
1 = (1⊕ 0) ◦ (1⊕ 0) + (0⊕ 1) ◦ (0⊕ 1) = idκP⊕κ∗Q .

But this shows that idκP⊕κ∗Q ' 0 and thus κP ⊕ κ∗Q ∼= 0 in HoZ2(P).

Now assumeM• ∼= 0 inHoZ2(P). Hence idM• ' 0 and there are h0 : M0 →M1

and h1 : M1 →M0 such that:

idM0 = h1 ◦ d0 + d1 ◦ h0 and idM1 = h0 ◦ d1 + d0 ◦ h1.

It follows that

ker(d0) = idM0(ker(d0)) ⊆ im(d1 ◦ h0) ⊆ im(d1)

and
ker(d1) = idM1(ker(d1)) ⊆ im(d0 ◦ h1) ⊆ im(d0)

and thus M• is acyclic.

Example 2.22. Assumption (Ass2) of Setup 2.6 is necessary for Corollary
2.21:
Let k = Fq and set R = k[X]

/
(X2). Consider the category R-mod of R-

modules. R-mod has in�nite global dimension. Then the complex

R
·X // R
·X
oo

is acyclic but not zero in HoZ2(R-mod). Suppose it were then there exist
h0, h1 : R→ R such that

idR = h1 ◦ (·X) + (·X) ◦ h0 and idR = h0 ◦ (·X) + (·X) ◦ h1.

In particular it follows that

X = (h1 ◦ (·X))(X) + ((·X) ◦ h0)(X) = h1(X2) +X · h0(X) = h0(X2) = 0.

Hence there cannot be such h0, h1 and thus this complex is acyclic but not
zero in HoZ2(R-mod).

27



Note that statements like in Corollary 2.21 are usually stated for bounded
complexes and the standard proofs make use of this condition. Later on the
following result will be very useful to compute extension groups of complexes.

Lemma 2.23. If M•, N• ∈ CZ2(P) then

Ext1
CZ2

(A)(N•,M•)
∼= HomHoZ2

(A)(N•,M
∗
• ).

Proof. Let

0→M• → P• → N• → 0 (2)

be a short exact sequence in CZ2(A) with M•, N• ∈ CZ2(P). This leads to
two short exact sequences in A which both split because Mi and Ni are
projective and thus Pi = Mi ⊕ Ni for i = 1, 2. So (2) is as an extension
isomorphic to a diagram of the form

M0

dM0 //

i0

��

M1
dM1

oo

i1

��
M0 ⊕N0

dP0 //

p0

��

M1 ⊕N1
dP1

oo

p1

��
N0

dN0 // N1
dN1

oo

with i0, i1 and p0, p1 the canonical inclusions and projections. From the
commutativity of the above diagram we can write dP0 , d

P
1 as follows:

dP0 =

(
dM0 s0

0 dN0

)
, dP1 =

(
dM1 s̃1

0 dN1

)
with morphisms s0 : N0 →M1 and s̃1 : N1 →M0 such that dP0 ◦ dP1 = 0 and
dP1 ◦ dP0 = 0. This condition is equivalent to

dM1 ◦ s0 = −s̃1 ◦ dN0 and dM0 ◦ s̃1 = −s0 ◦ dN1 .

But this condition is precisely the condition that

s• : N• →M∗• (3)
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is a morphism of complexes for s1 = −s̃1. So any morphism (3) determines
an extensions (2) and any extension gives a morphism (3) (note that we did
not consider extension classes yet!).
Now suppose there are two morphisms s•, t• : N• → M∗• . Then they de-
termine two extensions with middle term P• and P̄• and di�erentials given
by

dP0 =

(
dM0 s0

0 dN0

)
, dP1 =

(
dM1 −s1

0 dN1

)
and

dP̄0 =

(
dM0 t0
0 dN0

)
, dP̄1 =

(
dM1 −t1
0 dN1

)
.

The corresponding extensions agree in Ext1
CZ2

(A)(N•,M•) precisely if there

is an isomorphism ψ• : P• → P̄• such that the following diagram commutes:

M•

id
��

i // (M0 ⊕N0

dP0 //

ψ0

��

M1 ⊕N1))
dP1

oo
p //

ψ1

��

N•

id
��

M•
i // (M0 ⊕N0

dP̄0 //M1 ⊕N1))
dP̄1

oo
p // N•

This commutativity means that ψ• is of the form

ψ0 =

(
1 h0

0 1

)
, ψ1 =

(
1 h̃1

0 1

)
with morphisms h0 : N0 →M0 and h̃1 : N1 →M1 such that ψ• is a morphism
of complexes. But this last condition is equivalent to

s0 − t0 = dM0 ◦ h0 − h̃1 ◦ dN0 and s1 − t1 = h0 ◦ dN1 − dM1 ◦ h̃1.

Now by setting h1 = −h̃1 this leads to s• ' t• via h0 and h1 and we
�nally get that these two extensions with middle term P and P̄ agree in
Ext1

CZ2
(A)(N•,M•) precisely if s• and t• agree in HomHoZ2

(A)(N•,M
∗
• ).
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3 The Hall Algebra of Complexes

At the beginning of this section we de�ne the twisted Hall algebra Htw(A)
and the twisted Hall algebra of complexes Htw(CZ2(P)). Then we �rst com-
pute Hall products for some concrete categories and later on in the general
case for complexes. Finally we are ready to de�ne the reduced localized Hall
algebra DHred(A) and give a �rst example. The main reference is [Bri13].

3.1 Hall Algebras

De�nition 3.1. Given objects A,B,C ∈ A de�ne Ext1
A(A,C)B to be the

subset of Ext1
A(A,C) parameterising extensions with middle term isomor-

phic to B. Then the Hall algebra H(A) is the free C-vector space over the
isomorphism classes [A] ∈ Iso(A) of objects A ∈ A and with associative
multiplication given by

[A] � [C] =
∑

[B]∈Iso(A)

|Ext1
A(A,C)B|

|HomA(A,C)|
· [B].

Remark 3.2. The sum in De�nition 3.1 is well-de�ned: Let A,C be two
objects in A. Since A has enough projectives we can choose a projective
resolution

. . .→ P2 → P1 → P0 → A→ 0

ofA. Now we obtain Ext1
A(A,C) by taking the �rst homology of the following

sequence:

0→ Hom(P0, C)→ Hom(P1, C)→ Hom(P2, C)→ . . . .

But since all Hom-spaces are �nite it follows that ExtA(A,C) is �nite.

De�nition 3.3. For objects A,B ∈ A de�ne

〈A,B〉 =
∑
i∈Z

(−1)i dimk(ExtiA(A,B)).

Since A is of �nite global dimension and has enough projectives it turns out,
that every object has a �nite projective resolution. Hence ExtiA vanishes for
large enough i and the sum is �nite.
Note that

〈−,−〉 : K(A)×K(A)→ Z

is a well-de�ned bilinear form called the Euler form. Moreover we want to
de�ne the symmetrised Euler form

(−,−) : K(A)×K(A)→ Z

given by (α, β) = 〈α, β〉+ 〈β, α〉.

30



Remark 3.4. Since for P ∈ P all Ext-groups vanish we have
〈P̂ ,−〉 = dimk(HomA(P,−)).

In order to have a natural bialgebra structure on H(A) we have to twist
the multiplication. Moreover if we extend the Hall algebra by symbols Kα

for α ∈ K(A) together with imposing some relations we even obtain a Hopf
algebra structure. For further details see [Sch06, Lecture 1].

De�nition 3.5. Now de�ne the twisted Hall algebra Htw(A) as the same
vector space as H(A), but with twisted multiplication given by

[A] ∗ [C] = t〈Â,Ĉ〉 · [A] � [C].

Moreover we can de�ne the extended twisted Hall algebra Hetw(A) by adjoin-
ing symbols Kα for α ∈ K(A), with respect to the following relations for
α, β ∈ K(A) and A ∈ A:

Kα ∗Kβ = Kα+β, Kα ∗ [A] = t(α,Â) · [A] ∗Kα. (4)

Remark 3.6. Note that CZ2(A) is usually not of �nite global dimension.
But since CZ2(P) is closed under extensions it follows from Lemma 2.23 that
it makes perfect sense to de�ne H(CZ2(P)) as in De�nition 3.1.

De�nition 3.7. De�ne Htw(CZ2(P)) to be the same vector space as
H(CZ2(P)), but with twisted multiplication given by

[M•] ∗ [N•] = t〈M̂0,N̂0〉+〈M̂1,N̂1〉 · [A] � [C].

3.2 The Hall Algebra of Repk(An)

Example 3.8. Consider the category R = Repk(An) where An is de�ned
as in Example 1.6. We want to compute some Hall products in Htw(R).

• [S(i)] ∗ [S(i)] for i < n:
Choose a projective resolution of S(i) as in Example 1.16

0 // P (i+ 1) // P (i) // S(i) // 0

and consider the corresponding HomR-sequence:

0 // HomR(P (i), S(i)) // HomR(P (i+ 1), S(i)) // 0.

Since P (i + 1)i = 0 it follows that HomR(P (i + 1), S(i)) = 0 and thus
Ext1

R(S(i), S(i)) = 0. Hence

[S(i)] ∗ [S(i)] = t〈
ˆS(i), ˆS(i)〉 · |HomR(S(i), S(i))|−1 · [S(i)⊕ S(i)]
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= t · q−1 · [S(i)⊕ S(i)] = t−1 · [S(i)⊕ S(i)].

• [S(i)] ∗ [S(j)] for j < i < n:
As above we obtain a HomR-sequence

0 // HomR(P (i), S(j)) // HomR(P (i+ 1), S(j)) // 0

and we can conclude that Ext1
R(S(i), S(j)) = 0 since P (i+1)j = 0. Moreover

HomR(S(i), S(j)) = 0. Thus

[S(i)] ∗ [S(j)] = t〈
ˆS(i), ˆS(j)〉 · |HomR(S(i), S(j))|−1 · [S(i)⊕ S(j)]

= t0 · 1−1 · [S(i)⊕ S(j)] = [S(i)⊕ S(j)].

Note that we omitted the case i = n. Then S(i) = P (i) is already projective
and all occuring Ext1

R-groups vanish. Thus we obtain the same results as
above.

• [S(i)] ∗ [S(j)] for i < j:
As above we have a HomR-sequence:

0 // HomR(P (i), S(j)) // HomR(P (i+ 1), S(j)) // 0.

If i+ 1 < j we have that HomR(P (i+ 1), S(j)) = 0 because every morphism
f : P (i+ 1)→ S(j) maps ei+1 to zero and thus

fj(p) = fj(P (i+ 1)p(ei+1)) = Q(i+ 1)p(fi+1(ei+1)) = 0

where p is the path from i+ 1 to j. We can conclude as above that

[S(i)] ∗ [S(j)] = [S(i)⊕ S(j)].

Now suppose i + 1 = j. Then HomR(P (i + 1), S(j)) = k. Because ev-
ery morphism f : P (i) → S(j) maps ei to zero it follows as above that
HomR(P (i), S(j)) = 0. Thus Ext1

R(S(i), S(j)) = HomR(P (i+1), S(j)) = k.
Now de�ne a representation M as follows:

Ml =

{
k, if l ∈ {i, j},
0, else

and Mαi = idk .

Moreover de�ne for every z ∈ k a map fz : M → S(i) with

fzi : k → k

1 7→ z
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and consider for non-zero elements z1, z2 ∈ k the following diagram with
exact rows:

0 // S(j)

id
��

� � //M

g

��

fz1 // S(i)

id
��

// 0

0 // S(j) �
� //M

fz2
// S(i) // 0.

Suppose there exists a map g for which this diagram commutes. Since the
left hand square commutes it follows that gj = idk and since Mαi = idk
we have that g = idM . But then the right hand square only commutes
if z1 = z2. Thus every z 6= 0 ∈ k de�nes an extension of S(i) by S(j)
and two such extensions are only isomorphic if the corresponding z coincide.
Note moreover that HomR(S(i), S(j)) = 0. Since there are only q many
non-isomorphic extensions in total we have that

[S(i)]∗[S(j)] = t〈
ˆS(i), ˆS(j)〉 ·|HomM(S(i), S(j))|−1 ·((q−1)·[M ]+[S(i)⊕S(j)])

= t0−1 ·1−1 ·((q−1) · [M ]+[S(i)⊕S(j)]) = t−1 ·((q−1) · [M ]+[S(i)⊕S(j)]).

3.3 The Hall Algebra of k[X]-gmodfg

Example 3.9. ConsiderM = k[X]-gmodfg as in Example 2.9. Recall the
de�nition of the shift functor and note that for i ∈ N we have the identity
k〈i〉 = (Xi). We want to compute some Hall products in Htw(M).

• [k] ∗ [k], where k = k[X]/(X):
The short exact sequence

0 // k[X]〈1〉 = (X) // k[X] // k // 0

yields a projective resolution of k. To compute Ext1
M(k, k) consider the

corresponding HomM-sequence:

0 // HomM(k[X], k) // HomM((X), k) // 0.

Since (X)0 = 0 it follows that HomM((X), k) = 0 and thus Ext1
M(k, k) = 0.

Hence

[k] ∗ [k] = t〈k̂,k̂〉 · |HomM(k, k)|−1 · [k ⊕ k]

= t · q−1 · [k ⊕ k] = t−1 · [k ⊕ k].
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• [k]n, for n ∈ N:
We �rst compute [k] ∗ [

⊕m
i=1 k] for m ∈ N. As above we obtain a HomM-

sequence

0 // HomM(k[X],
⊕m

i=1 k) // HomM((X),
⊕m

i=1 k) // 0

and we can conclude that Ext1
M(k,

⊕m
i=1 k) = 0. Thus

[k] ∗ [
⊕m

i=1 k] = t〈k̂,m·k̂〉 · |HomM(k,
⊕m

i=1 k)|−1 · [
⊕m+1

i=1 k]

= tm · q−m · [
⊕m+1

i=1 k] = t−m · [
⊕m+1

i=1 k].

Hence we can conclude by induction that

[k]n = t(−
∑n−1
i=1 i) · [

⊕n
i=1 k] = t−

n(n−1)
2 · [

⊕n
i=1 k].

• [k] ∗ [k[X]/(Xn)], for n > 1:
As above we have a HomM-sequence:

0 // HomM(k[X], k[X]/(Xn))
incl∗ // HomM((X), k[X]/(Xn)) // 0.

Now HomM((X), k[X]/(Xn)) is not zero in general, but incl∗ is surjective.
Thus we can conclude again that Ext1

M(k, k[X]/(Xn)) = 0. Moreover we
have for f ∈ HomM(k, k[X]/(Xn)) and λ ∈ k that

X.f(λ) = f(X.λ) = f(0) = 0.

Since n > 1 we have that X.f(λ) = 0 implies that f(λ) = 0 and it follows
that f = 0. Hence

[k]∗[k[X]/(Xn)] = t〈k̂,
ˆ(k[X]/(Xn))〉·|HomM(k, k[X]/(Xn))|−1·[k⊕k[X]/(Xn)]

= t0 · 1−1 · [k ⊕ k[X]/(Xn)] = [k ⊕ k[X]/(Xn)].

• [k[X]/(Xn)] ∗ [k], for n > 1:
Now consider the short exact sequence

0 // k[X]〈n〉 = (Xn) // k[X] // k[X]/(Xn) // 0

which yields a projective resolution of k[X]/(Xn). Thus we obtain a HomM-
sequence:
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0 // HomM(k[X], k) // HomM((Xn), k) // 0.

Since (Xn)0 = 0 it follows that HomM((Xn), k) = 0 and thus
Ext1

M(k[X]/(Xn), k) = 0. Hence

[k[X]/(Xn)]∗[k] = t〈
ˆ(k[X]/(Xn)),k̂〉·|HomM(k[X]/(Xn), k)|−1·[k[X]/(Xn)⊕k]

= t · q−1 · [k ⊕ k[X]/(Xn)] = t−1 · [k ⊕ k[X]/(Xn)].

This shows that Htw(M) is a non-commutative algebra.

• [k] ∗ [(X)]:
As above we obtain a HomM-sequence:

0 // HomM(k[X], (X)) // HomM((X), (X)) // 0.

Now HomM(k[X], (X)) = 0 because every morphism f : k[X] → (X) maps
1 into (X)0 = 0. Thus Ext1

M(k, (X)) = HomM((X), (X)) = k. For z ∈ k
de�ne

fz : (X)→ k[X]

X 7→ zX

and consider for non-zero elements z1, z2 ∈ k the following diagram with
exact rows:

0 // (X)

id
��

fz1 // k[X]

g

��

// k

id
��

// 0

0 // (X)
fz2
// k[X] // k // 0.

Suppose there exists a map g for which this diagram commutes. Since the
right hand square commutes it follows that g(1) = 1 and hence g = id. But
then the left hand square only commutes if z1 = z2. Thus every z 6= 0 ∈ k
de�nes an extension of k by (X) and two such extensions are only isomorphic
if the corresponding z coincide. Note moreover that HomM(k, (X)) = 0 since
(X)0 = 0. Since there are only q many non-isomorphic extensions in total
we have that

[k] ∗ [(X)] = t〈k̂,
ˆ(X)〉 · |HomM(k, (X))|−1 · ((q − 1) · [k[X]] + [k ⊕ (X)])

= t0−1 · 1−1 · ((q− 1) · [k[X]] + [k⊕ (X)]) = t−1 · ((q− 1) · [k[X]] + [k⊕ (X)]).
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• [k〈i〉] ∗ [k〈j〉] for 2 ≤ |i− j|:
Consider the short exact sequence

0 // k[X]〈i+ 1〉 // k[X]〈i〉 // k〈i〉 // 0

which yields a projective resolution of k〈i〉. We obtain a HomM-sequence:

0 // HomM(k[X]〈i〉, k〈j〉) // HomM(k[X]〈i+ 1〉, k〈j〉) // 0.

Since 2 ≤ |i−j| we know that 1 ∈ k[X]〈i+1〉 must be mapped to zero by any
map k[X]〈i+1〉 → k〈j〉. We can conclude that HomM(k[X]〈i+ 1〉, k〈j〉) = 0
and hence Ext1

M(k〈i〉, k〈j〉) = 0. Moreover HomM(k〈i〉, k〈j〉) = 0 since i 6= j
and thus

[k〈i〉] ∗ [k〈j〉] = t〈
ˆk〈i〉, ˆk〈j〉〉 · |HomM(k〈i〉, k〈j〉)|−1 · [k〈i〉 ⊕ k〈j〉]

= t0−0 · 1−1 · [k〈i〉 ⊕ k〈j〉] = [k〈i〉 ⊕ k〈j〉].

3.4 The Hall Algebra of G

We know by Proposition 2.12 that gldim(G) = 2. Thus in contrast to the
previous examples we have to take the Ext2

G-groups into account.

Example 3.10. Consider the category G de�ned as in Example 1.10. Propo-
sition 2.12 shows that it makes perfect sense to de�ne the Hall Algebra of G.
We want to compute some Hall products in Htw(M).

• [S(1)] ∗ [S(1)]:
The following exact sequence

P (1) // // P (2) //

"" ""

P (2) // // S(1)

S(2)
<<

<<

yields a projective resolution of S(1). Consider the corresponding HomG-
sequence:

HomG(P (1), S(1)) // HomG(P (2), S(1)) // HomG(P (1), S(1)) // 0.
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Observe that HomG(P (1), S(1)) = k and HomG(P (2), S(1)) = 0. Hence we
can conclude that Ext1

G(S(1), S(1)) = 0 and Ext2
G(S(1), S(1)) = k and we

obtain

[S(1)] ∗ [S(1)] = t〈
ˆS(1), ˆS(1)〉 · |HomG(S(1), S(1))|−1 · [S(1)⊕ S(1)]

= t1−0+1 · q−1 · [S(1)⊕ S(1)] = [S(1)⊕ S(1)].

• [S(1)] ∗ [S(2)]:
As above we obtain a HomG-sequence

HomG(P (1), S(2)) // HomG(P (2), S(2)) // HomG(P (1), S(2)) // 0

where HomG(P (1), S(2)) = 0 and HomG(P (2), S(2)) = k. Then it follows
that Ext1

G(S(1), S(2)) = k and Ext2
G(S(1), S(2)) = 0. De�ne for every z ∈ k

a map fz : S(2)→ P (1) with

fz2 : k → k〈α〉
1 7→ z · α

and consider for non-zero elements z1, z2 ∈ k the following diagram with
exact rows:

0 // S(2)

id
��

fz1 // P (1)

g

��

// // S(1)

id
��

// 0

0 // S(2)
fz2
// P (1) // // S(1) // 0.

Suppose there exists a map g for which this diagram commutes. Since the
right hand square commutes it follows that g1 = id and since
g2(α) = g2(P (1)α(e1)) = P (1)α(e1) = α we have that g = idP (1). But then
the left hand square only commutes if z1 = z2. Thus every z 6= 0 ∈ k de�nes
an extension of S(1) by S(2) and two such extensions are only isomorphic
if the corresponding z coincide. Note moreover that HomG(S(1), S(2)) = 0.
Since there are only q many non-isomorphic extensions in total we have that

[S(1)]∗[S(2)] = t〈
ˆS(1), ˆS(2)〉·|HomG(S(1), S(2))|−1·((q−1)·[P (1)]+[S(1)⊕S(2)])

t0−1+0·1−1·((q−1)·[P (1)]+[S(1)⊕S(2)]) = t−1·((q−1)·[P (1)]+[S(1)⊕S(2)]).
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• [S(2)] ∗ [I(1)]:
The short exact sequence

0 // P (1)
i // P (2) // S(2) // 0

yields a projective resolution of S(2). Consider the corresponding HomG-
sequence:

HomG(P (2), I(1))
i∗ // HomG(P (1), I(1)) // 0.

Observe that i∗ is surjective. It follows that ExtG(S(2), I(1)) = 0 (this
follows immediately if you already know that I(1) and I(2) = P (2) are
the indecomposable injective objects in G). Moreover we have that
HomG(S(2), I(1)) = 0 and thus

[S(2)] ∗ [I(1)] = t〈
ˆS(2), ˆI(1)〉 · |HomG(S(2), I(1))|−1 · [S(2)⊕ I(1)]

= t0−0 · 1−1 · [S(2)⊕ I(1)] = [S(2)⊕ I(1)].

3.5 Embedding of Htw(Repk(An)) into Htw(k[X]-gmodfg)

In view of the previous examples note that Hall products in Htw(Repk(An))
behave quite similar to Hall products in Htw(k[X]-gmodfg) where the repre-
sentations S(i) and P (i) correspond to the modules k〈i〉 and k[X]〈i〉 respec-
tively. Indeed the following lemma shows that we can embedHtw(Repk(An))
in Htw(k[X]-gmodfg).

Proposition 3.11. There is an embedding of C-algebras:

J : Htw(Repk(An)) ↪→ Htw(k[X]- gmodfg).

Proof. First set R = Repk(An) andM = k[X]- gmodfg as above and de�ne
a functor

ι : R →M
Y 7→ ι(Y )

f 7→ ι(f)

where

ι(Y )i =

{
Yi if 1 ≤ i ≤ n,
0 else

with X.y = Yαi(y) for y ∈ Yi

and
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ι(f)i =

{
fi if 1 ≤ i ≤ n,
0 else

for a morphism f in R.

Then de�ne J([Y ]) = [ι(Y )]. Consider two objects Y,Z in R. If f : Y → Z is
an isomorphism then ι(f) : ι(Y ) → ι(Z) is obviously again an isomorphism
and every isomorphism g : ι(Y ) → ι(Z) in M yields an isomorphism
g̃ : Y → Z in R where g̃i = gi. Thus J is well-de�ned and maps a basis of
R to linearly independent elements in M. Hence J de�nes an embedding
of vector spaces. It is left to show that J is a morphism of algebras. Recall
the de�nition of the multiplication in Htw(A) for an abelian category A
satisfying (Ass1)-(Ass4):

[A] ∗ [C] = tdimk HomA(A,C)−dimk Ext1
A(A,C) ·

∑
[B]∈Iso(A)

|Ext1
A(A,C)B|

|HomA(A,C)|
· [B]

where A,C ∈ A. Hence it is enough to show that ι is fully faithful and
induces an isomorphism

Ext1
R(Y,Z) ∼= Ext1

M(ι(Y ), ι(Z)) for Y, Z ∈ R. (5)

These are all easy observations so we will not give a detailed proof. Just
note that every extension

0 // Z //W // Y // 0

in R yields an extension

0 // ι(Z) // ι(W ) // ι(Y ) // 0

inM and every extension of ι(Y ) by ι(Z) inM is already of this form.

In particular J induces an isomorphism between Htw(Repk(An)) and the
subalgebra ofHtw(k[X]- gmodfg) generated by the elements [k〈1〉], . . . , [k〈n〉].
This is true because by Theorem 4.28 the elements [S(1)], . . . , [S(n)] generate
Htw(Repk(An)) as an algebra.

Proposition 3.12. There is an embedding of C-algebras:

Je : Hetw(Repk(An)) ↪→ Hetw(k[X]- gmodfg).

Proof. Set R = Repk(An) andM = k[X]- gmodfg as above. In view of (4)
it is enough to show that

ι̂ : K(R)→ K(M)

Â 7→ ˆι(A)
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de�nes an injective morphism of groups. Take α ∈ K(R) and suppose that
ι̂(α) = 0 ∈ K(M). By Lemma 2.4 there are projective objects P,Q ∈ R
such that α = P̂ − Q̂. Thus we have that

ˆι(P )− ˆι(Q) = 0 ∈ K(M).

With the same argument as in the proof of (Ass4) in Proposition 2.10 we

can conclude that ˆι(P )i = ˆι(Q)i ∈ K(Vectk) for all 1 ≤ i ≤ n. But since

dimk(Pi) · k̂ = ˆι(P )i and dimk(Qi) · k̂ = ˆι(Q)i

in K(Vectk) we get that Pi ∼= Qi for all 1 ≤ i ≤ n. Then it follows with
Example 1.14 that [P ] = [Q] and hence α = 0 ∈ K(R). This proves the
injectivity of ι̂.

3.6 Computation of some Hall-Products in H(CZ2(P))

De�nition 3.13. Every object M• ∈ CZ2(A) de�nes a class

M̂• = M̂0 − M̂1 ∈ K(A).

In particular we have that M̂∗• = −M̂ .

Note that by de�nition M̂• lies in K(A) and not in K(CZ2)(A)). For the
following lemma recall that t = +

√
q and k = Fq.

Lemma 3.14. For P ∈ P andM• ∈ CZ2(P) there are the following identities
in Htw(CZ2(P)):

[κP ] ∗ [M•] = t−〈P̂ ,M̂•〉 · [κP ⊕M•], [κ∗P ] ∗ [M•] = t〈P̂ ,M̂•〉 · [κ∗P ⊕M•]

[M•] ∗ [κP ] = t〈M̂•,P̂ 〉 · [κP ⊕M•], [M•] ∗ [κ∗P ] = t−〈M̂•,P̂ 〉 · [κ∗P ⊕M•].

Proof. Since κp and κ∗P are acyclic complexes we know by Corollary 2.21
that they are homotopy equivalent to the zero complex and it follows from
Lemma 2.23 that Ext1

CZ2
(A)(κP ,M•), Ext1

CZ2
(A)(κ

∗
P ,M•), Ext1

CZ2
(A)(M•, κP ),

and Ext1
CZ2

(A)(M•, κ
∗
P ) are all trivial. Now all morphisms ψ• : κP →M• and

ϕ• : κ∗P →M• have the form:

P
1 //

ψ0

��

P

ψ1=d0◦ψ0

��

0
oo P

ϕ0=d1◦ϕ1

��

0 // P
1

oo

ϕ1

��
M0

d0 //M1
d1

oo M0

d0 //M1.
d1

oo
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Hence we have HomCZ2
(A)(κP ,M•) ∼= HomA(P,M0) and HomCZ2

(A)(κ
∗
P ,M•)

∼= HomA(P,M1). Moreover all morphisms ξ• : M• → κP and ζ• : M• → κ∗P
have the form:

M0

d0 //

ξ0=ξ1◦d0

��

M1

ξ1
��

d1

oo M0

ζ0
��

d0 //M1
d1

oo

ζ1=ζ0◦d1

��
P

1 // P
0

oo P
0 // P.
1

oo

Hence we have HomCZ2
(A)(M•, κP ) ∼= HomA(M1, P ) and HomCZ2

(A)(M•, κ
∗
P )

∼= HomA(M0, P ). Now taking Remark 3.4 into account we can calculate:

[κP ] ∗ [M•] = t〈P̂ ,M̂0〉+〈P̂ ,M̂1〉 · |HomCZ2
(A)(κP ,M•)|−1 · [κP ⊕M•]

= t〈P̂ ,M̂0〉+〈P̂ ,M̂1〉 · q− dimk HomA(P,M0) · [κP ⊕M•]

= t〈P̂ ,M̂0〉+〈P̂ ,M̂1〉 · t−2〈P̂ ,M̂0〉 · [κP ⊕M•]

= t−〈P̂ ,M̂•〉 · [κP ⊕M•].

All other equalities follow analogously.

Corollary 3.15. For P,Q ∈ P and M• ∈ CZ2(P) there are the following
identities in Htw(CZ2(P)):

[κP ] ∗ [M•] = t−(P̂ ,M̂•) · [M•] ∗ [κP ] (6)

[κ∗P ] ∗ [M•] = t(P̂ ,M̂•) · [M•] ∗ [κ∗P ] (7)

[κP ] ∗ [κQ] = [κP ⊕ κQ] (8)

[κ∗P ] ∗ [κ∗Q] = [κ∗P ⊕ κ∗Q] (9)

[κ∗P ] ∗ [κQ] = [κQ] ∗ [κ∗P ] = [κ∗P ⊕ κQ]. (10)

Proof. Equation (6) and (7) follow immediately from Lemma 3.14. For (8)-
(10) note that for A ∈ P we have that κ̂A = Â− Â = 0 ∈ K(A) and hence
〈Â,−〉 = 〈−, Â〉 = 0.
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3.7 The Localized Hall Algebra

As mentioned above we want that the objects [κP ] and [κ∗P ] in Htw(CZ2(P))
correspond to the elements Ki and K

−1
i in the quantum enveloping algebra.

In order to make them invertible we want to localize Htw(CZ2(P)) at the
following set:

De�nition 3.16. De�ne S to be the vector subspace of Htw(CZ2(P)) gen-
erated by elements in {[M•] ∈ CZ2(P) | H∗(M•) = 0}.

Remark 3.17. Note that S is a multiplicative closed subset of Htw(CZ2(P)).
This follows immediately from Lemma 2.20 and Lemma 3.14.

Observe that Htw(CZ2(P)) is a non commutative algebra in general. To
obtain a well-de�ned localization we have to check the Ore Condition.

Lemma 3.18. S satis�es the right Ore Condition, i.e. for generators [N•] ∈
S and [M•] ∈ Htw(CZ2(P)) the intersection ([M•]∗S)∩ ([N•]∗Htw(CZ2(P)))
is non empty.

Proof. Let [N•] ∈ S and [M•] ∈ Htw(CZ2(P)). By Lemma 2.20 we have
[N•] = [κP ⊕κ∗Q] for some P,Q ∈ P. Now we use Corollary 3.15 to calculate:

[M•] ∗ [κP ⊕ κ∗Q]︸ ︷︷ ︸
∈S

= [M•] ∗ [κP ] ∗ [κ∗Q]

= [κP ] ∗ (t(P̂ ,M̂•) · [M•]) ∗ [κ∗Q]

= [κP ] ∗ [κ∗Q] ∗ (t(P̂ ,M̂•)−(Q̂,M̂•) · [M•])

= [κP ⊕ κ∗Q] ∗ (t(P̂ ,M̂•)−(Q̂,M̂•) · [M•])

= [N•] ∗ (t(P̂ ,M̂•)−(Q̂,M̂•) · [M•])︸ ︷︷ ︸
∈Htw(CZ2

(P))

.

De�nition 3.19. De�ne the localized Hall algebra DH(A) as the twisted
Hall algebra Htw(CZ2(P)) localized at S:

DH(A) = Htw(CZ2(P))[[M•]
−1 : H∗(M•) = 0].

Since S satis�es the right Ore condition this is a well-de�ned localization.
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De�nition 3.20. De�ne the reduced localized Hall algebra DHred(A) by
taking DH(A) and setting [M•] = 1 whenever M• is an acyclic complex,
invariant under the shift functor, in formulas:

DHred(A) = DH(A)/([M•]− 1: H∗(M•) = 0, M• ∼= M∗• ).

Remark 3.21. Setting [M•] = 1 for acyclic complexes M•, invariant under
the shift functor, is the same as setting [κP ] ∗ [κ∗P ] = 1 for all P ∈ P:
Let M• be such a complex. Then by Lemma 2.20 there are objects P,Q ∈ P
such that [M•] = [κP ⊕κ∗Q]. But sinceM• is invariant under ∗ it follows that
P ∼= Q and by taking Corollary 3.15 into account we have [M•] = [κP ⊕ κ∗P ]
and [κP ⊕ κ∗P ] = [κP ] ∗ [κ∗P ]. On the other hand every complex κP ⊕ κ∗P is
already acyclic and invariant under ∗.
In particular if we set [M•] = 1 for all acyclic complexes invariant under ∗,
this already forces κP to be invertible so we have

DHred(A) = Htw(CZ2(P))/([M•]− 1: H∗(M•) = 0, M• ∼= M∗• ).

Example 3.22. Consider the category of �nite dimensional vector spaces
Vectk = Repk(A1). We want to �nd a basis of DHred(Vectk). Note that all
elements in Vectk are projective. Let

M• = M0

d0 //M1
d1

oo , M0,M1 ∈ Vectk,

be any element in Htw(CZ2(Vectk). Now choose vector space complements
K0 and K1 of ker(d0) in M0 and of ker(d1) in M1 respectively.
Since im(d0) ⊆ ker(d1) and im(d1) ⊆ ker(d0) we have that M• decomposes
as follows:

M• = (M0

d0 //M1)
d1

oo = (ker(d0)⊕K0

0⊕(d0|K0
)
// K1 ⊕ ker(d1))

(d1|K1
)⊕0

oo

= (ker(d0)
0 // K1)

d1|K1

oo ⊕ (K0

d0|K0 // ker(d1))
0

oo .

Now choose vector space complements C0 and C1 of d1(K1) in ker(d0) and
of d0(K0) in ker(d1) respectively. Then

(ker(d0)
0 // K1)

d1|K1

oo ⊕ (K0

d0|K0 // ker(d1))
0

oo
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= (C0
0 // 0)
0
oo ⊕ (d1(K1)

0 // K1)
d1|K1

oo ⊕ (0
0 // C1)
0

oo ⊕ (K0

d0|K0 // d0(K0))
0

oo

= (C0
0 // C1)
0
oo ⊕ (d1(K1)

0 // K1)
d1|K1

oo ⊕ (K0

d0|K0 // d0(K0))
0

oo .

Since the maps di|Ki : Ki → di(Ki) are isomorphisms for i = 1, 2, it follows
with Lemma 3.14 that

[M•] = [ (C0
0 // C1)
0
oo ⊕ κK0 ⊕ κ∗K1

]

= tn · [ (C0
0 // C1)
0
oo ] ∗ [κK0 ⊕ κ∗K1

]

for some n ∈ Z. For every vector space A we have that A ∼= kdimk(A). Thus
the set

{ [ (kn0
0 // kn1)
0
oo ] ∗ [κknP ⊕ κ∗knQ ] | n0, n1, nP , nQ ∈ N }

forms a basis of Htw(CZ2(Vectk). Now consider a basis element

[ (kn0
0 // kn1)
0
oo ] ∗ [κknP ⊕ κ∗knQ ]

and assume that nQ ≤ nP . Then by using Corollary 3.15 we have the
following equation in DHred(Vectk):

[κknP ⊕ κ∗knQ ] = [κ
k

(nP−nQ) ⊕ κknQ ⊕ κ∗knQ ]

= [κ
k

(nP−nQ) ] ∗ [κknQ ⊕ κ∗knQ ]︸ ︷︷ ︸
acyclic and invariant under ∗

= [κ
k

(nP−nQ) ].

On the other hand if we assume that nP ≤ nQ we obtain

[κknP ⊕ κ∗knQ ] = [κknP ⊕ κ∗knP ⊕ κ∗k(nQ−nP ) ]

= [κknP ⊕ κ∗knP ] ∗ [κ∗
k

(nQ−nP ) ] = [κ∗
k

(nQ−nP ) ] in DHred(Vectk).

Hence again by using Lemma 3.14 we can state the following lemma:
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Lemma 3.23. A basis of DHred(Vectk) is given by elements

[ (kn0
0 // kn1)
0
oo ⊕ κknP ] and [ (kn0

0 // kn1)
0
oo ⊕ κ∗knQ ]

for n0, n1, nP , nQ ∈ N.
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4 The Hereditary Case

In order to show our main theorem (Theorem 4.37) we now restrict to cat-
egories with properties similar to those of Repk(Q). Thus from now on we
assume that A also satis�es the assumptions (Ass3)-(Ass4) of Setup 2.6. The
main reference is again [Bri13]. We start by showing that there is a direct
sum decomposition of elements in CZ2(A) which yields a basis of DH(A)
later on. Using (Ass3) we see that every object A ∈ A has a projective
resolution of lenght 1 which de�nes a corresponding element EA ∈ DH(A).
By using results from the theory of derived categories it turns out that the
assignments

I+ : Htw(A)→ DH(A), I− : Htw(A)→ DH(A)

[A] 7→ EA [A] 7→ FA = E∗A

de�ne injective morphisms of rings. Moreover we use (Ass4) and the descrip-
tion of a basis of DH(A) to show that the assignment a⊗ b 7→ I+(a) ∗ I−(b)
de�nes an isomorphism of vector spaces. We even obtain an isomorphism

Htw(A)⊗C C[K(A)]⊗C Htw(A) −→ DHred(A).

At this point we set A = Repk(Q) and consider the corresponding quantum
enveloping algebra Ut(g) specialized at t = +

√
q. We use its triangular

decomposition and Ringel's Theorem to de�ne an embedding of vector spaces

Ut(g) −→ Htw(A)⊗C C[K(A)]⊗C Htw(A) −→ DHred(A).

Knowing that I+ and I− are already morphisms of rings we check all de�ning
relations of Ut(g) and obtain that this composition is already a morphism of
C-algebras. This is the main theorem of this thesis.

4.1 Minimal Projective Resolutions

The condition that A is hereditary implies that all subobjects of projective
objects are again projective. Since A has enough projectives every object A
has a projective resolution of the form

0 −−→ P
f−−→ Q

g−−→ A −−→ 0 (11)

with P ∼= ker(g). Condition (Ass1) ensures that A is a Krull-Schmidt cate-
gory so we can decompose P and Q into �nite direct sums of indecomposable
objects P =

⊕
i∈I Pi, Q =

⊕
j∈J Qj . Hence we may write f = (fi,j)i∈I,j∈J

in matrix form for certain morphisms fi,j : Pi → Qj .

De�nition 4.1. Let A ∈ A a resolution (11) is then called minimal if none
of the morphisms fi,j is an isomorphism.
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Lemma 4.2. Any resolution (11) is isomorphic to a resolution of the form

0 −−→ R⊕ P ′ 1⊕f ′−−−→ R⊕Q′ 0⊕g′−−−→ A −−→ 0

with R ∈ P, and some minimal resolution

0 −−→ P ′
f ′−−→ Q′

g′−−→ A −−→ 0.

Proof. Suppose (11) is not minimal then some fi,j is an isomorphism. With-
out loss of generality we can assume that Pi = Qj and fi,j = id. Set
R = Pi = Qj , P

′ = P/Pi, and Q
′ = Q/Qj . Now the short exact sequence of

complexes

R
1 //

��

R

��
P

f //

��

Q

��
P ′

f ′ // Q′

splits and by choosing the correct split we have f = 1 ⊕ f ′. Hence (11) is
isomorphic to

0 −−→ R⊕ P ′ 1⊕f ′−−−→ R⊕Q′ 0⊕g′−−−→ A −−→ 0.

Now we can repeat this process. It terminates because the sets I and J are
�nite.

4.2 Direct Sum Decomposition

We want to generalize the decomposition given in Example 3.22. To do
this we have to de�ne the occuring components for an arbitrary category A
satisfying (Ass1)-(Ass4).

De�nition 4.3. Given A ∈ A choose a minimal projective resolution (11)
and de�ne CA ∈ Iso(CZ2(P)) as follows:

CA = [Q
0 // P ].
f

oo (12)

Remark 4.4. Note that CA is well-de�ned by Lemma 4.2 but P , Q, and
f are only unique up to isomorphism. By an abuse of notation we will also

denote a representative in [Q
0 // P ]
f
oo by CA.
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De�nition 4.5. Let α ∈ K(A). Then by Lemma 2.4 there are projective
objects P,Q ∈ P with α = P̂ − Q̂. De�ne:

Kα = [κ∗P ] ∗ [κ∗Q]−1.

To see that Kα is well-de�ned we prove the following lemma.

Lemma 4.6. The map

Λ: K(A)→ DH(A)×

α 7→ [κ∗P ] ∗ [κ∗Q]−1 for α = P̂ − Q̂

is a well-de�ned morphism of groups.

Proof. De�ne a map

ξ : Iso(A)→ DH(A)

[A] 7→ [κ∗P ] ∗ [κ∗Q]−1

where

0 // Q // P // A // 0

is a projective resolution of A. This assignment is independent of the chosen
resolution: By Lemma 4.2 there exists a minimal projective resolution

0 // Q′ // P ′ // A // 0

and an object R ∈ A such that Q ∼= Q′⊕R and P ∼= P ′⊕R. Thus we obtain
by Corollary 3.15 that

[κ∗P ] ∗ [κ∗Q]−1 = [κ∗P ′⊕R] ∗ [κ∗Q′⊕R]−1

= [κ∗P ′ ] ∗ [κ∗R] ∗ [κ∗R]−1 ∗ [κ∗Q′ ]
−1 = [κ∗P ′ ] ∗ [κ∗Q′ ]

−1.

Since two minimal resolutions are isomorphic we can conclude that ξ is well-
de�ned. Now consider a short exact sequence

0 // A
f // B

g // C // 0

and projective resolutions

0 // QA // PA
pA // A // 0 ,

0 // QC // PC
pC // C // 0 .
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Since g is an epimorphism and PC is a projective object there exists a mor-
phism p∗C : PC → B such that g ◦ p∗C = pC . We obtain the following commu-
tative diagram:

QA

��

QC

��
PA

pA
�� f◦pA

((

// PA ⊕ PC
ζ
��

PCoo

pC
��p∗Cvv

A
f

// B g
// C

where ζ = (f ◦ pA)⊕ p∗C is an epimorphism. De�ne p̄∗C : PC → B/f(A) and
observe that

ker(ζ) ∼= ker(f ◦ pA)⊕ ker(p̄∗C) = ker(pA)⊕ ker(p̄∗C).

On the other hand we have that

QC ∼= ker(pC) = ker(g ◦ p∗C) = ker(p̄∗C)

and it follows that ker(ζ) ∼= QA ⊕QC . Hence by taking Corollory 3.15 into
account we have that

ξ([B]) = [κ∗PA⊕PC ] ∗ [κ∗QA⊕QC ]−1 = [κ∗PA ] ∗ [κ∗PC ] ∗ [κ∗QA ]−1 ∗ [κ∗QC ]−1

= [κ∗PA ] ∗ [κ∗QA ]−1 ∗ [κ∗PC ] ∗ [κ∗QC ]−1 = ξ([A]) ∗ ξ([C]).

This proves that Λ is well-de�ned.

Remark 4.7. There are some simple but useful identities:

KP̂ = [κ∗P ] = [κP ]−1 = K−1

−P̂
∈ DHred(A)

K ˆP⊕Q = [κ∗P ⊕ κ∗Q] ∈ DH(A)

ĈA = Q̂− P̂ = Â ∈ K(A)

with P,Q and A as above.

Lemma 4.8. Every object M• ∈ CZ2(P) has a direct sum decomposition

M• = CA ⊕ C∗B ⊕ κP ⊕ κ∗Q
with objects A,B ∈ A and P,Q ∈ P uniquely determined up to isomorphism.
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Proof. Because A is a Krull-Schmidt category we can assume that

M• = (M0

d0 //M1)
d1

oo

is already indecomposable. Consider the short exact sequences

0 −−→ ker d0
j−−→M0

p0−−→ im(d0) −−→ 0

0 −−→ ker d1
i1−−→M1

q−−→ im(d1) −−→ 0.

Since A is hereditary, all objects in these sequences are projective and thus
we get two splits

i0 : im(d0)→M0, p1 : M1 → ker(d1)

with p0 ◦ i0 = id and p1 ◦ i1 = id. Set

N• = (im(d0)
m // ker(d1)),
0

oo

where m is the obvious inclusion. Now i• and p• de�ne morphisms of com-
plexes

M0

d0 //

p0

��

M1
d1

oo

p1

��

M0

d0 //M1
d1

oo

N0
m // N1
0

oo N0
m //

i0

OO

N1
0

oo

i1

OO

and moreover i• : N• → M• de�nes a split of the short exact sequence of
complexes

0 −−→ ker p• −−→M•
p•−−→ N• −−→ 0.

Hence we have that M• ∼= N• ⊕ ker(p•) and since M• is indecomposable we
can conclude that either

ker(d1) = im(d0) = 0 or ker(d0) = im(d1) = 0. (13)

We assume that the �rst one holds, so d0 = 0 and d1 is mono. Then

0 −−→M1
d1−−→M0 −−→ H0(M•) −−→ 0 (14)

is a projective resolution of H0(M•). If it is minimal we haveM• = CH0(M•).
Now suppose it is not minimal then by Lemma 4.2 there exists a minimal
resolution (11) and R � 0 such that (14) is isomorphic to

0 −−→ R⊕ P 1⊕f−−→ R⊕Q 0⊕g−−→ H0(M•) −−→ 0.
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But then it follows that

M• ∼= (R
0 // R)
1
oo ⊕ (Q

0 // P ),
f

oo

and sinceM• is indecomposable and R � 0 we get P ∼= Q ∼= 0 andM• ∼= κ∗R.
If the second case in (13) holds we have that d0 is mono and d1 = 0 and we
obtain that M• is either C

∗
H0(M•)

or κR.

4.3 The Root Category

De�nition 4.9. De�ne Db(A) the (Z-graded) bounded derived category of
A to be its bounded homotopy category HobZ(A) localized at the morphism
set of quasi-isomorphisms.

De�nition 4.10. For i ∈ Z de�ne the shift functor [i] on Db(A) as follows:

// Aj

fj
��

dAj // Aj+1

fj+1

��

// // Aj+i

fj+i
��

(−1)idAj+i// Aj+i+1

fj+i+1

��

//

// Bj
dBj

// Bj+1
//

� [i] //

// Bj+i
(−1)idBj+i

// Bj+i+1
//

for a morphism f• : A• → B• in Db(A).

De�nition 4.11. Let R(A) = Db(A)/[2] be the root category of A. This
has the same objects as Db(A), but the morphisms are given by

HomR(A)(X,Y ) =
⊕
i∈Z

HomDb(A)(X,Y [2i]).

Theorem 4.12. The category Db(A) is equivalent to the bounded homotopy
category HobZ(P) of projectives.

Proof. See appendix 6.1.

In particular R(A) is well de�ned as the orbit category of HobZ(P), i.e.
R(A) = HobZ(P)/[2].

Lemma 4.13. There is a fully faithful functor

F : R(A)→ HobZ2
(P)

sending a Z-graded complex (Pi)i∈Z of projectives to the Z2-graded complex

⊕
i∈Z

P2i

⊕
i d2i //⊕

i∈Z
P2i+1.⊕

i d2i+1

oo
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Proof. Consider a morphism f•:

⊕
i∈Z

P2i

f0

��

⊕
i d
P
2i //⊕

i∈Z
P2i+1

f1

��

⊕
i d
P
2i+1

oo

⊕
i∈Z

Q2i

⊕
i d
Q
2i //⊕

i∈Z
Q2i+1.⊕

i d
Q
2i+1

oo

Then we can write f1 = (f2k,2l)k,l and f2 = (f2k+1,2l+1)k,l with fi,j : Pi → Qj .
Since f• is a morphism of complexes the following diagram commutes for all
k, l ∈ Z:

. . . // P2k

f2k,2l

��

dP2k // P2k+1

f2k+1,2l+1

��

dP2k+1 // P2k+2

f2k+2,2l+2

��

// . . .

. . . // Q2k
dQ2k

// Q2k+1
dQ2k+1

// Q2k+2
// . . .

This shows exactly that f•,2i+• is a morphism of complexes from P• to Q•[2i]
for all i ∈ Z. Thus (f•,2i+•)i∈Z is a preimage of f• under F .
On the other hand suppose that f• = F ((f•,2i+•)i∈Z) = F ((g•,2i+•)i∈Z) = g•
in HobZ2

(P), i.e. there are maps h0 = (h2k,2l+1)k,l and h1 = (h2k−1,2l)k,l such
that

f0 − g0 = (
⊕
i

dQ2i+1) ◦ h0 + h1 ◦ (
⊕
i

dP2i)

and
f1 − g1 = (

⊕
i

dQ2i) ◦ h1 + h0 ◦ (
⊕
i

dP2i+1).

But this is exactly the condition that f•,2i+• is homotopic to g•,2i+• via
h•,2i+1+• and thus (f•,2i+•)i∈Z = (g•,2i+•)i∈Z in R(A).

Notation 4.14. For X ∈ A let X• ∈ D(A) denote the complex with

Xi =

{
X, if i = 0,

0, if i 6= 0.

Lemma 4.15. Given X,Y ∈ A and i ∈ Z we have

HomD(A)(X•, Y•[i]) = ExtiA(X,Y ).

Proof. See appendix 6.2.
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4.4 Embedding of H(A) into DH(A)

De�nition 4.16. For A ∈ A de�ne

EA = t〈P̂ ,Â〉 ·K−P̂ ∗ [CA] ∈ DH(A). (15)

Remark 4.17. In DHred(A) the following equation holds:

EA = t〈P̂ ,Â〉 ·K−P̂ ∗ [CA] = [κP ⊕ CA].

This follows from Lemma 3.14 and the fact that K−P̂ = [κP ] ∈ DHred(A)

and ĈA = Q̂− P̂ = Â ∈ K(A).

Remark 4.18. Note that (15) is independent of the chosen resolution of A.
Suppose we take a di�erent, not necessarily minimal, projective resolution.
By Lemma 4.2 there exists an R ∈ P such that this resolution is isomorphic
to

0 −−→ R⊕ P 1⊕f−−→ R⊕Q 0⊕g−−→ A −−→ 0.

But then, by Lemma 3.14, we get

t〈
ˆP⊕R,Â〉 ·K− ˆP⊕R ∗ [κ∗R ⊕ CA] = t〈P̂ ,Â〉 ·K−P̂ ∗ [CA].

Corollary 4.19. For A1, A2 ∈ A there are identities:

Ext1
CZ2

(A)(CA1 , CA2) ∼= Ext1
A(A1, A2)

Ext1
CZ2

(A)(CA1 , C
∗
A2

) ∼= HomA(A1, A2).

Proof. Note that CA2 [−1] = CA2 [1] = C∗A2
, then by Lemma 2.23 we have for

i ∈ {−1, 0}

Ext1
CZ2

(A)(CA1 , CA2 [i]) ∼= HomHoZ2
(A)(CA1 , CA2 [i+ 1])

and by Lemma 4.13

HomHoZ2
(A)(CA1 , CA2 [i+ 1])

= HomR(A)(CA1 , CA2 [i+ 1])

= HomD(A)(CA1 , CA2 [i+ 1]).

Now by Lemma 4.15 we obtain

HomD(A)(CA1 , CA2 [i+ 1]) = HomD(A)((A1)•, (A2)•[i+ 1]) ∼= Exti+1
A (A1, A2)

since CAj is quasi-isomorphic to (Aj)• and C
∗
Aj

is quasi-isomorphic to (Aj)•[1].
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Lemma 4.20. For A1, A2 ∈ A there is a short exact sequence

0→ HomA(Q1, P2)
ζ−→ HomCZ2

(A)(CA1 , CA2)
ξ−→ HomA(A1, A2)→ 0.

Proof. Assume without loss of generality that f1 and f2 are inclusions and
de�ne ζ and ξ as follows:

CA1
= (Q1

0 //

h

!!

ζ(h)0=f2◦h

��

P1)
f1

oo

ζ(h)1=h◦f1

��

A1
∼= Q1/P1

ξ(ψ•)=ψ̄0

��

Q1

ψ0

��

g1oo 0 // P1

ψ1

��

f1

oo

CA2
= (Q2

0 // P2),
f2

oo A2
∼= Q2/P2 Q2g2

oo 0 // P2.
f2

oo

Now suppose ζ(h) = 0 then we have 0 = ζ(h)0 = f2 ◦h and since f2 is mono
we get h = 0. Hence ζ is injective.
On the other hand consider morphisms from A1

∼= Q1/P1 to A2
∼= Q2/P2.

These are exactly those morphisms ψ : Q1 → Q2 which send P1 to P2. But
then ψ• with ψ0 = ψ and ψ1 = ψ|P1 de�nes a morphism from CA1 to CA2 .
Hence ξ is surjective.
So �nally suppose that ξ(ψ•) = 0. This is equivalent to the fact that ψ0

factors through P2 like ψ0 = f2 ◦ h for some h : Q1 → P2. But this shows
exactly that ψ• = ζ(h). Hence ker(ξ) = im(ζ) and thus the sequence is
exact.

Theorem 4.21. There is an injective morphism of C-algebras

I+ : Htw(A) ↪→ DH(A), [A] 7→ EA.

Proof. We �rst check that I+ is a morphism of rings: For A1, A2 ∈ A de�ne
objects CA1 , CA2 ∈ C(P) as above. Then by Corollary 3.15 and Remark 4.7

EA1 ∗ EA2 = t〈P̂1,Â1〉+〈P̂2,Â2〉 ·K−P̂1
∗ [CA1 ] ∗K−P̂2

∗ [CA2 ]

= t(P̂2,Â1)+〈P̂1,Â1〉+〈P̂2,Â2〉 ·K−(P̂1+P̂2) ∗ [CA1 ] ∗ [CA2 ].

Set n = (P̂2, Â1) + 〈P̂1, Â1〉+ 〈P̂2, Â2〉. We claim that any extension of CA1

by CA2 is a complex CA3 where A3 is the corresponding extension of A1 by
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A2. So consider the following diagram:

CA2
= (Q2

0 //

i
��

P2)
f2

oo

i
��

(Q1 ⊕Q2
v //

p

��

P1 ⊕ P2)
u
oo

p

��
CA1

= (Q1
0 // P1).
f1

oo

If it is commutative then u is of the form

u =

(
f1 0
s f2

)
and since f1 and f2 are mono so is u. But then u ◦ v = 0 implies that v = 0
and this proves the claim.
Now by Lemma 4.20 we have that

|HomCZ2
(A)(CA1 , CA2)| = |HomA(A1, A2)| · |HomA(Q1, P2)|

= |HomA(A1, A2)| · t2〈Q̂1,P̂2〉.

By putting all this together and taking Corollary 4.19 into account we get:

EA1 ∗ EA2 = tn ·K−(P̂1+P̂2) ∗ [CA1 ] ∗ [CA2 ]

= tn+〈Q̂1,Q̂2〉+〈P̂1,P̂2〉·K−(P̂1+P̂2)∗
∑

[CA3
]∈Iso(CZ2

(P))

|Ext1
CZ2

(A)(CA1 , CA2)|
|HomCZ2

(A)(CA1 , CA2)|
·[CA3 ]

= tn+〈Q̂1,Q̂2〉+〈P̂1,P̂2〉−2〈Q̂1,P̂2〉 ·K−(P̂1+P̂2) ∗
∑

[A3]∈Iso(A)

|Ext1
A(A1, A2)|

|HomA(A1, A2)|
· [CA3 ]

= tn+〈Q̂1,Q̂2〉+〈P̂1,P̂2〉−2〈Q̂1,P̂2〉−〈P̂1+P̂2,Â3〉 ·
∑

[A3]∈Iso(A)

|Ext1
A(A1, A2)|

|HomA(A1, A2)|
· EA3

!
= t〈Â1,Â2〉 ·

∑
[A3]∈Iso(A)

|Ext1
A(A1, A2)|

|HomA(A1, A2)|
· EA3 (16)
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= I+

t〈Â1,Â2〉 ·
∑

[A3]∈Iso(A)

|Ext1
A(A1, A2)|

|HomA(A1, A2)|
· [A3]


= I+([A1] ∗ [A2]).

So it is left to show that equation (16) holds and thus we have to compute
the power of t. Note that Âi = Q̂i − P̂i ∈ K(A):

n+ 〈Q̂1, Q̂2〉+ 〈P̂1, P̂2〉 − 2〈Q̂1, P̂2〉 − 〈P̂1 + P̂2, Â3〉

= (P̂2, Â1) + 〈P̂1, Â1〉+ 〈P̂2, Â2〉+ 〈Q̂1, Q̂2〉+ 〈P̂1, P̂2〉 − 2〈Q̂1, P̂2〉

−〈P̂1 + P̂2, Â1 + Â2〉

= 〈P̂2, Â1〉+ 〈Â1, P̂2〉+ 〈P̂1, Â1〉+ 〈P̂2, Â2〉+ 〈Q̂1, Q̂2〉+ 〈P̂1, P̂2〉 − 2〈Q̂1, P̂2〉

−〈P̂1, Â1〉 − 〈P̂1, Â2〉 − 〈P̂2, Â1〉 − 〈P̂2, Â2〉

= 〈Â1, P̂2〉+ 〈Q̂1, Q̂2〉+ 〈P̂1, P̂2〉 − 2〈Q̂1, P̂2〉 − 〈P̂1, Â2〉

= 〈Q̂1 − P̂1, P̂2〉+ 〈Q̂1, Q̂2〉+ 〈P̂1, P̂2〉 − 2〈Q̂1, P̂2〉 − 〈P̂1, Q̂2 − P̂2〉

= 〈Q̂1, P̂2〉 − 〈P̂1, P̂2〉+ 〈Q̂1, Q̂2〉+ 〈P̂1, P̂2〉 − 2〈Q̂1, P̂2〉 − 〈P̂1, Q̂2〉+ 〈P̂1, P̂2〉

= 〈Q̂1, Q̂2〉 − 〈Q̂1, P̂2〉 − 〈P̂1, Q̂2〉+ 〈P̂1, P̂2〉

= 〈Q̂1, Q̂2 − P̂2〉 − 〈P̂1, Q̂2 − P̂2〉

= 〈Q̂1 − P̂1, Q̂2 − P̂2〉 = 〈Â1, Â2〉.

To show injectivity we de�ne a linear map

Q : DHred(A)→ Htw(A)

[M•] 7→ H0(M•)

and compute:
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Q(I+([A])) = Q(EA) = H0([κP ⊕ CA])

= H0([ P ⊕Q
1⊕0 // P ⊕ P
0⊕f
oo ]) = [Q/ Im(f)] = [A].

Remark 4.22. By composing I+ with the involution ∗ we obtain another
injective ring homomorphism

I− : Htw(A) ↪→ DH(A), [A] 7→ FA

where FA = E∗A.

Corollary 4.23. There is an embedding of algebras

Ie+ : Hetw(A) ↪→ DH(A)

mapping [A] to EA and Kα to Kα.

Proof. This follows immediately from Theorem 4.21 and the fact that Corol-
lary 3.15 shows that the relations (4) hold in DH(A).

Remark 4.24. Again by composing Ie+ with ∗ we obtain another embedding
of algebras

Ie− : Hetw(A) ↪→ DH(A)

sending [A] to FA and Kα to K∗α.

4.5 Quantum Enveloping Algebra

Let Γ be a �nite graph with vertices {1, . . . , n}. Let nij be the number of
edges connecting i and j. Assume that nii = 0 for all i. Let aij = 2δij − nij .
Now (aij)ij is a symmetric generalised Cartan matrix with corresponding
Kac-Moody Lie algebra g.

De�nition 4.25. De�ne the quantum enveloping algebra Uv(g) as an asso-
ciative algebra over Q(v), the rational functions in v, generated by symbols
Ei, Fi,Ki,K

−1
i with respect to the following relations:

Ki ∗K−1
i = K−1

i ∗Ki = 1, [Ki,Kj ] = 0, (17)

Ki ∗ Ej = vaij · Ej ∗Ki, Ki ∗ Fj = v−aij · Fj ∗Ki, (18)
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[Ei, Fi] =
Ki −K−1

i

v − v−1
, [Ei, Fj ] = 0 for i 6= j, (19)

and the quantum Serre relations:

1−aij∑
n=0

(−1)n
[
1− aij
n

]
· Eni ∗ Ej ∗ E

1−aij−n
i = 0 for i 6= j, (20)

1−aij∑
n=0

(−1)n
[
1− aij
n

]
· Fni ∗ Fj ∗ F

1−aij−n
i = 0 for i 6= j, (21)

where the coe�cients[
n
k

]
=

[n]!

[k]! · [n− k]!
, [n]! =

n∏
i=1

[i], [n] =
tn − t−n

t− t−1
,

are quantum binomials.

De�nition 4.26. De�ne subalgebras

Uv(n
+), Uv(h), Uv(n

−) ⊂ Uv(g)

generated by the Ei, the K
±
i , and the Fi respectively. Moreover de�ne

Uv(b
+), Uv(b

−) ⊂ Uv(g)

generated by Ei,K
±
i and Fi,K

±
i respectively.

Lemma 4.27. The multiplication map

Uv(n
+)⊗C Uv(h)⊗C Uv(n−)→ Uv(g)

is an isomorphism of vector spaces.

Proof. See [Lus10, Corollary 3.2.5].

4.6 Ringel's Theorem

Let Q be a �nite quiver without oriented cycles and Γ its underlying graph.
Let Ut(g) be the quantum enveloping algebra corresponding to the Cartan
matrix of Γ but specialized at t = +

√
q (i.e. the same elements and relations

as Uv(g) but evaluated at v = t).
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Theorem 4.28. There are injective morphisms of C-algebras

R : Ut(n
+) ↪→ Htw(Repk(Q))

Re : Ut(b
+) ↪→ Htw(Repk(Q))

de�ned by

R(Ei) = Re(Ei) =
[Si]

q − 1
, Re(Ki) = KŜi

.

These maps are isomorphisms precisely if the underlying graph of Q is a
simply-laced Dynkin diagram.

Proof. See [Sch06, Theorem 3.16].

4.7 Relations

Recall that FA = E∗A and EA = t〈P̂ ,Â〉 ·K−P̂ ∗ [CA]. We now want to show
that the relations between the Ei's and the Fj 's in the de�nition of the
quantum enveloping algebra also hold in DH(A) for the EA's and the FB's
respectively.

Lemma 4.29. Suppose A1, A2 ∈ A satisfy

HomA(A1, A2) = 0 = HomA(A2, A1)

then [EA1 , FA2 ] = 0.

Proof. Note that ψ• ∈ HomCZ2
(A)(CA1 , C

∗
A2

) is of the form

Q1
0 //

0
��

P1
f1

oo

ψ1

��
P2

f2 // Q2
0

oo

and thus we have

HomCZ2
(A)(CA1 , C

∗
A2

) = HomA(P1, Q2). (22)

Moreover it follows from Corollary 4.19 that

Ext1
CZ2

(A)(CA1 , C
∗
A2

) ∼= HomA(A1, A2) = 0.

Then by Corollary 3.15 and Remark 4.7 we have

EA1 ∗ FA2 = t〈P̂1,Â1〉+〈P̂2,Â2〉 ·K−P̂1
∗ [CA1 ] ∗K∗−P̂2

∗ [C∗A2
]
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= t〈P̂1,Â1〉+〈P̂2,Â2〉−(P̂2,Â1) ·K−P̂1
∗K∗−P̂2

∗ [CA1 ] ∗ [C∗A2
] (23)

= t〈P̂1,Â1〉+〈P̂2,Â2〉−(P̂2,Â1)+〈P̂1,Q̂2〉+〈Q̂1,P̂2〉 ·K−P̂1
∗K∗−P̂2

∗
[CA1 ⊕ C∗A2

]

|HomA(P1, Q2)|

= t〈P̂1,Â1〉+〈P̂2,Â2〉−(P̂2,Â1)+〈P̂1,Q̂2〉+〈Q̂1,P̂2〉 ·K−P̂1
∗K∗−P̂2

∗
[CA1 ⊕ C∗A2

]

t2〈P̂1,Q̂2〉

= t〈P̂1,Â1〉+〈P̂2,Â2〉−(P̂2,Â1)−〈P̂1,Q̂2〉+〈Q̂1,P̂2〉 ·K−P̂1
∗K∗−P̂2

∗ [CA1 ⊕ C∗A2
].

Note that Âi = Q̂i − P̂i then the total power of t can be rewritten as

〈P̂1, Â1〉+ 〈P̂2, Â2〉 − (P̂2, Â1)− 〈P̂1, Q̂2〉+ 〈Q̂1, P̂2〉

= 〈P̂1, Â1〉+ 〈P̂2, Â2〉 − 〈P̂2, Â1〉 − 〈Â1, P̂2〉 − 〈P̂1, Q̂2〉+ 〈Q̂1, P̂2〉

= 〈P̂1, Â1〉+ 〈P̂2, Â2〉 − 〈P̂2, Â1〉 − 〈Q̂1 − P̂1, P̂2〉 − 〈P̂1, Q̂2〉+ 〈Q̂1, P̂2〉

= 〈P̂1, Â1〉+ 〈P̂2, Â2〉 − 〈P̂2, Â1〉 − 〈Q̂1, P̂2〉+ 〈P̂1, P̂2〉 − 〈P̂1, Q̂2〉+ 〈Q̂1, P̂2〉

= 〈P̂1, Â1〉+ 〈P̂2, Â2〉 − 〈P̂2, Â1〉 − 〈P̂1, Q̂2 − P̂2〉

= 〈P̂1, Â1〉+ 〈P̂2, Â2〉 − 〈P̂2, Â1〉 − 〈P̂1, Â2〉

and this is invariant under exchanging the indices 1 and 2. Set

n = 〈P̂1, Â1〉+ 〈P̂2, Â2〉 − 〈P̂2, Â1〉 − 〈P̂1, Â2〉

then

FA2 ∗ EA1 = (EA2 ∗ FA1)∗ = tn ·K∗−P̂2
∗K−P̂1

∗ [CA2 ⊕ C∗A1
]∗

= tn ·K−P̂1
∗K∗−P̂2

∗ [CA1 ⊕ C∗A2
] = EA1 ∗ FA2 .
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Observe that the result of the following lemma looks quite di�erent from
relation (19). But in view of the de�nition of

R : Ut(g) ↪→ DHtw(Repk(Q))

in Theorem 4.37, this turns out to be exactly the relation we need.

Lemma 4.30. Suppose A ∈ A satis�es EndA(A) = k, then

[EA, FA] = (q − 1) · (K∗
Â
−KÂ).

Proof. It follows from Corollary 4.19 that

Ext1
CZ2

(A)(CA, C
∗
A) = HomA(A,A) = k.

Note that any endomorphism of A is either an isomorphism or zero. Now
any extension of CA by C∗A is isomorphic to an extension M• of the form:

P
f //

iP

��

Q
0

oo

iQ

��
P ⊕Q

dM0 =

f s0

0 0


//

πQ

��

Q⊕ P

πP

��

dM1 =

0 s1

0 f


oo

Q
0 // P.
f

oo

Since f is mono it follows from dM0 ◦ dM1 = 0 that s1 = 0. Now consider the
long exact sequence in cohomology of this extension:

H0(C∗A) = 0 // H0(M•) = ker(s0)/ im(f)
π∗Q // H0(CA) = A

ζ

��
H1(C∗A) = A

i∗Q

// H1(M•) = Q/ im([f s0]) // H1(CA) = 0.

Note that π∗Q is mono and i∗Q is epi. Since ζ ∈ HomA(A,A) = k is either an
isomorphism or zero it follows that π∗Q and i∗Q are either zero or isomorphisms
respectively. If they are isomorphisms it follows that s0 = 0 and hence
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M• = C∗A⊕CA is the trivial extension. If they are zero it follows that M• is
acyclic because π∗Q is mono and i∗Q is epi. Moreover it turns out that

ker(dM0 ) = ker(s0) = P, and ker(dM1 ) = Q

and by Lemma 2.20 we have M• = κQ ⊕ κ∗P . Thus by (22) and (23)

EA ∗ FA = t〈P̂ ,Â〉−〈Â,P̂ 〉 ·K−P̂ ∗K
∗
−P̂ ∗ [CA] ∗ [C∗A]

= t〈P̂ ,Â〉−〈Â,P̂ 〉+〈Q̂,P̂ 〉+〈P̂ ,Q̂〉 ·K−P̂ ∗K
∗
−P̂ ∗

[CA ⊕ C∗A] + (q − 1) · [κQ ⊕ κ∗P ]

t2〈P̂ ,Q̂〉
(24)

= t〈P̂ ,Â〉−〈Â,P̂ 〉+〈Q̂,P̂ 〉−〈P̂ ,Q̂〉 ·K−P̂ ∗K
∗
−P̂ ∗ ([CA ⊕ C∗A] + (q − 1) ·K∗

Q̂
∗KP̂ ).

Taking Â = Q̂− P̂ into account the total power of t is:

〈P̂ , Â〉 − 〈Â, P̂ 〉+ 〈Q̂, P̂ 〉 − 〈P̂ , Q̂〉 = 〈P̂ , Â− Q̂〉+ 〈Q̂− Â, P̂ 〉

= −〈P̂ , P̂ 〉+ 〈P̂ , P̂ 〉 = 0.

Applying ∗ gives:

FA ∗ EA = (EA ∗ FA)∗ = K∗−P̂ ∗K−P̂ ∗ ([C∗A ⊕ CA] + (q − 1) ·KQ̂ ∗K
∗
P̂

)

= K−P̂ ∗K
∗
−P̂ ∗ ([CA ⊕ C∗A] + (q − 1) ·KQ̂ ∗K

∗
P̂

).

So �nally we get

EA ∗ FA − FA ∗ EA = (q − 1) ·K−P̂ ∗K
∗
−P̂ ∗ (K∗

Q̂
∗KP̂ −KQ̂ ∗K

∗
P̂

)

= (q − 1) · (K∗
Q̂−P̂ −KQ̂−P̂ ) = (q − 1) · (K∗

Â
−KÂ).
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4.8 Decomposition Statements

Lemma 4.31. DH(A) has a basis

{ [CA ⊕ C∗B] ∗Kα ∗K∗β | [A], [B] ∈ Iso(A) and α, β ∈ K(A) }.

Proof. The basis of Htw(CZ2(P)) consists of isomorphism classes [M•] where
M• ∈ CZ2(P). To obtain a basis of DH(A) we have to take the inverses
of the isomorphism classes of acyclic complexes into account. Lemma 2.20
shows that every acyclic complex decomposes into a direct sum κP ⊕ κ∗Q for
two objects P,Q ∈ P. Now by Corollary 3.15 we know that

[κP ⊕ κ∗Q]−1 = [κP ]−1 ∗ [κ∗Q]−1.

Moreover we know from Lemma 3.14 that [κP ] and [κ∗Q] commute with other
elements [M•] ∈ Htw(CZ2(P)) up to some factors tn with n ∈ Z. So the
elements [κP ]−1 and [κ∗Q]−1 do in DH(A).
Altogether we obtain that a basis of DH(A) consists of elements

[M•] ∗ [κ∗Qα ]−1 ∗ [κQβ ]−1

whereM• ∈ CZ2(P) and Qα, Qβ ∈ P. Now by Lemma 4.8 there are elements
A,B ∈ A, and Pα, Pβ such that

M• = CA ⊕ C∗B ⊕ κ∗Pα ⊕ κPβ .

So �nally this gives

[M•] ∗ [κ∗Qα ]−1 ∗ [κQβ ]−1 = [CA ⊕ C∗B ⊕ κ∗Pα ⊕ κPβ ] ∗ [κ∗Qα ]−1 ∗ [κQβ ]−1

= tn · [CA⊕C∗B] ∗ [κ∗Pα ] ∗ [κPβ ] ∗ [κ∗Qα ]−1 ∗ [κQβ ]−1 = tn · [CA⊕C∗B] ∗Kα ∗K∗β

for some n ∈ Z, α = Pα − Qα and β = Pβ − Qβ in K(A). So a basis of
DH(A) consists of elements

[CA ⊕ C∗B] ∗Kα ∗K∗β.

De�nition 4.32. Assumption (Ass4) of Setup 2.6 implies that we have a
partial order on K(A) given by:

α ≤ β ⇔ ∃A ∈ A : β − α = Â

for α, β ∈ K(A).
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De�nition 4.33. For γ ∈ K(A) de�neDH(A)≤γ to be the subspace spanned
by those basis elements

[CA ⊕ C∗B] ∗Kα ∗K∗β, A,B ∈ A, α, β ∈ K(A)

for which Â+ B̂ ≤ γ holds.

Lemma 4.34. For α, β ∈ K(A) we have

DH(A)≤α ∗ DH(A)≤β ⊆ DH(A)≤α+β

so that this de�nes a �ltration on DH(A).

Proof. First note that for A,B ∈ A and P,Q ∈ P we have the following
identities:

H0(CA) = A, H1(CA) = 0, H0(CB) = 0, H1(CB) = B,

H0(κP ) = 0, H0(κ∗Q) = 0, H1(κP ) = 0, H1(κ∗Q) = 0.

and hence

H0(CA ⊕ C∗B ⊕ κP ⊕ κ∗Q) = A, and H1(CA ⊕ C∗B ⊕ κP ⊕ κ∗Q) = B.

Now take two elements

[CAM ⊕ C
∗
BM

] ∗KαM ∗K
∗
βM
∈ DH(A)≤β

[CAN ⊕ C
∗
BN

] ∗KαN ∗K
∗
βN
∈ DH(A)≤α

where AM , AN , BM , BN ∈ A and αM , αN , βM , βN ∈ K(A). Then multipli-
cation gives

([CAM ⊕ C
∗
BM

] ∗KαM ∗K
∗
βM

) ∗ ([CAN ⊕ C
∗
BN

] ∗KαN ∗K
∗
βN

)

= tn · [CAM ⊕ C
∗
BM

] ∗ [CAN ⊕ C
∗
BN

] ∗KαM+αN ∗K
∗
βM+βN

for some n ∈ Z. Set

M• = CAM ⊕ C
∗
BM

and N• = CAN ⊕ C
∗
BN
.

Then we have to show that for every extension P• ∈ C(P)

0→M•
i•−→ P•

π•−→ N• → 0 (25)

the following holds:

ˆH0(P•) + ˆH1(P•) ≤ α+ β.
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Now (25) gives a long exact sequence in homology which can be split to give
two long exact sequences:

0→ K ↪→ H0(M•)
i∗0−→ H0(P•)

π∗0−→ H0(N•) � Q→ 0 (26)

0→ Q ↪→ H1(M•)
i∗1−→ H1(P•)

π∗1−→ H1(N•) � K → 0

where K = ker(i∗0) and Q = H0(N•)/ im(π∗0). But this gives the following
equalities in K(A):

Q̂− ˆH0(N•) + ˆH0(P•)− ˆH0(M•) + K̂ = 0

K̂ − ˆH1(N•) + ˆH1(P•)− ˆH1(M•) + Q̂ = 0.

Putting this together gives

2(K̂+ Q̂) = ( ˆH0(N•) + ˆH1(N•)) + ( ˆH0(M•) + ˆH1(M•))− ( ˆH0(P•) + ˆH1(P•))

= (ÂN + B̂N ) + (ÂM + B̂M )− ( ˆH0(P•) + ˆH1(P•)).

Thus we �nally get

ˆH0(P•) + ˆH1(P•) ≤ (ÂN + B̂N ) + (ÂM + B̂M ) ≤ α+ β.

Lemma 4.35. The multiplication map µ : a⊗ b 7→ Ie+(a) ∗ Ie−(b) de�nes an
isomorphism of vector spaces

µ : Hetw(A)⊗C Hetw(A)→ DH(A).

Proof. By Corollary 4.19 we have

Ext1
CZ2

(A)(CA, C
∗
B) = HomA(A,B)
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for A,B ∈ A. Like in the proof of Lemma 4.30 an extension L• looks like:

PB
fB //

iPB

��

QB
0

oo

iQB

��
PB ⊕QA

dL0 =

fB s0

0 0


//

πQA

��

QB ⊕ PA

πPA

��

dL1 =

0 0
0 fA


oo

QA
0 // PA
fA

oo

and we obtain a long exact sequence

H0(C∗A) = 0 // H0(L•) = ker(s0)/ im(fA)
π∗QA // H0(CA) = A

ζ

��
H1(C∗B) = B

i∗QB

// H1(L•) = QB/ im([fB s0]) // H1(CA) = 0

where ζ = s̄0 : QA/fA(PA) → QB/fB(PB). This yields a commutative dia-
gram:

0 //

��

PA
fA //

0=s1
��

QA

s0

��

// // A = QA/fA(PA)

ζ=s̄0
��

0 // PB
fB
// QB // // B = QB/fB(PB).

Then for �xed ζ we have by the Comparison Theorem (see [Wei95, Theorem
2.2.6]) that s• is unique up to chain homotopy. Thus by Lemma 2.23 we can
conclude that an extension class in Ext1

CZ2
(A)(CA, C

∗
B) is completely deter-

mined by the corresponding connecting homomorphism.

Now set N• = CA and M• = C∗B and consider (26). Then K = 0 and it

follows from the previous part and condition (Ass4) in Setup 2.6 that Q̂ = 0
exactly when the extension is trivial. Since DH(A) is a �ltered algebra by
Lemma 4.34 we can build the associated graded algebra. On the other hand

Htw(A) =
⊕

α=Â∈K(A)

Hα(A)
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is already graded whereHα(A) denotes the subspace spanned by elements [A]
with Â = α. Then by de�nition µ respects these gradings and thus induces
a well-de�ned map of graded objects. We obtain the follwing equation:

µ([A] ∗Kα ⊗ [B] ∗Kβ) = tn[CA ⊕ C∗B] ∗Kα−P̂A ∗K
∗
β−P̂B

for some integer n. Hence in every degree µ takes a basis to a basis and thus
µ : Hetw(A)⊗C Hetw(A)→ DH(A) is an isomorphism.

Lemma 4.36. The multiplication map [A]⊗α⊗ [B] 7→ EA ∗Kα ∗FB de�nes
an isomorphism of vector spaces

Htw(A)⊗C C[K(A)]⊗C Htw(A)→ DHred(A).

Proof. This is exactly the same argument as in Lemma 4.35.

4.9 Main Theorem

Let Q be a �nite quiver without oriented cycles, and vertex set {1, . . . , n},
and underlying graph Γ. Let Ut(g) be the quantum enveloping algebra
specialized at t = +

√
q corresponding to the Cartan matrix of Γ. Set

R = Repk(Q).

Theorem 4.37. There is an injective morphism of C-algebras

R : Ut(g) ↪→ DHred(R)

de�ned on generators by

R(Ei) = (q − 1)−1 · ESi , R(Fi) = (−t) · (q − 1)−1 · FSi ,

R(Ki) = KŜi
, R(K−1) = K∗

Ŝi
.

The map R is an isomorphism precisely if the underlying graph of Q is a
simply-laced Dynkin diagram.

Proof. We �rst have to check that all de�ning relations of the quantum
enveloping algebra are mapped to zero to have a well-de�ned map. Now
Corollary 4.23 and Remark 4.24 show together with Ringel's Theorem 4.28
that this already holds for the relations (17), (18), (20) and (21). Now we
compute with Lemma 4.30:

[R(Ei), R(Fi)] = (−t) · (q − 1)−2 · [ESi , FSi ]

= (−t) · (t2 − 1)−1 · (K∗
Ŝi
−KŜi

) =
KŜi
−K∗

Ŝi

t− t−1
= R

(
Ki −K−1

i

t− t−1

)
.
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This shows together with Lemma 4.29 that the relations (19) are also mapped
to zero. Thus R is a well-de�ned morphism of rings. There is a commutative
diagram of vector spaces

Ut(n
+)⊗C Ut(h)⊗C Ut(n−)

∼=

��

A // Htw(R)⊗C C[K(R)]⊗C Htw(R)

∼=

��
Ut(g)

R
// DHred(R)

where the vertical arrows are the isomorphisms given in Lemma 4.27 and
Lemma 4.36 and A is built out of Theorem 4.28. Hence it follows from
Theorem 4.28 that R is injective in general and an isomorphism precisely if
Γ is a simply-laced Dynkin diagram.
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5 Examples of reduced localized Hall Algebras

5.1 The Quiver Aτ
n

Example 5.1. For n > 3 de�ne a quiver Aτn as follows:

Aτn = ◦
1

◦
2

oo // ◦
3

// . . . // ◦
n
.

Note that Aτn and An have the same underlying graph Γ. Thus An and Aτn
yield the same quantum enveloping algebra Ut(g). Since Γ is a simply-laced
Dynkin diagram it follows from Theorem 4.37 that

DHred(Repk(An)) ∼= Ut(g) ∼= DHred(Repk(Aτn))

as C-algebras. So we can observe in general that two quivers with the same
underlying simply-laced Dynkin diagram have isomorphic reduced localized
Hall algebras no matter how the arrows are oriented.

5.2 The reduced localized Hall Algebra of Repk(An)

Example 5.2. Consider the category R = Repk(An). We want to describe
a basis of DHred(R). We can use Lemma 4.31 to see that a basis of DH(R)
is given by

{ [CA ⊕ C∗B] ∗Kα ∗K∗β | [A], [B] ∈ Iso(R) and α, β ∈ K(R) }.

Now �x [A], [B] ∈ Iso(R) and α, β ∈ K(R). By Lemma 2.4 there exist pro-
jective objects Pα, Qα, Pβ , Qβ ∈ R such that α = P̂α−Q̂α and β = P̂β − Q̂β .
By taking Remark 3.21, Corollary 3.15 and Lemma 3.14 into account we can
calculate in DHred(R) that

[CA ⊕ C∗B] ∗Kα ∗K∗β = [CA ⊕ C∗B] ∗ [κ∗Pα ] ∗ [κ∗Qα ]−1 ∗ [κ∗Pβ ] ∗ [κ∗Qβ ]−1

= [CA⊕C∗B]∗[κ∗Pα ]∗[κQα ]∗[κ∗Pβ ]∗[κQβ ] = [CA⊕C∗B]∗[κ∗Pα⊕κ
∗
Pβ
⊕κQβ⊕κQα ]

= [CA ⊕ C∗B] ∗ [κ∗Pα⊕Pβ ⊕ κQα⊕Qβ ] = tn · [CA ⊕ C∗B ⊕ κ∗Pα⊕Pβ ⊕ κQα⊕Qβ ]

for some n ∈ Z. Moreover the following equation holds in DHred(R):

[κP ⊕ κ∗P ] = [κP ] ∗ [κ∗P ] = 1

for projective objects P ∈ R. Thus with Example 1.14 we can state the
following lemma:
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Lemma 5.3. A basis of DHred(R) is given by elements

[CA ⊕ C∗B ⊕ κP ⊕ κ∗Q]

for [A], [B] ∈ Iso(R) and

P =

n⊕
i=1

ni⊕
j=1

P (i) and Q =

n⊕
i=1

mi⊕
j=1

P (i)

where (n1, . . . , nn), (m1, . . . ,mn) ∈ Nn with 0 ∈ {ni,mi} for all 1 ≤ i ≤ n.

Now we want to compute some Hall products in DHred(R).

• [CS(i)] ∗ [CS(i)]:
We use Theorem 4.21 and the results of Example 3.8 to see that

t(
ˆP (i+1), ˆS(i))+2〈 ˆP (i+1), ˆS(i)〉 ·K−2 ˆP (i+1)

∗ [CS(i)] ∗ [CS(i)] = ES(i) ∗ ES(i)

= I+([S(i)]) ∗ I+([S(i)]) = I+([S(i)] ∗ [S(i)]) = I+(t−1 · [S(i)⊕ S(i)])

= t−1 · ES(i)⊕S(i) = t−1+〈2 ˆP (i+1),2 ˆS(i)〉 ·K−2 ˆP (i+1)
∗ [CS(i)⊕S(i)].

Since 〈 ˆP (i+ 1), ˆS(i)〉 = dimk HomR(P (i + 1), S(i)) = 0 we just have to

compute 〈 ˆS(i), ˆP (i+ 1)〉. Choose a short exact projective resolution of S(i)

0 // P (i+ 1) // P (i) // S(i) // 0

and consider the corresponding HomR-sequence:

0 // HomR(P (i), P (i+ 1)) // HomR(P (i+ 1), P (i+ 1)) // 0.

Observing that HomG(P (i), P (i + 1)) = 0 we can conclude that
ExtiR(S(i), P (i+ 1)) = k. Moreover HomR(S(i), P (i + 1)) = 0 and thus

〈 ˆS(i), ˆP (i+ 1)〉 = −1. Since K−2 ˆP (i)
is invertible in DHred(R) we obtain

that

[CS(i)] ∗ [CS(i)] = [CS(i)⊕S(i)].

70



• [CS(i)] ∗ [C∗S(j)] for i > j:
Since i 6= j we have the same setup as in Lemma 4.29. Thus we can use
Equation (23) to see that

[CS(i)] ∗ [CS(j)] = t〈
ˆP (i+1), ˆP (j)〉+〈 ˆP (i), ˆP (j+1)〉 ·

[CS(i) ⊕ C∗S(j)]

|HomR(P (i+ 1), P (j))|
.

Because j < i we observe that

dimk HomR(P (i+ 1), P (j)) = dimk HomR(P (i), P (j + 1)) = 1

and thus

[CS(i)] ∗ [CS(j)] = [CS(i) ⊕ C∗S(j)].

5.3 The reduced localized Hall Algebra of k[X]-gmodfg

Example 5.4. Consider the category M = k[X]-gmodfg. It follows from
Proposition 2.11 that one can show analogously to Example 5.2 that the
following lemma holds:

Lemma 5.5. A basis of DHred(M) is given by elements

[CA ⊕ C∗B ⊕ κP ⊕ κ∗Q]

for [A], [B] ∈ Iso(M) and

P =
⊕
i∈Z

ni⊕
j=1

k[X]〈i〉 and Q =
⊕
i∈Z

mi⊕
j=1

k[X]〈i〉

where (ni)i∈Z, (mi)i∈Z ∈
⊕

i∈Z Z with 0 ∈ {ni,mi} ⊂ N for all i ∈ Z.

Now we want to compute some Hall products in DHred(M).

• [Ck〈i〉] ∗ [Ck〈i〉]:
Recall the embedding

J : Htw(Repk(An)) ↪→ Htw(k[X]- gmodfg)

of Proposition 3.11. Then use Theorem 4.21 and the results of Example 3.8
to see that

t(
ˆ(X)〈i〉, ˆk〈i〉)+2〈 ˆ(X)〈i〉, ˆk〈i〉〉 ·K−2( ˆ(X)〈i〉) ∗ [Ck〈i〉] ∗ [Ck〈i〉] = Ek〈i〉 ∗ Ek〈i〉

= I+([k〈i〉]) ∗ I+([k〈i〉]) = I+([k〈i〉] ∗ [k〈i〉]) = I+(J([S(i)] ∗ [S(i)]))
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= I+(J(t−1 · [S(i)⊕ S(i)])) = I+(t−1 · [k〈i〉 ⊕ k〈i〉])

= t−1 · Ek〈i〉⊕k〈i〉 = t−1+〈2( ˆ(X)〈i〉),2( ˆk〈i〉)〉 ·K−2( ˆ(X)〈i〉) ∗ [Ck〈i〉⊕k〈i〉].

Since 〈 ˆ(X)〈i〉, ˆk〈i〉〉 = dimk HomM((X)〈i〉, k〈i〉) = 0 we just have to compute

〈 ˆk〈i〉, ˆ(X)〈i〉〉. Choose a projective resolution of k〈i〉

0 // (X)〈i〉 // k[X]〈i〉 // k〈i〉 // 0

and consider the corresponding HomM-sequence:

0 // HomM(k[X]〈i〉, (X)〈i〉) // HomM((X)〈i〉, (X)〈i〉) // 0.

Observing that HomM(k[X]〈i〉, (X)〈i〉) = 0 we can conclude that
ExtiM(k〈i〉, (X)〈i〉) = k. Moreover HomM(k〈i〉, (X)〈i〉) = 0 and thus

〈 ˆk〈i〉, ˆ(X)〈i〉〉 = −1. Since K−2 ˆ(X)〈i〉 is invertible in DHred(M) we obtain

that

[Ck〈i〉] ∗ [Ck〈i〉] = [Ck〈i〉⊕k〈i〉].

• [Ck] ∗ [C∗k ]:
Since HomM(k, k) = k we have the same setup as in Lemma 4.30. Thus we
can use Equation (24) to see that

[Ck] ∗ [C∗k ] = t〈
ˆk[X], ˆ(X)〉+〈 ˆ(X), ˆk[X]〉 ·

[Ck ⊕ C∗k ] + (q − 1) · [κk[X] ⊕ κ∗(X)]

t2〈
ˆ(X), ˆk[X]〉

.

Observe that

dimk HomM(k[X], (X)) = 0 and dimk HomM((X), k[X]) = 1

and thus

[Ck] ∗ [C∗k ] = t−1 · ([Ck ⊕ C∗k ] + (q − 1) · [κk[X] ⊕ κ∗(X)]).

5.4 The reduced localized Hall Algebra of G

In contrast to the previous examples we cannot apply the results of section
4 to the category G. We will see that it is quite di�cult to �nd a basis of
DHred(G) and to describe the multiplication.
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Notation 5.6. Let f : X → Y be a morphism of representations and x ∈ Xi.
In order to make the following part more readable we sometimes write f(x)
instead of fi(x) .

Example 5.7. Consider the category G. We want to describe a basis of
DHred(G). So take any complex of projectives

M• = P
d0 // Q.
d1

oo

We want to �nd all κP ′ and κ∗P ′ which are direct summands in M•. By
Proposition 2.14 we know that P and Q are �nite direct sums of P (1)'s and
P (2)'s. In particular we have that Pα and Qα are injective maps. Now by
Lemma 2.13 we have that

d0(P ) =

l⊕
i=1

Xi with [Xi] ∈ {[I(1)], [S(1)], [S(2)], [P (1)], [P (2)]}

for some l ∈ N. Moreover since Pα and Qα are injective we can conclude
that

d0(P ) =

ns⊕
i=1

S(2)⊕
n1⊕
i=1

P (1)⊕
n2⊕
i=1

P (2)

for some ns, n1, n2 ∈ N. De�ne a projection map

p : d0(P ) �
n1⊕
i=1

P (1)⊕
n2⊕
i=1

P (2)

and observe that p ◦ d0 is an epimorphism. Since
⊕n1

i=1 P (1)⊕
⊕n2

i=1 P (2) is
projective this map splits and we obtain

P = ker(p ◦ d0)⊕
n1⊕
i=1

P (1)⊕
n2⊕
i=1

P (2).

These P (i)'s are the candidates for the desired direct summands in M•. Let
(e2)1 be the generator of the �rst P (2)-summand. As mentioned above there
are n,m ∈ N such that

Q =

n⊕
i=1

P (1)⊕
m⊕
i=1

P (2).

Thus we can write

d0((e2)1) = (λ1
1α, . . . , λ

1
nα, µ

1
1e2 + ν1

1αβ, . . . , µ
1
me2 + ν1

mαβ)
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for some λ1
i , µ

1
i , ν

1
i ∈ k. Since d0((e2)1) is supposed to be a generator of a

submodule isomorphic to P (2) in Q there has to be a µj 6= 0. Without loss
of generality we can assume that j = m and we obtain a new direct sum
decomposition

Q =
n⊕
i=1

P (1)⊕
m−1⊕
i=1

P (2)⊕ 〈ζ2
1 〉G

where ζ2
i = d0((e2)i) and 〈z〉G is the submodule generated by z. Now consider

ζ2
2 = (λ2

1α, . . . , λ
2
nα, µ

2
1e2 +ν2

1αβ, . . . , µ
2
m−1e2 +ν2

m−1αβ, µ
2
mζ

2
1 +ν2

mQαβ(ζ2
1 ))

for some λ2
i , µ

2
i , ν

2
i ∈ k. Then as above there exists a µ2

j 6= 0 and moreover
we claim that there is such a j with j < m. This is true because otherwise
we obtain that

Qαβ(ζ2
2 ) = µ2

mQαβ(ζ2
1 )

and this is a contradiction to the direct sum decomposition of d0(P ). With-
out loss of generality assume that j = m− 1 and we have a new direct sum
decomposition

Q =
n⊕
i=1

P (1)⊕
m−2⊕
i=1

P (2)⊕
2⊕
i=1

〈ζ2
i 〉G

and by induction we can decompose Q as follows

Q =
n⊕
i=1

P (1)⊕
m−n2⊕
i=1

P (2)⊕
n2⊕
i=1

〈ζ2
i 〉G .

Note that one can embed P (1) in P (2) via e1 7→ β for example. Thus we have
to pay a bit more attention to the P (1)-summands. De�ne ζ1

i = d0((e1)i) as
above and write

ζ1
i = (xi1e1, . . . , x

i
ne1, y

i
1β, . . . , y

i
m−n2

β, zi1Qβ(ζ2
i ), . . . , zin2

Qβ(ζ2
i ))

where xij , y
i
j , z

i
j ∈ k. Consider the vectors xi = (xi1, . . . , x

i
n) ∈ kn and choose

a maximal linearly independent set of these vectors. Without loss of gener-
ality assume that this is given by

{x1, . . . , xñ}

for some ñ ∈ N. In particular we have that x1
j 6= 0 for some 1 ≤ j ≤ n.

Without loss of generality assume that j = m. Then we have a new direct
sum decomposition
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Q =

n−1⊕
i=1

P (1)⊕ 〈ζ1
1 〉G ⊕

m−n2⊕
i=1

P (2)⊕
n2⊕
i=1

〈ζ2
i 〉G

and with the same arguments as above we obtain

Q =

n−ñ⊕
i=1

P (1)⊕
ñ⊕
i=1

〈ζ1
i 〉G ⊕

m−n2⊕
i=1

P (2)⊕
n2⊕
i=1

〈ζ2
i 〉G .

Our goal is to show that

ñ⊕
i=1

P (1)⊕
n2⊕
i=1

P (2)
d0 //

ñ⊕
i=1

〈ζ1
i 〉G ⊕

n2⊕
i=1

〈ζ2
i 〉G

0
oo

is a direct summand in M•. Now consider

ζ1
ñ+1 = (x̃ñ+1e1, w̃

ñ+1 · ζ1, ỹñ+1β, z̃ñ+1 ·Qβ(ζ2)) ∈ Q

where

x̃ñ+1 ∈ kn−ñ, w̃ñ+1 ∈ kñ, ỹñ+1 ∈ km−n2 , z̃ñ+1 ∈ kn2

and

ζ1 = (ζi1, . . . , ζ
1
ñ) and Qβ(ζ2) = (Qβ(ζ2

1 ), . . . , Qβ(ζ2
n2

)).

Moreover · is de�ned as follows:

w̃ñ+1 · ζ1 = (w̃ñ+1
1 ζ1

1 , . . . , w̃
ñ+1
ñ ζ1

ñ).

We will stick to this notation. Since {x1, . . . , xñ} is a maximal linear inde-
pendent set, we know that x̃ñ+1 = 0 and w̃ñ+1 lies in the span of x1, . . . , xñ.
Thus there are γñ+1

1 , . . . , γñ+1
ñ ∈ k such that

w̃ñ+1 = γñ+1
1 x1 + . . .+ γñ+1

ñ xñ

and de�ne

gñ+1 = (e1)ñ+1 − (γñ+1
1 (e1)1 + . . .+ γñ+1

ñ (e1)ñ) ∈ P.

We obtain a new decomposition of P

P = ker(p ◦ d0)⊕
ñ⊕
i=1

P (1)⊕ 〈gñ+1〉G ⊕
n1⊕

i=ñ+2

P (1)⊕
n2⊕
i=1

P (2).

By induction we can decompose P as follows:
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P = ker(p ◦ d0)⊕
ñ⊕
i=1

P (1)⊕
n1⊕

i=ñ+1

〈gi〉G ⊕
n2⊕
i=1

P (2)

where the gi are de�ned analogously to gñ+1. By construction we know that

ξi = d0(gi) ∈
m−n2⊕
i=1

P (2)⊕
n2⊕
i=1

〈ζ2
i 〉G .

Thus we can write

ξñ+1 = (0, 0, ȳñ+1β, z̄ñ+1 ·Qβ(ζ2))

where ȳñ+1 ∈ km−n2 and z̄ñ+1 ∈ kn2 . We claim that there is a ȳñ+1
j 6= 0 for

1 ≤ j ≤ m− n2. This is true because otherwise we have that

ξñ+1 ∈
n2⊕
i=1

〈ζ2
i 〉G

and this is a contradiction to the direct sum decomposition of d0(P ). Assume
without loss of generality that j = m − n2. Now we have the problem
that 〈ξñ+1〉G is no direct summand in Q. Thus we de�ne an element ωñ+1

corresponding to ξñ+1 as follows:

ωñ+1 = (0, 0, ȳñ+1e2, z̄
ñ+1 · ζ2).

Then 〈ωñ+1〉G is isomorphic to P (2) and due to the direct sum decomposition
of d0(P ) it is a direct summand in Q:

Q =

n−ñ⊕
i=1

P (1)⊕
ñ⊕
i=1

〈ζ1
i 〉G ⊕

m−n2−1⊕
i=1

P (2)⊕ 〈ωñ+1〉G ⊕
n2⊕
i=1

〈ζ2
i 〉G .

By induction we obtain with the same arguments as above that

Q =
n−ñ⊕
i=1

P (1)⊕
ñ⊕
i=1

〈ζ1
i 〉G ⊕

m̃⊕
i=1

P (2)⊕
n1⊕

i=ñ+1

〈ωi〉G ⊕
n2⊕
i=1

〈ζ2
i 〉G

where m̃ = (m − n2) − (n1 − ñ). Now we have to take care of the direct
summand

⊕ns
i=0 S(2) in d0(P ). Due to the direct sum decomposition of

d0(P ) we can choose a basis σ1, . . . , σn̄, τ1, . . . , τns−n̄ of (
⊕ns

i=0 S(2))2 for
some n̄ ∈ N which is of the following form:

σi = (aiα, 0 ·Qα(ζ1), 0αβ, 0 ·Qα(ξ), 0 ·Qαβ(ζ2))

and
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τi = (0α, 0 ·Qα(ζ1), biαβ, 0 ·Qα(ξ), 0 ·Qαβ(ζ2))

where

ai ∈ kn−ñ and bi ∈ km̃.

Again 〈σi〉G and 〈τi〉G de�ne no direct summands in Q. Hence de�ne corre-
sponding elements

σ̄i = (aie1, 0, 0, 0, 0)

and

τ̄i = (0, 0, bie2, 0, 0).

Then 〈σ̄i〉G ∼= P (1) and 〈τ̄i〉G ∼= P (2) and without loss of generality and with
the same arguments as always we obtain our �nal decomposition of Q:

n̄⊕
i=1

〈σ̄i〉⊕
n−ñ⊕
i=n̄+1

P (1)⊕
ñ⊕
i=1

〈ζ1
i 〉⊕

ns−n̄⊕
i=1

〈τ̄i〉⊕
m̃⊕

i=ns−n̄+1

P (2)⊕
n1⊕

i=ñ+1

〈ωi〉⊕
n2⊕
i=1

〈ζ2
i 〉.

Now consider

P = ker(p ◦ d0)⊕
ñ⊕
i=1

P (1)⊕
n1⊕

i=ñ+1

〈gi〉G ⊕
n2⊕
i=1

P (2)
d0 // Q .

Altogether we know by construction that

d0(ker(p ◦ d0)) ⊆
n̄⊕
i=1

〈σ̄i〉G ⊕
ns−n̄⊕
i=1

〈τ̄i〉G ,

d0 :
ñ⊕
i=1

P (1)
∼=−→

ñ⊕
i=1

〈ζ1
i 〉G ,

d0(

n1⊕
i=ñ+1

〈gi〉G) ⊆
n1⊕

i=ñ+1

〈ωi〉G ,

d0 :

n2⊕
i=1

P (2)
∼=−→

n2⊕
i=1

〈ζ2
i 〉G .

Since M• is a complex we have that d1 ◦ d0 = 0 and thus
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d1(
ñ⊕
i=1

〈ζ1
i 〉G) = 0 and d1(

n2⊕
i=1

〈ζ2
i 〉G) = 0.

Hence we can �nally conclude that

ñ⊕
i=1

P (1)
d0 //

ñ⊕
i=1

〈ζ1
i 〉G

0
oo

and

n2⊕
i=1

P (2)
d0 //

n2⊕
i=1

〈ζ2
i 〉G

0
oo

are direct summands in M• which are isomorphic to some κP ′ . Analogously
we can �nd direct summands which are isomorphic to some κ∗P ′ .
Now consider the complement in P :

K = ker(p ◦ d0)⊕
n1⊕

i=ñ+1

〈gi〉G .

Then by construction

(d0)1(K1) ⊆ Qβ(Q2) and (d0)2(K2) ⊆ Qα(Q1).

This shows that we found all direct summands which are isomorphic to some
κP ′ . Hence we can formulate the following lemma:

Lemma 5.8. A basis of DHred(G) is given by elements

[( M
d0 // N
d1

oo )⊕ κP ⊕ κ∗Q]

for isomorphism classes [ M
d0 // N
d1

oo ] of those complexes M
d0 // N
d1

oo of pro-

jectives with

(d0)1(M1) ⊆ Nβ(N2), (d0)2(M2) ⊆ Nα(N1),

(d1)1(N1) ⊆Mβ(M2), (d1)2(N2) ⊆Mα(M1)

and for

P =
2⊕
i=1

ni⊕
j=1

P (i) and Q =
2⊕
i=1

mi⊕
j=1

P (i)
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where (n1, n2), (m1,m2) ∈ N2 with 0 ∈ {ni,mi} for i = 1, 2.

Now we want to compute a Hall product in DHred(G). Since S(2) is the only
indecomposable object with projective dimension 1 we compute

• [CS(2)] ∗ [CS(2)]:
We �rst compute [S(2)]∗[S(2)] ∈ Htw(G). Consider the projective resolution

0 // P (1) // P (2) // S(2) // 0 .

This yields a corresponding HomG-sequence:

0 // HomG(P (2), S(2)) // HomG(P (1), S(2)) // 0 .

Since every morphism f : P (1)→ S(2) sends the generator e1 to zero it fol-
lows that HomG(P (1), S(2)) = 0 and hence Ext1

G(S(2), S(2)) = 0. Moreover
we have that HomG(S(2), S(2)) = k and thus

[S(2)] ∗ [S(2)] = t〈
ˆS(2), ˆS(2)〉 · |HomG(S(2), S(2))|−1 · [S(2)⊕ S(2)]

= t1−0 · q−1 · [S(2)⊕ S(2)] = t−1 · [S(2)⊕ S(2)].

Since P (1) and P (2) are projective every extension of CS(2) by CS(2) is of
the form

CS(2) = (P (2)
0 //

i
��

P (1))
f

oo

i
��

(P (2)⊕ P (2)
v //

p

��

P (1)⊕ P (1))
u
oo

p

��
CS(2) = (P (2)

0 // P (1))
f

oo

where u is given by

u =

(
f 0
s f

)
for some s : P (1)→ P (2). Since f is monomorph we can conclude that u is
monomorphic and hence v = 0 since u◦v = 0. Thus every extension of CS(2)

by CS(2) is given by CA where A is an extension of S(2) by S(2). As shown
above this is only the trivial extension. Moreover it follows from the proof
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that Lemma 4.20 applies for all objects A1, A2 with projective dimension 1.
Thus we have that

|HomG(CS(2), CS(2))| = |HomG(S(2), S(2))| · |HomG(P (2), P (1))| = q2.

Then we can compute

[CS(2)]∗ [CS(2)] = t〈P (2),P (2)〉+〈P (1),P (1)〉 · |HomG(CS(2), CS(2))|−1 · [CS(2)⊕S(2)]

= t2+1 · q−2 · [CS(2)⊕S(2)] = t−1 · [CS(2)⊕S(2)].

5.5 Embedding of DHred(Repk(An)) into DHred(k[X]- gmodfg)

Observering that the calculations in Example 5.2 are quite similar to those
in Example 5.4 one could ask if there is a statement like Proposition 3.11 for
reduced localized Hall algebras. And indeed we can �nally state the following
theorem.

Theorem 5.9. Let Γ be the underlying graph of An. Let Ut(g) be the quan-
tum enveloping algebra specialized at t = +

√
q corresponding to the Cartan

matrix of Γ. There is an injective morphism of C-algebras

L : Ut(g) ↪→ DHred(k[X]- gmodfg)

de�ned on generators by

L(Ei) = (q − 1)−1 · Ek〈i〉, L(Fi) = (−t) · (q − 1)−1 · Fk〈i〉,

L(Ki) = K ˆk〈i〉, L(K−1) = K∗ˆk〈i〉
.

In particular L yields an embedding

DHred(Repk(An)) ↪→ DHred(k[X]- gmodfg).

Proof. It follows from Proposition 2.10 that we can apply the results of
sections 4 for k[X]- gmodfg and thus like in Theorem 4.37 we can conclude
that L is a well-de�ne morphism of rings. Set M = k[X]- gmodfg and
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R = Repk(An). Now there is a commutative diagram of vector spaces

Ut(n
+)⊗C Ut(h)⊗C Ut(n−)

∼=

��

A // Htw(R)⊗C C[K(R)]⊗C Htw(R)

(J ⊗ î ⊗ J)

��
Ut(g)

R

��

L

**

Htw(M)⊗C C[K(M)]⊗C Htw(M)

∼=

��
DHred(R)

L◦R−1
// DHred(M)

where A,R and the vertical isomorphisms are de�ned as in Theorem 4.37,
and J and ι̂ are de�ned as in Proposition 3.11 and Proposition 3.12 respec-
tively. Since Γ is a simply-laced Dynkin diagramm it follows from Theorem
4.28 and Theorem 4.37 that the maps R and A are isomorphisms. Now tak-
ing Proposition 3.11 and Proposition 3.12 into account we can conclude that
(J ⊗ î ⊗ J) is injective and thus L is injective.
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6 Appendix

In this section we will give the prove of two commonly known results from
the theory of derived categories. Since the proofs are quite lengthy and they
are of no further interest to the rest of this thesis it was decided to outsource
them.
The main reference for part A6.1 is [Bue07, Lemma 9.7] whereas the main
reference for part A6.2 is [Mur06, Lemma 28].

A 6.1. The category Db(A) is equivalent to the bounded homotopy category
HobZ(P) of projectives.

Proof. We prove that the functor ι : HobZ(P) → Db(A) is full, faithful and
essential surjective.

(a) ι is essential surjective:

Proof of (a). Let

. . . −−→ 0 −−→ Am
dAm−−−→ Am+1 −−→ . . . −−→ An−1

dAn−1−−−→ An −−→ 0 −−→ . . .

be a bounded complex with Ai = 0 if i < m or i > n. Since A has enough
projectives we can choose Pn ∈ P with ᾱn : Pn � An and build the following
pullback square:

An−1
dAn−1

$$
Ãn−1

α̃n−1

::

d̃n−1 $$

An

Pn

ᾱn

::

Since dAn−1 ◦ dAn−2 = 0 the universal property of the pullback square yields

a unique morphism d̄n−2 : An−2 → Ãn−1 such that α̃n−1 ◦ d̄n−2 = dAn−2

and d̃n−1 ◦ d̄n−2 = 0. Again since A has enough projectives we can choose
Pn−1 ∈ P with ᾱn−1 : Pn−1 � Ãn−1 and build the pullback square as above.
By repeating this process we obtain:

An−3

dAn−3 //

d̄n−3
##

An−2

dAn−2 //

d̄n−2
##

An−1
dAn−1

%%
. . . Ãn−2

α̃n−2

;;

d̃n−2

##

Ãn−1

α̃n−1

;;

d̃n−1

##

An = Ãn

Pn−2

ᾱn−2

;;

dPn−2

// Pn−1
dPn−1

//

ᾱn−1

;;

Pn

ᾱn

99
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with dPi = d̃i ◦ ᾱi. The maps dPi de�ne indeed a di�erential:

dPi+1 ◦ dPi = d̃i+1 ◦ (ᾱi+1 ◦ d̃i) ◦ ᾱi = d̃i+1 ◦ (d̄i ◦ α̃i) ◦ ᾱi = 0

since d̃i+1 ◦ d̄i = 0. Because A• is a bounded complex and every object in
A has a �nite projective resolution this process terminates and we obtain a
bounded complex P• of projectives by setting all unde�ned Pi to zero. In
particular if A is hereditary the lower boundary looks like this:

0

%%

// 0

!!
0

<<

""

ker ᾱm

;;

incl ##

Ãm . . .

ker ᾱm

id

::

incl
// Pm

ᾱm

==

and we set Pi = 0 for i > n and i < m− 1.
Now we de�ne αi = α̃i ◦ ᾱi and claim that α• : P• → A• is an quasi-
isomorphism. Thus we consider its mapping cone

Pn−2 ⊕An−3

[
ᾱn−2 d̄n−3

]
&& &&

−dPn−2 0
αn−2 dAn−3


// Pn−1 ⊕An−2

&& &&

−dPn−1 0
αn−1 dAn−2


// Pn ⊕An−1[

αn dAn−1

]
����

Ãn−2

88
−d̃n−2

α̃n−2


88

Ãn−1

99

99

An = Ãn

which is exact because of the exactness of the sequences Ãi � Pi+1 ⊕Ai � Ãi+1.
This follows immediately from the universal property of the pushout squares.
Thus the mapping cone is acyclic and α• de�nes a quasi-isomorphism.

(b) Claim: Let P• be a bounded complex of projectives and f• : A• → P• a
quasi-isomorphism. Then f• has right inverse in Ho

b
Z(A):

(c) Let P•, Q• be two bounded complexes of projectives. Then

HomHobZ(P)(P•, Q•)
∼= HomDb(A)(P•, Q•),

i.e. ι is full and faithful:
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Proof of (c). Consider an element P•
f•←− A•

g•−→ Q• in HomDb(A)(P•, Q•)
where f• is a quasi-isomorphism. Then by part (b) there exists a right inverse
r• of f•. We have

P• A•
f•oo g• // Q•

P• P•
id
oo g•r• //

r•

OO

Q•

and thus P•
f•←− A•

g•−→ Q• = ι(g•r•).
On the other hand suppose that ι(g•) = ι(g̃•) for two chain maps
g•, g̃• : P• → Q•. Then there exists a quasi-isomorphism f• : A• → P• such
that g• ◦ f• = g̃• ◦ f•. Again by part (b) we can choose a right inverse
r• : P• → A• of f• and we can calculate:

g• = g• ◦ f• ◦ r• = g̃• ◦ f• ◦ r• = g̃•.

This proves (c) and �nally completes the proof that ι is an equivalence of
categories.
Note that for (c) we never used that Q• is a complex of projectives so (c)
holds even if we assume that Q• is in CZ(A).

Proof of (b). Consider the chain maps

0,

[
0
1

]
: P• → cone(f•).

Because f• is a quasi-isomorphism, cone(f•) is acyclic and we can apply the
comparison Theorem (see [Wei95, Theorem 2.2.6] and [Wei95, Proism 2.2.7])

to conclude that

[
0
1

]
is null-homotopic by a map

[
r
h

]
:

. . . // An−1 ⊕ Pn−2

−dAn−1 0
fn−1 dPn−2


// An ⊕ Pn−1

[
fn dPn−1

]
// Pn // 0

. . . // Pn−2

0
1


OO

dPn−2

// Pn−1

rn−1

hn−1


ff 0

1


OO

dPn−1

// Pn

rn
hn


cc

1

OO

// 0.

OO

In formulas:
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[
0
1

]
=

[
ri+1

hi+1

]
◦ dPi +

[
−dAi 0
fi dPi−1

]
◦
[
ri
hi

]

=

[
ri+1 ◦ dPi − dAi ◦ ri

hi+1 ◦ dPi + firi + dPi−1 ◦ hi

]
. (27)

The �rst coordinate of (27) shows that r• : P• → A• de�nes a chain map
and the second coordinate shows that f•r• is homotopic to the identity via
h•.

A 6.2. Given X,Y ∈ A and i ∈ Z we have

HomD(A)(X•, Y•[i]) = ExtiA(X,Y ). (28)

Proof. At �rst we de�ne a complex Hom•C(A)(A•, B•) for two complexes

A•, B• ∈ C(A) as follows:

Homi
C(A)(A•, B•) =

∏
j∈Z

HomA(Aj , Bj+i)

and the di�erential:

∂i(f•)j = fj+1 ◦ dAj + (−1)i+1dBi+j ◦ fj .

Now we claim the following statement:

(a) For A•, B• ∈ C(A) and n ∈ Z there is an isomorphism of abelian groups

ζ : Hn(Hom•C(A)(A•, B•))→ HomHoZ(A)(A•, B•[n]).

Proof of (a). We de�ne ζ(f̄•) = f• and check that this is well-de�ned:
So at �rst we have to check that f• is indeed a morphism of complexes A•
and B•[n] if ∂n(f•) = 0. But this condition is exactly that the following
diagram commutes for all j ∈ Z :

Aj

fj
��

dAj // Aj+1

fj+1

��
Bj+n

(−1)ndBj+n

// Bj+n+1

(29)

and this is exactly the condition that f• is a morphism from A• to B•[n].
Now we have to check that f• = ∂n−1(h•) is null-homotopic in C(A). But
the condition that

fj = ∂n−1(h•)j = hj+1 ◦ dAj + (−1)ndBn+j−1 ◦ hj
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is exactly the condition that we have the following diagrams for all j ∈ Z :

Aj−1

fj−1

��

dAj−1 // Aj
dAj //

hj

||

fj

��

Aj+1

hj+1

||

fj+1

��
Bj+n−1

(−1)ndBj+n−1

// Bj+n
(−1)ndBj+n

// Bj+n+1

(30)

giving a null-homotopy of f• via h• as a morphism from A• to B•[n]. So
this shows that ζ is well-de�ned. But since (29) holds exactly if f• is in the
kernel of ∂n and we have a diagram (30) yielding a null-homotopy exactly if
f• is in the image of ∂n−1, this already shows surjectivity and injectivity.

(b) Now we are ready to prove (28): Choose a �nite projective resolution

. . .→ P−2 → P−1 → P0 → X → 0

of X and obtain the complex HomA(P•, Y ):

0→ HomA(P0, Y )→ HomA(P1, Y )→ HomA(P2, Y )→ . . .

Note that up to the sign of the di�erential this complex is isomorphic to
Hom•C(A)(P•, Y•) and since sign changes do not a�ect cohomology we have

that Hn(Hom•C(A)(P•, Y•))
∼= Hn(HomA(P•, Y )). So �nally by taking (a)

and A 6.1(c) into account we optain

ExtiA(X,Y ) = H i(HomA(P•, Y ))

∼= H i(Hom•C(A)(P•, Y•))

∼= HomHoZ(A)(P•, Y•[i])

∼= HomD(A)(P•, Y•[i])

∼= HomD(A)(X•, Y•[i])

where the last step follows because X• is quasi-isomorphic to P•.
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