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1 Introduction

Mathematics models real world phenomena like space, time, number, probability, games, etc. It
proceeds from initial assumptions to conclusions by rigorous arguments. Its results are “uni-
versal” and “logically valid”, in that they do not depend on external or implicit conditions which
may change with time, nature or society.

It is remarkable that mathematics is also able to model itself: mathematical logic defines rig-
orously what mathematical statements and rigorous arguments are. The mathematical enquiry
into the mathematical method leads to deep insights into mathematics, applications to classical
field of mathematics, and to new mathematical theories. The study of mathematical language
has also influenced the theory of formal and natural languages in computer science, linguistics
and philosophy.

1.1 A simple proof

We want to indicate that rigorous mathematical proofs can be generated by applying simple
text manipulations to mathematical statements. Let us consider a fragment of the elementary
theory of functions which expresses that the composition of two surjective maps is surjective as
well:

Let f and g be surjective, i.e., for all y there is x such that y = f(z), and for all y
there is x such that y=g(z).

Theorem. go f is surjective, i.e., for all y there is z such that y= g(f(z)).

Proof. Consider any y. Choose z such that y = g(z). Choose x such that z = f(z).
Then y = g(f(x)). Thus there is z such that y = g(f(x)). Thus for all y there is z
such that y=g(f(x)).

Qed.

These statements and arguments are expressed in an austere and systematic language, which
can be normalized further. Logical symbols like V and 3 abbreviate figures of language like “for
all” or “there exists™

Let Vy3zy = f(x).

Let Vy3zy = g(x).
Theorem. Vy3dzy= g(f(x)).
Proof. Consider y.
Jry=g(z).

Let y = g(2).

3 z= f(x).

Let z = f(x).

y=g(f(z)).

Thus Jzy = g(f(z)).
Thus Jzy = g(f(z)).
Thus VyIzy = g(f(x)).
Qed.

These lines can be considered as formal sequences of symbols. Certain sequences of symbols
are acceptable as mathematical formulas. There are rules for the formation of formulas which
are acceptable in a proof. These rules have a purely formal character and they can be applied
irrespectively of the “meaning” of the symbols and formulas.
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1.2 Formal proofs

In the example, 3z y = g(f(z)) is inferred from y = g(f(x)). The rule of existential quantifica-
tion: “put Jx in front of a formula” can usually be applied. It has the character of a left-multi-
plication by Jx.

dx, p—3x .

Logical rules satisfy certain algebraic laws like associativity. Another interesting operation is
substitution: From y= g(z) and z= f(x) infer y = g(f(z)) by a “find-and-replace”™substitution of
z by f().

Given a sufficient collection of rules, the above sequence of formulas, involving “keywords”
like “let” and “thus” is a deduction or derivation in which every line is generated from earlier
ones by syntactical rules. Mathematical results may be provable simply by the application of
formal rules. In analogy with the formal rules of the infinitesimal calculus one calls a system of
rules a calculus.

1.3 Syntax and semantics

Obviously we do not just want to describe a formal derivation as a kind of domino but we want
to interpret the occuring symbols as mathematical objects. Thus we let variables z, y, ... range
over some domain like the real numbers R and let f and g stand for functions F';, G: R — R .
Observe that the symbol or “name” f is not identical to the function F', and indeed f might also
be interpretated as another function F’. To emphasize the distinction between names and
objects, we classify symbols, formulas and derivations as syntaxr whereas the interpretations of
symbols belong to the realm of semantics.

By interpreting z, y, ... and f, g, ... in a structure like (R, F', G) we can define straightfor-
wardly whether a formula like 3z g(f(z)) is satisfied in the structure. A formula is logically
valid if it is satisfied under all interpretations. The fundamental theorem of mathematical logic
and the central result of this course is GODEL’s completeness theorem:

Theorem. There is a calculus with finitely many rules such that a formula is derivable in the
calculus iff it is logically valid.

1.4 Set theory

In modern mathematics notions can usually be reduced to set theory: non-negative integers cor-
respond to cardinalities of finite sets, integers can be obtained via pairs of non-negative integers,
rational numbers via pairs of integers, and real numbers via subsets of the rationals, etc. Geo-
metric notions can be defined from real numbers using analytic geometry: a point is a pair of
real numbers, a line is a set of points, etc. It is remarkable that the basic set theoretical axioms
can be formulated in the logical language indicated above. So mathematics may be understood
abstractly as

Mathematics = (first-order) logic + set theory.

Note that we only propose this as a reasonable abstract viewpoint corresponding to the log-
ical analysis of mathematics. This perspective leaves out many important aspects like the appli-
cability, intuitiveness and beauty of mathematics.

1.5 Circularity

We shall use sets as symbols which can then be used to formulate the axioms of set theory. We
shall prove theorems about proofs. This kind of circularity seems to be unavoidable in compre-
hensive foundational science: linguistics has to talk about language, brain research has to be car-
ried out by brains. Circularity can lead to paradoxes like the liar’s paradox: “I am a liar”,
or “this sentence is false”. Circularity poses many problems and seems to undermine the value of
foundational theories. We suggest that the reader takes a naive standpoint in these matters:
there are sets and proofs which are just as obvious as natural numbers. Then theories are
formed which abstractly describe the naive objects.
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A closer analysis of circularity in logic leads to the famous incompleteness theorems of
GODEL’s:

Theorem. Formal theories which are strong enough to “formalize themselves” are not complete,
i.e., there are statements such that neither it nor its megation can be proved in that theory.
Moreover such theories cannot prove their own consistency.

It is no surprise that these results, besides their initial mathematical meaning had a tremen-
dous impact on the theory of knowledge outside mathematics, e.g., in philosophy, psychology,
linguistics.

2 Set theoretic preliminaries

To model the mathematical method, we have to formalize mathematical language and general
structures by mathematical objects. The most basic mathematical objects seem to be sets. We
briefly present some facts from set theory which are used in the sequel.

In line with our introductory remarks on circularity we initially treat set theory naively, i.e.,
we view sets and set theoretic operations as concrete mental constructs. We shall later introduce
a powerful axiom system for sets. From an axiomatic standpoint most of our arguments can be
carried out under weak set theoretical hypotheses. In particular it will not be necessary to use
sets of high cardinality.

The theory of finite sets is based on the empty set ) ={} and operations like

e={al z,y—={r,yhz,y—~ Uy, y— Ny, y— \ y.

The operation z, y — {{z}, {z, y}} defines the ordered pair of x and y. Its crucial property is
that

e}, {z,y}}={{z'},{z',v'}} if and only if x=2" and y=1y'.

The ordered pair {{z}, {z, y}} is denoted by (z, y). Ordered pairs allow to formalize (binary)
relations and functions:

— a relation is a set R of ordered pairs;

— a function is a relation f such that for all x, y, y’ holds: if (z, y) € f and (x, y’) € f then
y=1vy’. Then f(z) denotes the unique y such that (z,y) € f.

We assume standard notions and notations from relation theory, see also Definition 2 below. For
binary relations R we can use the infiz notation a Rb instead of (a,b) € R.
If a function maps the elements of a set a into a set b we write

fra—b.

In case we do not want to specify the target set b, we can also write f:a— V where V is under-
stood to be the universe of all sets. We assume the usual notions of function theory like injec-
tive, surjective, bijective, etc.

It is natural to formalize the integer n by some set with n elements. We shall later see that
the following formalization can be carried out uniformly in set theory:

0 =0
1 = {0}

2 = {0,1}
n+1 : {0,1,....,n} ={0,1,...,n—1}U{n} =nU{n}

N=w = {0,1,...}

These integers satisfy the usual laws of complete induction and recursion.
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A finite sequence is a function w:n — V for some integer n € N which is the length of w. We
write w; instead of w(i), and the sequence w may also be denoted by wg...w,_1 . Note that the
empty set () is the unique finite sequence of length 0.

For finite sequences w = wq...wy,—1 and w’ = w(...w),_1 let w w’ = wo... Wy, —1W}...w,,_1 be
the concatenation of w and w’. w w’:m+n—V can be defined by

e w(@), i i <m;
ww(’)_{w'(i—m),ifz‘>m.

We also write ww’ for w w’. This operation is a monoid satisfying some cancellation rules:

Proposition 1. Let w,w’,w” be finite sequences. Then
a) (ww) w'=w"(w "w").

b) Pw=wl=w.

w Tw=w""w=w =w".

)
¢) ww'=ww"—sw=w".
d)

Proof. We only check the associative law a). Let n, n’, n” € N such that w = wo...wp—1, W' =
W Wh_1, w'=w{...wl»_;. Then

(ww') w” = (Wo...wp—1Wh...Whr_1) WE ... w1y

li "
WO e Wy — W Wiy s WG oW 111

~ / / /! 1
= Wo...Wp—1" (WQ... Wy _ WY Wy 11 _1)
~ li li ~ " "
= wWo...Wp -1 (Wh.-. Wy _ 1 WG .cwy i _ 1)
= w (w "w").

¢

The trouble with this argument is the intuitive but vague use of the ellipses “...”. In mathemat-

ical logic we have to ultimately eliminate such vaguenesses. So we show that for all i <n +n’+

n//

(0 w’) w") (i) = (w” (w" "w")) ().
Case 1: i<n. Then

(w w') w")(i) = (w w’)(i)
w(7)
= (w (v w")) ().

Case 2: n<i<n-+n'. Then

((w w) w") (i) = (w w’)(i)
= w'(i—n)
w' w”)(i —n)

(
= (w™(w "w")) ().
Case 8:n+n'<i<n-+n’+n". Then
(w w') w")(i) = w’(i—(n+n))
= ww'i—(n+n)+n")=w"w"(i—n)
= (w™(w "w”))(t—n+n)

= (W™ (w " w"))(@).
O

A set x is finite, if there is an integer n € IN and a surjective function f: n — x. The smallest
such n is called the cardinality of the finite set  and denoted by n = card(z). The usual cardi-
nality properties for finite sets follow from properties of finite sequences.
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A set x is denumerable or countable if there is a surjective function f: N — x. If the set is
not finite, it is countably infinite. Its cardinality is w, written as w = card(x). Under sufficient
set theoretical assumptions, the union

U @

necw

where each z,, is countable is again countable.

If a set x is not countable, it is uncountable. Within set theory one can develop an efficient
notion of cardinality for uncountable sets.

The theory of infinite sets usually requires the aziom of choice which is equivalent to ZORN’s
lemma.

Definition 2. Let A be a set and < be a binary relation. Define
a) (A, <) is transitive if for all a,b,c€ A

a<b and b<c implies a<c.

b) (A, <) is reflexive if for alla€ A holds a<a.

¢) (A, <) is a partial order if (A,<) is transitive and reflevive and A+ 0.
So let (A,<) is be a partial order.

a) z€ A is a maximal element of A if there is no a € A with z<a and z#+a.

b) If X C A then u is an upper bound for X if for all x € X holds x <wu.

¢) I CA islinear if for all a,bel

a<borb<a.
d) (A, <) is inductive if every linear subset of A has an upper bound.
ZORN’s lemma states

Theorem 3. FEvery inductive partial order has a mazximal element.

3 Symbols and words

Intuitively and also in our theory a word is a finite sequence of symbols. A symbol has some
basic information about its role within words. E.g., the symbol < is usually used to stand for a
binary relation. So we let symbols include such type information. We provide us with a suffi-
cient collection of symbols.

Definition 4. The basic symbols of first-order logic are
a) = for equality,
b) —,—, L for the logical operations of negation, implication and the truth value false,
¢) V for universal quantification,
d) (and ) for auziliary bracketing.
e) variables vy, for n € N.

Let Var = {v,|n € N} be the set of variables and let Sy be the set of basic symbols.

An n-ary relation symbol, for n € N, is (a set) of the form R = (x, 0, n); here 0 indicates
that the values of a relation will be truth values. 0-ary relation symbols are also called proposi-
tional constant symbols. An n-ary function symbol, for n € N, is (a set) of the form f = (z, 1,
n) where 1 indicates that the values of a function will be elements of a structure. 0-ary function
symbols are also called constant symbols.

A symbol set or a language is a set of relation symbols and function symbols.

We assume that the basic symbols are pairwise distinct and are distinct from any relation or
function symbol. For concreteness one could for example set ==0, -=1, =2, 1 =3, (=4, ) =
5, and v, = (1,n) for n€N.
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An n-ary relation symbol is intended to denote an m-ary relation; an n-ary function symbol
is intended to denote an m-ary function. A symbol set is sometimes called a type because it
describes the type of structures which will later interpret the symbols. We shall denote variables
by letters like x, y, z, ..., relation symbols by P, @, R, ..., functions symbols by f, g, h, ... and
constant symbols by ¢, cg, c1, ... We shall also use other typographical symbols in line with stan-
dard mathematical practice. A symbol like <, e.g., usually denotes a binary relation, and we
could assume for definiteness that there is some fixed set theoretic formalization of < like <=
(999, 0, 2). Instead of the arbitrary 999 one could also take the number of < in some typograph-
ical font.

Example 5. The language of group theory is the language
SGr - {Oa 6}7

where o is a binary (= 2-ary) function symbol and e is a constant symbol. Again one could be
definite about the coding of symbols and set Sg, = {(80, 1, 2), (87,1, 0)}, e.g., but we shall not
care much about such details. As usual in algebra, one also uses an extended language of group
theory

SGr: {Oa_la 6}

lis a unary (= l-ary) function symbol.

to describe groups, where ~

Definition 6. Let S be a language. A word over S is a finite sequence
w:n— SgUS.

Let S* be the set of all words over S. The empty set 0 is also called the empty word.

Let S be a symbol set. We want to formalize how a word like 3z y = g(f(z)) can be pro-
duced from a word like y = g( f(z)).

Definition 7. A relation R C (S*)™ x S* is called a rule (over S). A calculus (over S) is a set
C of rules (over S).

We work with rules which produce words out of given words. A rule
{(arguments, production)|...}

is usually written as a production rule of the form

arguments preconditions
production conclusion

For the existential quantification mentioned in the introduction we may for example write

£
Jxp

where the production is the concatenation of dx and ¢.
Definition 8. Let C be a calculus over S. Let R C (5*)™ x S* be a rule of C. For X C S* set
R[X]={w € S*| there are words ug, ..., un—1 € X such that R(u, ..., un—1,w) holds}.
Then the product of C is the smallest subset of S* closed under the rules of C:
Prod(C) = ﬂ {X C8*| for all rules ReC holds R[X]C X }.

The product of a calculus can also be described “from below” by:

Definition 9. Let C be a calculus over S. A sequence w'?, ..., w* =Y € §* is called a derivation
in C if for every l <k there exists a rule REC, RC (S*)" x S* and lg,...,1n—1 <l such that

R(w(lo), ey w(l"”), w(l)).
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This means that every word of the derivation can be derived from earlier words of the derivation
by application of one of the rules of the calculus. We shall later define a calculus such that the
sequence of sentences

Let Vy3zy = f(x).

Let Vy3zy = g(x).

Consider y.

Jry=g(z).

Let y=g(2).

Jzz= f(x).

Let z = f(x).

y=g(f(2)).

Thus Jzy=g(f(x)).

Thus Jzy=g(f(x)).

Thus Vydz y = g(f(z)).

Qed.

is basically a derivation in that calculus.
Everything in the product of a calculus can be obtained by a derivation.

Proposition 10. Let C be a calculus over S. Then

Prod(C) = {w |there is a derivation w®, ..., w*~Y=w in C}.

Proof. The equality of sets can be proved by two inclusions.
(©) The set

X = {w|there is a derivation w®,...,w* =Y =w in C}
satisfies the closure property R[X] C X for all rules R € C. Since Prod(C) is the intersection of
all such sets, Prod(C) C X.
(D) Consider w € X. Consider a derivation w(®, ..., w* = = w in C. We show by induction on
I <k that w¥) € Prod(C). Let I <k and assume that for all i < holds w¥ € Prod(C). Take a rule
ReC, RC (A" x A* and ly, ..., l,_1 < I such that R(w), ..., wt»-1) w®). Since Prod(C) is
closed under application of R we get w() e Prod(C). Thus w= w1 ¢ Prod(C). U

Exercise 1. (Natural numbers 1) Consider the symbol set S = {|}. The set S* ={0, |, ||, |||, ...} of words
may be identified with the set N of natural numbers. Formulate a calculus C such that Prod(C) = S*.

4 Induction and recursion on calculi

Derivations in a calculus have finite length so that one can carry out inductions and recursions
along the lengths of derivations. We formulate appropriate induction and recursion theorems
which generalize complete induction and recursion for natural numbers. Note the recursion is
linked to induction but requires stronger hypothesis.

Theorem 11. (Induction Theorem) Let C be a calculus over S and let o(—) be a property which
is inherited along the rules of C:

YReC,RC (S*)F x S*VYuwW, . w® wes* Rw®, .., w* w) (e(w™)A. .. Apw®) = pw)).

Then
Vw € Prod(C) ¢(w).

Proof. By assumption, {w € S*|¢(w)} is closed under the rules of C. Since Prod(C) is the inter-
section of all sets which are closed under C,

Prod(C) C{w € S*|¢(w)}. O
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Definition 12. A calculus C over S is uniquely readable if for every w € Prod(C) there are a
unique rule R€C, R C (S*)F x S* and unique wW, ., w® e §* such that

R(w(l), e w® w).

Theorem 13. (Recursion Theorem) Let C be a calculus over S which is uniquely readable and
let (Gr|R € C) be a sequence of recursion rules, i.e., for R€C, R C (S*)F x S* let Gr: VF =V
where V is the universe of all sets. Then there is a uniquely determined function F:Prod(C) —V

such that the following recursion equation is satisfied for all R € C, R C (S*)* x S* and w, .
w® weProd(C), R(wW,...,w® w):
F(w) =Gr(F(wY), ..., F(w®)).
We say that F is defined by recursion along C by the recursion rules (Gr|R€C).
Proof. We define F(w) by complete recursion on the length of the shortest derivation of w in
C. Assume that F(u) is already uniquely defined for all u € Prod(C) with shorter derivation
length. Let w have shortest derivation w®, ..., w1 By the unique readability of C there are
ReC, RC (5% x §* and w'™), ..., w*-1) with i, ...,ix_1 <[ —1 such that
R(w() (=1 ).

Then we can uniquely define

F(w)=Gr(F(w'), ..., F(wi*-)). O
Remark 14. The previous Theorem states the existence of a function F' as a set of ordered
pairs, but the proof argues that F' can be defined (by some intuitive “procedure”). To complete

the argument one would have to use the recursion theorem from set theory which says that defi-
nitions of a certain kind correspond to certain functions in the set theoretic universe.

5 Terms and formulas

Fix a symbol set S for the remainder of this section. We generate the terms and formulas of the
corresponding language L by calculi.

Definition 15. The term calculus (for S) consists of the following rules:
a) —— for all variables x;

b) — for all constant symbols c€ S;

) tot1...tn—1

Tt for all n-ary function symbols f € S.

Let TS be the product of the term calculus. T is the set of all S-terms.

Definition 16. The formula calculus (for S) consists of the following rules:

a) —— produces falsity;

for all S-terms to,t, € T produces equations;

b) to=t1
c) TP for all n-ary relation symbols R € S and all S-terms tg, ..., t,_1 € TS produces
relational formulas;

d) % produces negations of formulas;

€) (; —:bw) produces implications;
f) 2 for all variables x produces universalizations.

Va o
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Let L® be the product of the formula calculus. L° is the set of all S-formulas, and it is also
called the first-order language for the symbol set S. Formulas produced by rules a-c) are called
atomic formulas since they constitute the initial steps of the formula calculus.

Example 17. S-terms and S-formulas formalize the naive concept of a “mathematical formula”.
The standard axioms of group theory can be written as in the extended language of group
theory as Sqg,~-formulas:

a) Yo Vg Vg ovg 0 109 = 0ovguyve ;
b) Yvg ovge=wp;
c) Yvgovg lvg=e.

Note that in c) the ~!-operator is “applied” to the variable vg . The term calculus uses the
bracket-free polish notation which writes operators before the arguments (prefiz operators). In
line with standard notations one also writes operators in infizx and postfir notation, using
bracket, to formulate, e.g., associativity:

Yo Y1 Vg vg o (v1 0v9) = (Voo v1) 0 V2.

Since the particular choice of variables should in general be irrelevant they may be denoted by
letters z, y, z, ... instead. Thus the group axioms read:

a) VaVyVz zo(yoz)=(roy)oz;

b) Vzazoe=x;

c) Vexox l=e.
Let g, = {VaVyVz zo(yoz)=(zoy)oz,Vrxoe=x,Vrxzox !t =e} be the azioms of group
theory in the extended language.

To work with terms and formulas, it is crucial that the term and formula calculi are uniquely
readable. We leave the proof of these facts as exercises.

Although the language introduced will be theoretically sufficient for all mathematical pur-
poses it is often convenient to further extend its expressiveness. We view some additional lan-
guage constructs as abbreviations for formulas in LS.

Definition 18. For S-formulas ¢ and ¢ and a variable x write
— T (“true”) instead of —L ;
—  (eVY) (“p or”) instead of (—— 1) is the disjunction of v, ¥ ;
—  (@eAY) (“p and ¢”) instead of —(@— —1))is the conjunction of ¢, v ;
— (o) (o iff ) instead of ((p— ) A (Y — @) )is the equivalence of ¢, ;
—  Jxe (“for all x holds ¢”) instead of ~Vr—¢gp.

For the sake of simplicity one often omits redundant brackets, in particular outer brackets. So
we usually write ¢ V ¢ instead of (¢ V ).

6 Structures and models

We shall interpret formulas like Vy3zy = g¢g(f(z)) in adequate structures. This interaction
between language and structures is usually called semantics. Fix a symbol set S.
Definition 19. An S-structure is a function A: {V}US—V such that

a) A(V)#0; A(V) is the underlying set of A and is usually denoted by A or |2|;

b) for every n-ary relation symbol R € S, A(R) is an n-ary relation on A, i.e., a(r) C A™;

¢) for every n-ary function symbol f € S, A(f) is an n-ary function on A, i.e., a(r): A" —
A.
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Again we use customary or convenient notations for the components of the structure 2, i.e., the
values of 2. One often writes R, f%, or c¢* instead of A(r), A(f), or A(c) resp. In simple cases,
one may simply list the components of the structure and write, e.g.,

Ql: (A’R%’R%l7 fgl)

or “U has domain A with relations R3', R} and an operation f7.
One also uses the same notation for a structure and its underlying set like in

A: (A’Rgl7 R%? fm)'

This “overloading” of one notation is quite common in mathematics (and in natural language).
There are methods of “disambiguating” the ambiguities introduced by multiple usage. Another
common overloading is given by a naive identification of syntax and semantics, i.e., by writing

A= (AaROaRlv f)

Since we are particularly interested in the interplay of syntax and semantics we shall try to
avoid this kind of overloading.

Example 20. Formalize the ordered field of reals R as follows. Define the language of ordered
fields

SoF = {<7 +,-,0, 1}
Then define the structure R: {V} U S,r — V by

R(Y) = R

= {(u,v) eER?*|u<v}
H)=4+8 = {(u,v,w) eR?|lut+v=w}
R() =1 = {(u,v,w)eR3|u-v=w}
R(0)=0% = 0eR

R(1)=1% = aeR

T2
|

A

=

|

This defines the standard structure R = (R, <®, 48 .R R 1R)
Observe that the symbols could in principle be interpreted in completely different, counterin-
tuitive ways like

R/(V) N

R/(<) = {(u,v)eN?|u>v}
R'(+) = {(u,v,w)eN3|u-v=w}
R'() = {(u,v,w) eN}|ut+v=w}
R'(0) = 1

R'(1) = 0

Example 21. Define the language of Boolean algebras by
SBA = {/\7 \/a ) 07 1}

where A and V are binary function symbols for “and” and “or”, — is a unary function symbol
for “not”, and 0 and 1 are constant symbols. A Boolean algebra of particular importance in logic
is the algebra B of truth values. Let B = |B| = {0, 1} with 0 =B(0) and 1 = B(1). Define the
operations and = B(A), or = B(V), and not = B(—) by operation tables in analogy to standard
multiplication tables:

and [0 |1 or|0|1 not
0 |0|0|,|0]0|1]|,and| O |[1].
1 ]0]|1 1111 1

Note that we use the non-exclusive “or” instead of the exclusive “either - or”.
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The notion of structure leads to some related definitions.

Definition 22. Let A be an S-structure and ' be an S’-structure. Then 2 is a reduct of 2,
or A is an expansion of A, if SCS’ and A [({VIUS)=2A.

According to this definition, the additive group (R, +, 0) of reals is a reduct of the field (R,
+5 05 1)

Definition 23. Let U, B be S-structures. Then 2A is a substructure of B, A C B, if B is a
pointwise extension of A, i.e.,

a) A=[A[C|B];

b) for every n-ary relation symbol R € S holds R* = R® N A";

c) for every n-ary function symbol f € S holds f*= f® | A"
Definition 24. Let A, B be S-structures and h: |A| — |B|. Then h is a homomorphism from 2
into B, h:A—B, if

a) for every n-ary relation symbol R € S and for every ag,...,an—1 € A
R¥*(ag,...,an_1) implies R®(h(ag),..., h(an_1));
b) for every n-ary function symbol f € S and for every ag,...,an—1 € A

fE(h(ag), ..., h(an—1)) =h(f*aog,...,an_1)).
h is an embedding of 2 into B, h:A— B, if moreover
a) h is injective;
b) for every m-ary relation symbol R € S and for every ag,...,an_1 € A
R¥*ag, ...,an—1) iff R®(h(ao), ..., h(an_1))-

If h is also bijective, it is called an isomorphism.

An S-structure interprets the symbols in S. To interpret a formula in a structure one also
has to interpret the (occuring) variables.

Definition 25. Let S be a symbol set. An S-model is a function
m:{viuSuVar—V

such that M [ {V}US is an S-structure and for all n € N holds M(vy,) € |IM]. M(vy,) is the inter-
pretation of the variable v, in 9.

It will sometimes be important to modify a model M at specific variables. For pairwise dis-
tinct variables g, ..., x,—1 and ag, ..., ar—1 € |9M| define

agp...ar—1 o

931—7 (931\ {(ZL'(),Q[(ZL'())), ceey (.Irfl,gl(xrfl))}) U {(SC(), 0,0), ceey (ZL'Tfl, arfl)}.

To..- Ty -1

7 The satisfaction relation

We now define the semantics of the first-order language by interpreting terms and formulas in
models.

Definition 26. Let 9 be an S-model. Define the interpretation 9(t) € |M| of a term t € T* by
recursion on the term calculus:

a) fort a variable, M(t) is already defined;
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b) for an n-ary function symbol and terms to,...,t, 1 €T, let

M(fto...tn_1) = fA(M(to), ..., M(t,_1)).

This explains the interpretation of a term like v3 4+ v3y in the reals.
Definition 27. Let 9 be an S-model. Define the interpretation M () € B of a formula p € L®,
where B=1{0,1} is the Boolean algebra of truth values, by recursion on the formula calculus:

a) M(L)=0;

b) for terms to,t1 € T: M(to=t1) =1 iff M(to) =M(t1);

¢) for every n-ary relation symbol R € S and terms to,...,t; € T°

M(Rto...tn—1) =1 iff R™(M(to), ..., M(tn—1));

d) M(=p) =1 iff M(p)=0;

e) M(e— ) =14f M(p)=1 implies M(Y) =1;

) M(Vonp) =1 iff for all a € |9M| holds vai(cp) =1.
We write M E ¢ instead of M(p) = 1. We also say that M satisfies ¢ or that ¢ holds in M.
For ® C L® write ME® iff ME ¢ for every p € .

Definition 28. Let S be a language and ® C L°. ® is universally valid if ® holds in every S-
model. ® is satisfiable if there is an S-model I such that IME P.

The language extensions by the symbols V, A, <+, 3 is consistent with the expected meanings
of the additional symbols:

Exercise 2. Prove:
a) ME(p V) iff MEe or ME
b) ME (V) iff ME ¢ and ME P,
c) ME(p <+ ) iff MEp is equivalent to ME ;
d) ME v, ¢ iff there exists a € |9N| such that zmvi"h ®.

With the notion of £ we can now formally define what it means for a structure to be a group or
for a function to be differentiable. Before considering examples we make some auxiliary defini-
tions and simplifications.

It is intuitively obvious that the interpretation of a term only depends on the occuring vari-
ables, and that satisfaction for a formula only depends on its free, non-bound variables.

Definition 29. For t € T define var(t) C {v,|n € N} by recursion on the term calculus:
— var(z)={x};
—  wvar(c)=0;
- var(fto...tn—1) =, ., var(ti)-
Definition 30. Fiir ¢ € L® define the set of free variables free() C {v,|n € N} by recursion on
the formula calculus:
—  free(tg=t1) =var(to) Uvar(ty);
—  free(Rito...tn—1) =var(to) U...Uvar(tyn_1);
—  free(—p) =tree(yp);
—  free(yp— 1) =free(yp) Ufree()).
—  free(Vzp)=free(p)\ {z}.
For ® C LS define the set free(®) of free variables as

free(®) = U free(y) .

ped®
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Example 31.

free(Ryz —Vy-y=z) = free(Ryx)Ufree(Vy-y=z)

= free(Ryx) U (free( ~y=2) \{y})
free(Ryz) U (free(y=2)\{y})
{2} U{y, 2z} \{y})
{y,xyu{z}

{z,y,2}.

Definition 32.
a) Forn€N let L ={pc L |free(p) C {vy,...,vn_1}}.
b) p€ LS is an S-sentence if free(yp)=0; L§ is the set of S-sentences.

13

Theorem 33. Let t be an S-term and let M and M’ be S-models with the same structure M |

{MIUS='[{V}US and D [ var(t) =D [ var(t). Then IM(t)=;'(t).

Theorem 34. Let t be an S-term and let M and M’ be S-models with the same structure M |

{MVPUS=M'[{V}US and M | free(t) =M’ | free(t). Then
ME @ iff ME .
Proof. By induction on the formula calculus.
@ =to=t1: Then var(to) Uvar(t1) =free(y) and
ME (2 iff 9)?(1&0) = Dﬁ(tl)
iff 9M'(to) =M'(¢1) by the previous Theorem,
it ME .
¢ =1 — x and assume the claim to be true for ¥ and x. Then
ME @ iff ME P implies MFE x
iff 9 F «) implies M’ E y by the inductive assumption,
ifft M'E .

© =Y, and assume the claim to be true for 1. Then free(v)) C free(p) U{v,}. For alla € A=

|90 M- | free(y)) = M= | free(¢)) and so
ME ¢ iff for all a € A holds M- F v

n

iff for all a € A holds Dﬁ’vi F ¢ by the inductive assumption,
iff M'E .

This allows further simplifications in notations for F:

Definition 35. Let 2 be an S-structure and let (ag, ..., an—1) be a sequence of elements of A.

Let t be an S-term with var(t) C {vg,...,vn—1}. Then define
tm[ao, veey an_l] = 9)?(1&),

where MDA is an S-model with M(vo) =ag,..., M(Vp—1) =an_1.
Let ¢ be an S-formula with free(t) C {vo,...,vn_1}. Then define

AE plag, ...,an—1] iff ME,
where MDA is an S-model with M(vo) =ag,..., M(vp—1) =apn_1.

In case n=0 also write t* instead of t*[aq, ..., an_1] and AFE ¢ instead of AF lao, ...

In this case we also say: 2 is a model of ¢, A satisfies ¢ or ¢ is true in 2A.

7a’n71]-
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For ® C L§ a set of sentences also write
AED iff for all p € P holds: AF .

Example 36. Groups. Sg,: ={o, e} with a binary function symbolo and a constant symbol e is
the language of groups theory. The group axioms are

a) Yo Yuy Yog ovg 0 v1v9 = oovguvs ;
b) Vugovge=wyp ;
¢) Yoy ovguy =€ .
This define the axiom set
D, = { Vg Vo1 Yug ovg 0 0102 = 00vguyv2, Yoy ovg e = vy, YupTduy ovguy =e .

An S-structure & = (G, *, k) satisfies @, iff it is a group in the ordinary sense.

Definition 37. Let S be a language and let ® C L§ be a set of S-sentences. Then
Mod®® = {2A|2A is an S-structure and AF O}

is the model class of ®. In case ® = {®} we also write Mod®p instead of Mod*®. We also say
that ® is an axiom system for Mod®®, or that ® axiomatizes the class Mod°® .

Thus Mod®%®¢, is the model class of all groups. Model classes are studied in generality
within model theory which is a branch of mathematical logic. For specific ® the model class
Mod®® is examined in subfields of mathematics: group theory, ring theory, graph theory, etc.
Some typical questions questions are: Is Mod®® +0, i.e., is ¢ satisfiable? Can we extend Mod®®
by adequate morphisms between models?

8 Logical implication and propositional connectives

Definition 38. For a symbol set S and ® C L® and ¢ € L° define that ® (logically) implies ¢
(PE @) iff every S-model TE @ is also a model of .

Note that logical implication F is a relation between syntactical entities which is defined
using the semantic notion of interpretation. We show that F satisfies certain syntactical laws.
These laws correspond to the rules of a logical proof calculus.

Theorem 39. Let S be a symbol set, t e TS, o, € L°, and T, ® C L. Then
a) (Monotonicity) If T C® and T'F ¢ then ®FE .

b) (Assumption property) If p €T then T'E .

¢) (—-Introduction) If T U @E Y then T'E p— ).

d) (—-Elimination) If TE ¢ and TE p— 9 then TFE .
e) (L-Introduction) If TE ¢ and T'E—yp then TE L.
f) (L-Elimination) If TU{=p}E L then TF .

9) (=-Introduction) TEt=t.

Proof. f) Assume I'U{-¢}F L. Consider an S-model with 9 ET. Assume that 9% ¢. Then
ME —p. MET U {—p}, and by assumption, MM = L . But by the definition of the satisfaction
relation, this is false. Thus 9MkE ¢. Thus I'F . O

9 Substitution and quantification rules

To prove further rules for equalities and quantification, we first have to formalize substitution.
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Definition 40. For a term s € TS, pairwise distinct variables xo, ..., ,_1 and terms tg, .
t,._1 €T define the (simultaneous) substitution

aey

to....tr—1
S—
. To.--Tp—1
of to, ..., tr-_1 for xg,...,x_1 by recursion:

£0.. by — ; .
a) pttrol = { @, if TF Do, CF Tr1 for all variables x;
TQe Ty —1 ti, ifc=x;

b) c% =c for all constant symbols c;

toor by too. too. 4
¢) (f80---8n—1) ;)I:ill = fsp ;01:711 cSp_1 ﬁ for all n-ary function symbols f.

Note that the simultaneous substitution
to....tr—1
S P —
LOeooLpr—1

is in general different from a succesive substitution

to t1 tr-1
ZTo 1 Tr-—1

which depends on the order of substitution. E.g., 2=y, 24 Z=yZ=gandzZ L =L =y.
Yy zy Yy Yy x x
Definition 41. For a formula ¢ € L%, pairwise distinct variables xq, ..., x._1 and terms to, ...,
tr_1 €T define the (simultaneous) substitution
to....tr—1
Lo...Lpr—1
of to, ..., tr_1 for xg,...,x._1 by recursion:
N toeet 0o tr o1 tgertr
a) (so=s1) z[;..zr,i =5y Z‘;m%i =5 w‘;m%; for all terms sg, s, € T5;

ton tootr toerr ity .
b) (RSo---Sn—1) ﬁ =Rsp w(;mlrill...sn,l m(:)mlri for all n-ary relation symbols R and

terms S, ..., Sp—1€T3;

o) (o) =l
) (e ) = e 2D
e) for (Vzp) % distinguish two cases:
— ifxe€{xg, ..., xr—1}, assume that v = xy . Choose i € N minimal such that u = v;
does not occur in Vxp, tg,....,t,—1 and xg,...,x.—1. Then set

to....tr—1 t1...tr—1u
Veyp) ———=Vu (p ————).
( (,0) Lo...LTpr—1 ((‘0 $1...$T_1.T)

— ifxé¢{xg,...,xr_1}, choose i € N minimal such that u=v; does not occur in Vzp,
to,....,tr—1 and xg,...,x._1 and set

to....trfl to....t,«,lu
Vop) ———=Vu(p———).
( 80) To..-LTpr—1 (80 1'0...1'»,‘,1:6)

The following substitution theorem shows that syntactic substitution corresponds semantically
to a (simultaneous) modification of assignments by interpreted terms.

Theorem 42. Consider an S-model 9N, pairwise distinct variables xg, ..., x,._1 and terms to,.
tr_1€ TS,

a) If s€T® is a term,

ey

m(s to...tr—1 ):m m(to)...m(tr_ﬂ

L. Lpr—1 Lo Ly —1

(s)-

b) If p€ L® is a formula,
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otroy e Do) M(tr 1)

ME
el —1 Lo oLy —1

Proof. By induction on the complexities of s and .
a) Case 1: s=x.
Case 1.1: x ¢ {xo,...,xr—1}. Then

().

Sﬁ(x to...tr—1 ):gﬁ(x) —m m(to)...gﬁ(tr_ﬂ
Lo Ly —1 ey —1

Case 1.2: t=x;. Then

m(x to...tr—1 ):m(ti) —m Dﬁ(to)...m(tr_ﬂ
Lo olpr—1 Lo Ly —1

Case 2: s=c is a constant symbol. Then

M(to)...M(tr—1)

M(eL0lr=1y _gn(e) —om ().

To.--LTp—1 To..-LTp—1
Case 8: s = fsg...5n_1 where f € S is an n-ary function symbol and the terms s, ..., s, € T
satisfy the theorem. Then
to...tr— to...tr— to...tr—
M(( Fsonnm 1) L0mlr=1) g pgg Lotrot o totry
To.--Tp—1 To..-Tpy—1 To.--LTp—1
_ to..tr_1 to..tr_1
o m(f)(gﬁ(So $0...$T_1)7 “.7m(sn71 $0....TT_1))
M(to)... M (tr— M(to)... M (t,—
= gy (om DU )y o DU 1)
Lo Ly —1 Lo Ly —1
M (to).... M (tr—
= M (O) ( 1)(f80...8n_1).
e olpr—1

Assuming that the substitution theorem is proved for terms, we prove
b) Case 4: ¢p=s9=5s1. Then

to....tr—1 _ to....tr—1
=S

20o...Tpr—1 ... Tyr—1 =t 20o...Tpr—1
i I(s0 to....trfl):j(s1 to....t,«,l)
To..-Tpy—1 Zo...-Ty—-1
T J(to)....J(trfﬂ (30) —7 j(to)....j(trfﬂ (31)
L. Lpr—1 Lol —1
iff th So=51.
L. Lpr—1

Propositional connectives of formulas like = and — behave similar to terms, so we only consider
universal quantification:
Case 5: ¢ = (Voip) Ll =1 assuming that the theorem holds for .

ZLOeeilp —1
Case 5.1: © =xzy. Choose i € N minimal such that u=wv; does not occur in Vz, tq, ....,t.—1 and
o, ...,Tr_1. Then
to....tr—1 ti...tr—1u
Veyp) ————=Vu (p ————).
( (,0) Lo...Lpr—1 ((‘0 L1001 T
to...tr—1 . t1...tr—1u
ME (Vo) ——— iff MEYu(p—————
( (P) Lo oLy —1 ((pxl...xr_lx

it for all a € M holds M2 &= p Tl =L

(definition of F)
iff for all a € M holds
Dﬁ%(tl)...i)ﬁ“ (tr_1) Dﬁ%(u)

u

L1...Tpr-1T

(M)

u L1...0p-1T
(inductive hypothesis for ¢)

Fo
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iff

iff

iff

iff

iff

for all a € M holds
(m%)m(t;)...ﬁﬁ(trfl) a
1...Lp -1
(since u does not occur in t;)
for all a € M holds
gﬁ gﬁ(tl)...gﬁ(trfl) a
L1...0p-1T
(since u does not occur in @)
for all @ € M holds
(Sﬁ Dﬁ(h)...gﬁ(tr_ﬂ )ﬂ': o
T1...0p -1 X
(by simple properties of assignments)
(m Dﬁ(h)...gﬁ(tr_ﬂ ) EVzg
T1...0p -1
(definition of F)
(m gﬁ(to) m(h)...gﬁ(tr_ﬂ
Tox1...Lp -1
(since x =z is not free in V).

Fe

Fo

VEVz

17

Case 5.2: x ¢ {xo,...,xr_1}. Then proceed similarly. Choose ¢ € N minimal such that u=wv; does

not occur in Yz, tg,....,t,—1 and xg,...,x,—1. Then
to...trfl to...t,«,lu
YV =Vu (p———).
( 80) To..-LTpr—1 ( .- Lyp—-1T
Dﬁ':(v.%‘(p) to...tr—1 F m':vu((p to...tr—1u
To.--LTyp—1 Tye.-Lyp-1T

iff

iff

iff

iff

iff

iff

for all a € M holds M= p fotro1t

(definition of &)
for all @ € M holds
M (to)... M= (tr—1) ME(u)
a
0ol —1X
(inductive hypothesis for ¢)
for all @ € M holds
(m%) m(tz)...m(tr_ﬂ a
0---Lp -1
(since u does not occur in t;)
for all a € M holds
m Dﬁ(to)...m(tr_ﬂ a
Lo olpp—1T
(since u does not occur in )
for all @ € M holds
(m m(t;)...m(tr,l) )2': o
0---Lp—1 X
(by simple properties of assignments)
(m M (to)...M(tr—1) )E Vg
Q.o Lp—1
(definition of &)

Lol 1T

Fe

Fo

Fe

We can now formulate further properties of the F relation.

Theorem 43. Let S be a language. Let x,y be variables, t,t' € TS, ¢ € LS, and T C LS. Then:

a) (V-Introduction) If T E go% and y ¢ free(TU{Vzp}) then TEVx .
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b) (V-elimination) If T EVzp then Tk ga%.

¢) (=-Elimination or substitution) If T'E @% and TEt=t' then TE @% .
Proof. a) Let Tk ¢ £ and y ¢ free(T' U {Vzp}). Consider an S-model J with JFT. Let a € A=
|3]. Since y ¢ free(T"), j% FT'. By assumption, j% E @% . By the substitution theorem,

T

E v and so (J

)

SHES)

Fey

< |2

Case 1: x=vy. Then 3% Fo.
Case 2: v+ y. Then JZ—ZHD, and since y ¢ free(p) we have 3= k= ¢.

Thus JEVxe. Thus 'EVze.

b) Let I' EVaxp . Consider an Smodel J with JET'. For all a € A = |J| holds J % Ey . In par-
ticular 3 2 Fy . By the substitution theorem, JF w%. Thus I'kE ¢ % .

x

c) Let T' F go% and I' £t = t’. Consider an S-model J mit J F I". By assumption J F go% and
JEt=t'. By the substitution theorem

J(t)
J=—=~Fp.
J . ®
Since J(t) =3(t'),
~(+!
TJ(; ) Eo
and again by the substitution theorem
!/
JE oL
x
Thus TE o~ O

Note that in proving these proof rules we have used corresponding forms of arguments in the
language of our discourse. This “circularity” is a general feature in formalizations of logic.

10 A sequent calculus

We can put the rules of implication established in the previous two sections in the form of a cal-
culus which leads from correct implications ® F ¢ to further correct implications &’ F ¢’. Our
sequent calculus will work on finite sequents (o, ..., Yn—1, ©n) of formulas, whose intuition is
that {¢o, ..., pn—1} implies ¢, . The GODEL completeness theorem shows that these rules actu-
ally generate the implication relation F. Fix a language S for this section.

Definition 44. A finite sequence (o, ..., Pn—1, Pn) is called a sequent. The initial segment T'=
(©0, -y @n—1) is the antecedent and ¢, is the succedent of the sequent. We usually write
©0 - Pn—1 @n or Ty, instead of (po, .-, Pn—1, ¢n). To emphasize the last element of the
antecedent we may also denote the sequent by T ¢, _1 @y, with T'= (g, ..., pn—2).

A sequent pg...on—1 @ is correct if {@g...on—1}F @.

Definition 45. The sequent calculus consists of the following (sequent-)rules:

—  monotonicity (MR) gTZZ
—  assumption (AR) ——
Iy g
—  —-introduction (—1I) E 2 Z/;—”P
Iy
—  —-elimination (—=E) T o—
L
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Iy
—  L-introduction (LI) T -
I L
—  L-elimination (LE) Loy 4
r 2
r o2
—  V-introduction (V1) T VI ,if y ¢ free(TU{Vzp})
. U Vay
—  V-elimination (VE) T of ifte T’
—  =-introduction (=I) T ifteTs
r (p%
—  =-elimination (=E) T t=t’
r got—/

The deduction relation is the smallest subset +CSeq(S) of the set of sequents which is closed
under these rules. We write g ... pp—1F @ instead of ¢g... pn—1p €. For ® an arbitrary set of
formulas define ® = ¢ iff there are g, ..., pn—1 € ® such that ¢q ... pn—1F @ . We say that ¢ can
be deduced or derived from g ... 0n_1 or ®, resp. We also write = instead of O+ ¢ and say
that ¢ is a tautology.

Theorem 46. A formula ¢ € L° is derivable from T' = g ... 0n_1 (T'F) iff there is a deriva-
tion or a formal proof

(Towo: L1601, s P10 —1)
of Two=Tk_1pk—1, in which every sequent I';p; is generated by a sequent rule from sequents

Fiocpim ey Fin—lcpin—l with io, . Z.nfl <7i.
We usually write the derivation (Towo, T1¢1,...,Tk—1¢k—1) as a vertical scheme

I'o o
I' »1
| AR

where we may also mark rules and other remarks along the course of the derivation.
In our theorems on the laws of implication we have already shown:

Theorem 47. The sequent calculus is correct, i.e., every rule of the sequent calculus leads from
correct sequents to correct sequents. Thus every derivable sequent is correct. This means that

FCE.
The converse inclusion corresponds to
Definition 48. The sequent calculus is complete if FCl.

The GODEL completeness theorem proves the completeness of the sequent calculus. The defi-
nition of F immediately implies the following finiteness or compactness theorem.

Theorem 49. Let ® C L and ¢ € ®. Then ® F ¢ iff there is a finite subset &g C & such that
(I)O F @ .

After proving the completeness theorem, such structural properties carry over to the implica-
tion relation F.
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11 Derivable sequent rules

The composition of rules of the sequent calculus yields derived sequent rules which are again
correct. First note:

Lemma 50. Assume that
' o

I' or1
I ok

s a derived rule of the sequent calculus. Then

Fo o

: , where Ty, ...,T'x_1 are initial sequences of T’
U1 9r—1

r Pk

s also a derived rule of the sequent calculus.
Proof. This follows immediately from iterated applications of the monotonicity rule. O

We now list several derived rules.

11.1 Auxiliary rules

We write the derivation of rules as proofs in the sequent calculus where the premisses of the
derivation are written above the upper horizontal line and the conclusion as last row.

ex falso quodlibet E L :

1. T i 4

2. T - 1

3. T %)

—-Introduction $:
B

1. T o 1L

2. T p— 1

3. T alv2 Y2

4. T =29 ¢ g

5 T Y Y 1

6. I alv2 (2

7. T alv2 1

8. T -

1. T -

2. T ¢ ¢

3.7 ¢ L

4. T ¢ v

5. T =Y

1. T 0

2.7 o v

3. T =Y

Cut rule
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=

W
=

AS)
ASH RSN RSERS

Contraposition

Y
(=)
(=)
@

(0

-

L
- a2

Sl PR el S
] B s Mo B Mlaw Biaw|
J
<=
ST ST S SR Y

11.2 Introduction and elimination of V, A, ...

V-Introduction

r @

I' =¢ —p

F - L

|

r =)
r eV

S AN ] e

Introduction

r Y
L' =g 9
r =Y
r VY

V-
1.
2.
3.
4.

V-Elimination

1. T eV
2. T =X
3. T Y
4. T —p—
5 T —x X

6. I' =x ¢ ¢

7. T =x ¢ x

8 I =x ¢ L

9. T —x -

10. T' —y P

11. T' —y X

12. T' =y L

13. T X
A-Introduction

1. T %)

2. T )
3.7 o= o—=—9p
4. T o=y

4. T o—-y L

5. T (o= 1)
6. T pANY

21
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A-Elimination

r AP

r —(p— 1)
' =¢p —o

I' = o=

I' = L

r @

S|t L o=

A-Elimination

r pAY

r (o= 1)
r ¢ -y

' ¢ ¢o—=-9

I - 1

r ©

OO W N

J-Introduction
1. T o
I' Ve—-p V-

I' Ve ﬂp%

T V.Tﬁ(p 1

T V-
Tr Jxp

S A

3-Elimination
1. T Jxp

@% P where y ¢ free(TU{Jzp, ¢ })
—Vr-p

i —pd

- Ve

- L
(G

NS ot W
oo o Ml Bl Bl | o

11.3 Manipulations of antecedents

We derive rules which show that the formulas in the antecedent may be permuted arbitrarily,
showing that only the set of antecedent formulas is relevant.

Transpositions of premisses

LT ¢4 x

2. T ¢ P—x
3. T o= (Y—x)
4. T o P

5. 'y ¢ @

6. ' ¥ o v—x
7.0 Y p x

Doublication of premisses

1. T ¢ P
2.0 o ¢ 9
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Elimination of double premisses

1.T o o v

2. T ¢ p— P

3. T o= (p—=1)
4. T ¢ %)

5 T ¢ )

Iterated applications of these rules yield:

Lemma 51. Let @q...0;m—1 and o...100,—1 be antecedents such that

{00, pm—1} ={v0, ..., ¥n-1}
and x € L°. Then

$o .- Pm—1 X
Yo o Yn-1 X

1s a derived rule.

11.4 Examples of formal proofs
We give some examples of formal proofs which show that within the proof calculus
equivalence relation.
Lemma 52. We prove the following tautologies:
a) Reflexivity: FNzrx=x
b) Symmetry: FYaVy(z=y— y=x)
¢) Transitivity: EVaVyVz(z=yAy=z—x=2)

Proof. a)

T=x

Ver=x

b)

T=Yy T=vy

T=y r=x

T=y (zzx)f

=y (zz:c)%

T=y Y=z
T=Yy— Y=z
Vy(r=y—y=x)

T=YNY=2—Tr=2
Vz(z=yAy=z—1=2)
VyVz(e=yAy=z—x=2)
VaVyVz(e=yAy=z—x=2)

We show moreover that = is a congruence relation from the perspective of .

23

is an
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Theorem 53. Let o€ LS and to,...,tn_1,t0,...,th_1 €TS. Then

A !
Fto=toA ... ANt_1=t, _1—(¢p tO...tn71<_> to...th—1

V0...Un—1 V0...Un—1

Proof. Choose pairwise distinct “new” variables ug, ..., uy—1. Then

to..tn—1 _ wour Un—1to t1  ln-1

V0---Vn—1 Vo V1 Up—1 Uo UL Up—1
and

thtn_1  upur Un—1ty t1 tn_q

V0. Un—1 Vo V1 Up—1 Uo UL Up—1

Thus the simultaneous substitutions can be seen as successive substitutions, and the order of the
substitutions i— may be permuted without affecting the final outcome. We may use the substitu-

tion rule repeatedly:

o to...tn—1 o to...tn—1
V0...Un—1 V0..-Un—1
U Un-1to  tno U Un-1to  bno
Vo Un—1 UQ Unp —1 Vo Un—1 U0 Unp—1

I

up  Un—1to  Tn-—1 _ up  Un—1to  Tp_1
2 Un-1 0 tn_1=th_, =2 . 2.
Vo Un—1 UQ Unp —1 Vo Un—1 U0 Unp—1

! I
ug  Un—1 to tn—1

Uy Up—1 to tn—1 s oy
—_— ... th-1=tn_1...10=1g ©—...
Vo Un—1 UQ Unp —1 Vo Un—1 U Unp—1
to...th—1 , , to...th_1
p———— o=ty ... tn—1=Tp—1 _
V0...Un—1 V0..-Un—1

12 Consistency

Fix a language S.

Definition 54. A set ® C LS is consistent if ®¥ L. ® is inconsistent if ®+ L .
We prove some laws of consistency.

Lemma 55. Let ® C L° and ¢ € LS. Then
a) ® is inconsistent iff there is 1) € L° such that ® 1) and ®F —p.
b) ®F ¢ iff PU{—~p} is inconsistent.
¢) If ® is consistent, then ®U{p} is consistent or ®U{—p} is consistent (or both).
)

d) Let F be a family of consistent sets which is linearly ordered by inclusion, i.e., for all @,

VeF holds DCWV or WC®. Then

=) @

. . D F
18 consistent.

Proof. a) Assume ®+ L. Then by the ex falso rule, @+ ¢ and &+ —e.
Conversely assume that ®F 1) and ® - - for some 1 € L°. Then ®+ L by L-introduction.
b) Assume ® F ¢ . Take g, ..., pn—1 € ® such that pg...0n—1 F ¢ . Then we can extend a
derivation of g...0,—1F ¢ as follows
Yo .- Pn-1 2
$0 o Pn-1 TP TP
o oo Pn-1 T L
and ® U {—¢} is inconsistent.
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Conversely assume that ® U {-p}F L and take ¢y, ..., pn—1 € ® such that pg...on_170F L.
Then @q...on—1F @ and &+ .
¢) Assume that ® U {¢} and ® U {—¢} are inconsistent. Then there are o, ..., ¢n—1 € ¢ such
that ¢g...on—1F @ and @g...c0,—1 F —p. By the introduction rule for 1, yq...¢,,—1F L. Thus ®
is inconsistent.
d) Assume that ®* is inconsistent. Take g, ..., pn—1 € ®* such that ¢g ... 0n—1 F L . Take
Dy, ...P,,_1 € F such that ¢y € @y, ..., 1 € P,_1 . Since F is linearly ordered by inclusion
there is ® € {®y,...P,,_1} such that ¢, ..., 1 € P. Then P is inconsistent, contradiction. ]

Note that d) implies the inductivity required for the lemma of ZORN. The proof of the com-
pleteness theorem will be based on the relation between consistency and satisfiability.

Lemma 56. Assume that ® C L° is satisfiable. Then ® is consistent.

Proof. Assume that ® - L . By the correctness of the sequent calculus, ® F L . Assume that ¢
is satisfiable and let 3= ® . Then JF L . This contradicts the definition of the satisfaction rela-
tion. Thus ® is not satisfiable. O

Theorem 57. The sequent calculus is complete iff every consistent ® C L° is satisfiable.

Proof. Assume that the sequent calculus is complete. Let ® C LS be consistent, i.e., ®¥ 1 . By
completeness, ® ¥ | , and we can take an S-interpretation JF @ such that J# 1 . Thus ® is sat-
isfiable.

Conversely, assume that every consistent ® C L9 is satisfiable. Assume ¥ E 1) . Assume for a
contradiction that UF ¢. Then WU {—1} is consistent. By assumption there is an S-interpreta-
tion TEWU{—¢}. TF ¥ and J¥ ¢, which contradicts ¥E . Thus U+ . O

13 Term models and HENKIN sets

In view of the previous lemma, we strive to construct interpretations for given sets ® C L of S-
formulas. Since we are working in great generality and abstractness, the only material available
for the construction of structures is the language L itself. We shall build a model out of S-
terms.

Definition 58. Let S be a language and let ® C L° be consistent. The term model T2 of ® is
the following S-model:

a) Define a relation ~ on T,
tONtl Zﬁ (I)Ftogtl.
~ is an equivalence relation on T°.
b) ForteT? lett ={scT"|s~t} be the equivalence class of t.

¢) The underlying set T® =T®(Y) of the term model is the set of ~-equivalence classes
T®={t |teT}.
d) For an n-ary relation symbol R€ S let R on T? be defined by
(£05 .0y tn_1) € RT" iff ®F Ritg...tp_1.
e) For an n-ary function symbol f €S let qu) on T® be defined by
S (B Frt) = Tl
f) For n€N define the variable interpretation T®(v,) =1, .

The term model is well-defined:
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Lemma 59. In the previous construction the following holds:

a) ~ is an equivalence relation on T°.
b) The definition of R is independent of representatives.

¢) The definition of f‘zq)is independent of representatives.

Proof. a) We derived the axioms of equivalence relations for =:

- FVrz=x

- FVaVy(ze=y—y=x)

— FVaVyVz (z=yAy=z—z=2)
Consider t € T°. Then Ft=t. Thus for all t € T° holds t~t.

Consider to, t1 € TS with to ~t. Then Fto =1;. Also Fto =t >t = to s Ftl = to y and ty~ to .

Thus for all tg,t; € T with tg~t; holds t; ~tg.

The transitivity of ~ follows similarly.
b) Let t_o, . t_n,1 € TKI)7 t_() = 50, -1y t_n,1 = 35,_1 and ® F Rtg...t,,_1 . Then FHyg=sp, ... ,
Ft,_1 = sp_1 . Repeated applications of the substitution rule yield ® - Rsq...s,_1 . Hence
P F Rtg...t,—1 implies ® - Rsg...s,—1 . By the symmetry of the argument, ® - Rtg...t, 1 iff
P+ RSO...Sn,1 .
C) Let t_o, vaay t_n,1 c T¢, and t_() = §0, vaay t_n,1 = Sp—1 - Then Fto =S80, -0 Ftn,1 = Sp—1 -
Repeated applications of the substitution rule to & ftq...t,, 1 = fto...tn_1 yield

Ffto...tn,1£ fSO...Sn,1
and ft()...tn_lszQ...Sn_l. ]

We aim to obtain T%F ®. The initial cases of an induction over the complexity of formulas is
given by
Theorem 60.
a) For terms t € T holds T2(t)=t.
b) For atomic formulas o € L° holds
TPE iff P

Proof. a) By induction on the term calculus. The initial case ¢ = v, is obvious by the definition
of the term model. Now consider a term t = fty...t,—1 with an n-ary function symbol f € S, and
assume that the claim is true for t,...,t,—1. Then
T2(ftotn_1) = fT(ZT2(to), ..., T2 (tn_1))
= qu>(t_Oa sy tn—l)
= Tto.tn_1.
b) Let ¢ = Rty...t,_1 with an n-ary relation symbol R € S and t, ...,t,_1 € T°. Then

TPE Rig...ty 1 if R (T2(to), ..., T2(tn_1))
iff R (fo,....Tn_1)
iff ®F Rtg...t, 1.
Let ¢ =to=t; with to,t; € T°. Then
‘I(D':foEfl iff ‘I(D(to):‘z(b(tl)

iff to=t
iff to~t
iff (I)Ftogtl.

To extend the lemma to complex S-formulas, ® has to satisfy some recursive properties.
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Definition 61. A set ® C L of S-formulas is a HENKIN set if it satisfies the following proper-
ties:
a) ® is consistent;
b) ® is (derivation) complete, i.e., for all p € L°
Py or ®F -y

¢) ® contains witnesses, i.e., for all Yz € LS there is a term t € TS such that

PV — ﬁap%.

Lemma 62. Let ® C L° be a HENKIN set. Then for all x, 1 € L® and variables x:
a) ¥ x iff PF-yx.
b) ®F x implies PEY, iff PFx— 1.
¢) For all t € TS holds ®t x— iff ®FVax.

Proof. a) Assume ® ¥ x . By derivation completeness, ® - —x . Conversely assume ® F -y .
Assume for a contradiction that ®F x. Then & is inconsistent. Contradiction. Thus ®F x .
b) Assume ®+ x implies @+ ).
Case 1. ®F x. Then ®+ ¢ and by a previous derivation @+ x — 9.
Case 2. ®F x . By the derivation completeness of ® holds ® -y . And by a previous derivation
dEx— 1.
Conversely assume that ® - y — 1 . Assume that ® - y . By —-elimination, ® + ¢ . Thus
P x implies PH.
c) Assume that for all ¢+ € 7" holds ® F Xi Assume that ® ¥ Vacx By a), ® - =V y . Since
P Contalns witnesses there is a term ¢ € T such that ® - —Vz x—>ﬁx— By —-elimination, &+ -
. Contradiction. Thus ®FVzx. The converse follows from the rule of V-elimination. 0

Theorem 63. Let ® C L° be a HENKIN set. Then

a) For all formulas x € L®, pairwise distinct variables Z and terms terTs

goeyLogary L.
X X
b) TP,

Proof. b) follows immediately from a). a) is proved by induction on the formula calculus. The
atomic case has already been proven. Consider the non-atomic cases:

i) x=L1. Then J_E =1.%% 1= ‘ is false by definition of the satisfaction relation F, and ® X%:

is false smce P is consistent. Thus TPk L iff ok L%.
ii.) x= =9 ’ and assume that the claim holds for ¢. Then

— —

‘I‘bhﬁgoi iff not ‘I‘bhgoé
T

—

iff not &+ go% by the inductive assumption

—

iff oF mp% by a) of the previous lemma.

and assume that the claim holds for ¢ and ¥. Then

8i|

iii.) x = (¢ — )

TPE(p— ) = iff Tbhtpéimplies Eq)':’L/Jé

S

—» —»

iff dko ; implies ® - 1/1 by the inductive assumption

iff ok @é — 1/1% by a) of the previous lemma

—

i D (o 1) % by the definition of substitution.
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iv.) x = (Vo) 2r=1 and assume that the claim holds for . By definition of the substitution
LQeeelp —1

X is of the form

to...tr—1u
v ————) oder V
U(QD $0...$T_1.T) odet u((p.l'l....TT_lm

t1...tr—1u

with a suitable variable u. Without loss of generality assume that x is of the first form. Then

-

Tb':(vx‘p)% iff TP Iy (p Lonlro1t

L0 oLpp—1T
iff for all t € TS holds TPL o J0eedr=1U
u L. Lyp—-1T
P
J (t) o to....tr—1u
u

Lol —1T

iff for all teT* holds %
t

by a previous lemma

i for all £ € T holds T (p 0tr=1y * by the substitution lemma

To..-Tpy—1
to....tr—1t
Loeoolyp 1T

iff for all £ € TS holds - L0=lr=1L

Q.- Lp—-1T

I for all # €T holds @ (p eetr=1ty t
0o oLlyp—1T" U

iff for all t €T holds TPF ¢

it dFYu(p M) by ¢) of the previous lemma
... LTyp—-1T
iff o (V) % .

14 Constructing HENKIN sets

by successive substitutions
by the inductive assumption

— by successive substitutions

We shall show that every consistent set of formulas can be extended to a HENKIN set by “adding

witnesses” and then ensuring negation completeness. We first consider witnesses.

Theorem 64. Let ® C L7 be consistent. Let o € L° and let z be a variable which does not occur

in ®U{p}. Then the set
<I>U{ﬁV:C<p—>ﬁ<p§}

18 consistent.

Proof. Assume for a contradiction that ® U{-3zpV ga%} is inconsistent. Take o, ..., on_1 € P

such that
z
00 Pn—1 ﬁV:mp—)ﬁ(pE FL.

Set I'= (0, ..-s ¢n—1). Then continue the derivation as follows:

1. T ﬁV$<p—>ﬁ<p§ 1

2. T =Vzop ——Vxp

3. T -Vzop —Wzga%ﬂcpg
4. T ﬁﬁvx(p 1L

5. T —Vz

6. T ﬁtpf ﬁtpé

7. T ﬂgag —Wzga%ﬂcpg
8. T —p= 1

9. T ga%

10. T Vap

11. T €

Hence @ is inconsistent, contradiction.



