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In these notes we will present an exposition of the Proper Forcing Axiom
(PFA). We will first discuss examples of the consequences of PFA. We will then
present two proper partial orders which are used to force two combinatorial prin-
ciples which follow from PFA: The P-Ideal Dichotomy (PID) and Todorcevic’s
formulation of the Open Coloring Axiom. On one hand, these posets and the
proofs of their properness are quite typical of direct applications of PFA. On the
other hand, these principles already capture a large number of the consequences
of PFA and do not use any terminology or technical tools from the theory of
forcing.

1 Consequences of PFA

We start with the definition of PFA.

Definition 1.1. PFA holds if, given a proper poset Q and a collection D of dense
subsets of Q, with |D| ≤ ℵ1, then there is a filter G ⊆ Q such that G ∩D 6= ∅
for all D ∈ D.

While we will give a definition of proper later on, it is sufficient for the
moment to say that properness is a weakening of the countable chain condition
(c.c.c.). In particular, PFA is a strengthening of MA(ℵ1).

The following two theorems predated PFA and were important in its formu-
lation.

Theorem 1.2. (Solovay, Tennenbaum [15]) Souslin Hypothesis is consistent
with ZFC.

Theorem 1.3. (Baumgartner [4]) The following statement is consistent with
ZFC: every pair of ℵ1-dense1 subsets of R are isomorphic.

1A set X ⊆ R is said to be κ-dense, if every interval meets X in κ points.
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Martin observed that Solovay and Tennenbaum’s proof of the consistency
of Souslin’s Hypothesis could be adapted to prove the consistency of a stronger
statement, now known as MA(ℵ1). The model which Baumgartner constructed
to establish the above theorem is, like Solovay and Tennenbaum’s model, ob-
tained by a finite support iteration of forcings which satisfy the c.c.c.. Unlike
Souslin’s Hypothesis, however, the conclusion of Baumgartner’s theorem did not
apparently follow from MA(ℵ1) (this was later confirmed by work of Abraham
and Shelah [2]).

Let us now consider two principles which we will later demonstrate are con-
sequences of PFA. Recall that an ideal I ⊆ [S]ω is a P-ideal if

• I contains every finite subsets of S,

• for every family {Xn : n ∈ ω} ⊆ I there is an X ∈ I such that Xn is
contained in X modulo a finite set for every n ∈ ω.

Definition 1.4. (P-Ideal Dichotomy (PID)) If S is a set and I ⊆ [S]ω is a
P-ideal, then either

• there is an uncountable Z ⊆ S such that [Z]ω ⊆ I, or

• S =
⋃
n∈ω Sn such that no infinite subset of any Sn is in I.

Definition 1.5. (Open Coloring Axiom (OCA)) If G is an open graph on
a separable metric space X, then either

• there is an uncountable Z ⊆ X such that [Z]2 ⊆ G, or

• X =
⋃
n∈ωXn such that [Xn]2 ∩G = ∅, for every n ∈ ω.

Remark 1.6. The formulation of this principle is due to Todorcevic and is based
on the different formulations of OCA presented in [1].

We will now turn to some of the consequences of these principles.

Theorem 1.7. (Todorcevic [21]) PFA implies that if X is a Banach space of
density ℵ1, then X has a quotient with a basis of length ω1.

In fact for Todorcevic’s result, the conjunction of PID and MA(ℵ1) is suffi-
cient to derive the desired conclusion.

Theorem 1.8. (Farah [6]) OCA implies that if H is a separable infinite dimen-
sional Hilbert space, then all automorphisms of B(H)/K(H) are inner.
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Theorem 1.9. (Moore [12]) PFA implies that every uncountable linear order
contains an isomorphic copy of one of the following: X,ω1,−ω1, C,−C. Here
X is a set of reals of cardinality ℵ1 and C is a Countryman line.

Theorem 1.10. (Moore [13]) PFA implies that ηC is universal for the Aronszajn
lines. Here ηC is the direct limit of the finite lexicographic products of the form
C × (−C)× . . .× (±C).

Theorem 1.11. (Martinez [8]) PFA implies that the Aronszajn lines are well
quasi ordered by embeddability.

Theorem 1.12. (Todorcevic, Veličković [5] [23]) PFA implies that 2ℵ0 = ℵ2.

Theorem 1.13. (Todorcevic [16]) PFA implies that for every regular κ > ℵ1,
�(κ) fails.

Theorem 1.14. (Viale [26]) PFA implies 2µ = µ+ whenever µ is a singular
strong limit cardinal.

The two last theorems are consequences of PID [20] [27].

Theorem 1.15. (Todorcevic [17]) OCA implies that every (κ, λ∗)-gap in ωω/fin
is of the form κ = λ = ω1 or min(κ, λ) = ω and max(κ, λ) ≥ ω2.

2 Some technical background

Both when defining properness and when building proper forcings, it will be
convenient to work with set models of a sufficiently strong fragment of ZFC.
The most appropriate fragment in the present setting is ZFC with the power set
axiom omitted. Models of this theory are provided by the structures (H(θ),∈),
where θ is an uncountable regular cardinal and H(θ) is the collection of all sets
of hereditary cardinality less than θ. Note in particular that if A is in H(θ),
then P(A) ⊆ H(θ) and if A and B are in H(θ), then so is A×B. In particular,
H(θ) |= |A| ≤ |B| if and only if |A| ≤ |B|. Since we will frequently be working
with elementary substructures of some fixed H(θ), it will be useful to also fix a
well ordering / of H(θ). This provides a nice set of Skolem functions for H(θ).

In what follows, we will only be interested in countable elementary submodels
of H(θ) and will write M ≺ H(θ) to mean that M is a countable elementary
submodel of H(θ). We will say that θ is sufficiently large with respect to X if
P(X) is in H(θ). A suitable model for X is an M ≺ H(θ) where X is in M and
θ is sufficiently large for X.
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Definition 2.1. If Q is a forcing notion and M is a suitable model for Q, then
a condition q ∈ Q is (M,Q)-generic if whenever r ≤ q and D ⊆ Q is dense and
in M , there is a s ∈ D ∩M , such that s and r are compatible (i.e. D ∩M is
predense below q).

The above definition is equivalent to saying that

q  Ġ ∩ M̌ is M̌ -generic

where Ġ is the Q-name for the generic filter.

Definition 2.2. A forcing notion Q is proper if whenever M is a suitable model
for Q and q is in Q ∩M , q has an extension which is (M,Q)-generic.

The following are useful facts about countable elementary submodels.

Fact 2.3. If X is definable in H(θ) from parameters in M ≺ H(θ), then X ∈M .

Fact 2.4. If X ∈M ≺ H(θ), then X is countable if and only if X ⊆M

Proof. Only the reverse implication requires argument. Observe that since ele-
ments of ω are definable, ω ⊆ M . If X is countable, then, by elementarity, M
will contain a function from X into ω. Since ω is contained in X, its preimage
under this function is as well and hence X ⊆M .

Fact 2.5. If M ≺ H(θ), then M ∩ ω1 is a countable ordinal.

Proof. If α ∈ M ∩ ω1, then α ⊆ M by the previous fact. Hence M ∩ ω1 is a
transitive set of ordinals and therefore an ordinal.

3 Forcings associated to OCA and PID

We will now define posets associated to OCA and to PID and prove that they
are proper.

3.1 The poset for OCA

Suppose that G is an open graph on X. Let QX,G be the poset consisting of all
the pairs q = (Hq,Nq) such that:

1. Hq ⊆ X is a finite clique in G;

2. Nq is an increasing finite ∈-chain of elementary submodels of H(2ℵ0+)
which each contain (X,G);
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3. if x 6= y are in Hq, then there is an N in Nq such that |N ∩ {x, y}| = 1;

4. if N is in Nq and E ⊆ X is in N with [E]2 ∩G = ∅, then E ∩Hq ⊆ N .

Define the order on QX,G by p ≤ q if Hq ⊆ Hp and Nq ⊆ Np. Notice that, by
condition 3, Nq induces an order on Hq corresponding to the number of elements
of Nq which do not contain a given element of Hq. It will be convenient to let
xq(i) denote the ith element of Hq in this enumeration.

Remark 3.1. If CH holds, then can modify the forcing QX,G as follows. Let
N be a continuous ∈-chain of length ω1 of countable elementary submodels of
H(2ℵ0+), each containing the relevant objects. Define, e.g., QX,G to be all Hq

such that (Hq,Nq) is in QX,G whenever Nq is a finite subset of N . One can verify
that this modified forcing in fact satisfies the countable chain condition. The
role of CH here can be explained as follows: if X is a separable metric space and
if M and N are two countable elementary submodels of (H(2ℵ0+),∈, X) such
that M ∩ω1 = N ∩ω1, then CH implies that M ∩H(ℵ1) = N ∩H(ℵ1) and hence
M and N have the same intersection with the closed subsets of X. Notice that
in condition 4, the set E can be assumed to be closed since if [E]2 ∩G is empty,
the same is true for the closure of E.

3.2 The poset for PID

Let I be a P-ideal on a set S and suppose that θ is a regular cardinal such that
I is in H(θ). For each countable subset X of I, let IM be an element of I such
that I ⊆∗ IX for every I in X. Here I ⊆∗ J means that the set I \ J is finite. If
M is a countable elementary submodel of H(θ), will let IM denote IM∩I . Define
I⊥ to be the collection of all subsets of S which have finite intersection with
every element of I.

Let QI be the poset consisting of all the pairs q = (Zq,Nq) such that

1. Zq ⊆ S is finite;

2. Nq is an increasing finite ∈-chain of elementary submodels of H(θ) which
each contain I;

3. if x, y ∈ S, then there is an N in Nq such that |N ∩ {x, y}| = 1;

4. if N is in Nq and X is in N ∩ I⊥, then X ∩ Zq ⊆ N .

Define the order on QI by:

1. p ≤ q if Zq ⊆ Zp;
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2. Nq ⊆ Np;

3. (Zp \ Zq) ∩N ⊆ IN , whenever N is in N ∈ Nq.

4 Verification of properness

The above examples of forcings all have a common from. For instance, their
elements consist of pairs q = (Xq,Nq) where Xq is a finite approximation of some
desired object and Nq is a finite ∈-chain of countable elementary submodels of
some suitably chosen H(θ). In order to verify properness of such forcings, the
general strategy is to argue that if M is a suitable model for Q and M ∩H(θ)
is in Nq, then q is (M,Q)-generic. The forcing Q is defined in such a way that
it is trivial to verify that if q0 is in M ∩Q, then

q = (Xq0 ,Nq0 ∪ {M ∩H(θ)})

a condition in Q which extends q0.
In order to verify that M ∩ H(θ) ∈ Nq implies the (M,Q)-genericity of q,

one usually argues that:

(*): if D ⊆ Q is in M and q is in D, then q is compatible with an element of
D ∩M .

Notice that this implies genericity: if D ⊆ Q is dense and in M , then we can
first extend q to an element r of D and then appeal to (*) to find a condition s
in D ∩M which is compatible with r and hence with q.

We now show that QX,G and QI are proper and argue that QA,B can be
viewed as a special case of a modified version of QX,G.

Theorem 4.1. QX,G is proper.

Proof. Suppose that M is suitable for QX,G, r is in QX,G, and N = M∩H(2ℵ0+)
is in Nr. It is sufficient to verify that r is (M,QX,G)-generic and this will be done
by verifying (*). To this end, let D ⊆ QX,G be in M and contain r. Fix disjoint
open sets Ui (i < n) which are in N such that xr(i) is in Ui and Ui × Uj ⊆ G
whenever i 6= j < n.

By replacing D with a subset if necessary, we may assume that if s is in D,
then

• s ≤ r0,

• for some Ns ∈ Ns, r0 = (Hs ∩Ns,Ns ∩Ns),
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• |Hs| = |Hr| = n, and

• xs(i) ∈ Ui for all i < n.

Let r0 = r ∩M and note that r0 ∈ N .
To find a condition s in D ∩M compatible with r we have to check that

[Hr ∪Hs]2 ⊆ G. By construction of the set D, we just need to show that

{xr(i), xs(j)} ∈ G for i = j,

because for i 6= j, Ui and Uj already witness the fact that {xr(i), xs(j)} ∈ G.
The following is now the key lemma.

Lemma 4.2. Suppose that:

• N ≺ H(2ℵ0+) with (X,G) ∈ N ;

• A ⊆ Xn is in N ;

• x̄ ∈ cl(A) and x̄ � n− 1 ∈M ;

• for every E ⊆ X in M with [E]2 ∩G = ∅, x(n− 1) is not in cl(E).

Then there is a basic open U ⊆ X not containing x(n− 1) such that

{x(n− 1), y} ∈ G for every y ∈ U,

x̄ � n− 1 ∈ cl({ȳ � (n− 1) : ȳ ∈ A ∧ y(n− 1) ∈ U}).

Proof. Let {Wi : i ∈ ω} be a neighborhood base for x̄ � (n − 1) which is in M
and define

E0 =
⋂
i

cl({ȳ(n− 1) : ȳ ∈ A and ȳ � (n− 1) ∈Wi}).

Notice that x(n − 1) ∈ E0. Observe that E0 is in M since it is definable from
parameters in M . Similarly,

E = {z ∈ E0 : ∀y ∈ E0 {z, y} /∈ G}

is in M . By the fourth condition in the definition of QX,G, x(n− 1) /∈ E. Pick
then y ∈ E0 such that {x(n − 1), y} ∈ G. Since G is open, we can find a basic
open neighborhood U of y which does not contain x such that {x(n−1)}×U ⊆ G.

We now must show that

x̄ � n− 1 ∈ cl({ȳ � (n− 1) : ȳ ∈ A ∧ y(n− 1) ∈ U}).

Let j ∈ ω be given. Since U is open and y is in E0, there is a z̄ in A such that
z̄ � (n− 1) is in Wj and z(n− 1) is in U . Since {Wi : i ∈ ω} is a neighborhood
base at x̄ � (n− 1) and j was arbitrary, we have the desired conclusion.
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We are now ready to complete the proof that QX,G is proper. Set A = {x̄s :
s ∈ D} and, using the above lemma, inductively construct a sequence of sets Ai
(i ≤ n) in N such that:

• A0 = A and Ai ⊆ Ai−1 if i > 0;

• xr � i is an accumulation point of {y � i : y ∈ Ai};

• if i < j < n and y is in Ai, then {x(j), y(j)} ∈ G.

Now if s is in N and x̄s is in An, it follows that s is compatible with r.

Finally we turn to the proof that the PID forcing is proper.

Lemma 4.3. QI is proper.

Proof. Let M be a suitable model for QI and suppose that r is in QI with
M ∩H(θ) in Nr. Define r0 = (Zr ∩M,Nr ∩M) and let n = |Zr \M |. We will
verify that (*) holds. To this end, suppose that D ⊆ QI with D in M and r in
D. By replacing D with a subset if necessary, we may assume that if s is in D
then:

• there is an Ns in Ns such that r0 = (Zs ∩Ns,Ns ∩Ns);

• |Zs \Ns| = n.

By definition of extension in QI , our goal will be to find an s ∈ D∩M such that
Zs\Ns ⊆ IP , for each P ∈ Nr\M . This is sufficient, since then (Zs∪Zr,Ns∪Nr)
is in QI and is a common extension of r and s.

Define T = {ts : ts = Zs \Ns and s ∈ D}.

Claim 4.4. There is a T ′ ⊆ T which is J +-splitting, where J is the σ-ideal
generated by I⊥.

Proof. If U ⊆ Sn, define ∂U to be the set of all u in U such that there is no
k < n with

{v(k) : (v ∈ U) ∧ (u � k = v � k)} ∈ J .

By definition, U is J +-splitting if ∂U = U and U is non empty. Observe that
for any U ⊆ Sn, if u is in ∂i+1U \ ∂iU , then the k which witnesses this must be
less than n − i. In particular, ∂n+1T = ∂nT . Observe that T ′ = ∂nT is in N
and contains tr = Zr \N .
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Now we inductively build σ0, σ1, . . . σn ∈M such that σ0 = ∅ and each σi is
the initial part of some s ∈ T ′ with σi+1 having σi as an initial part whenever
i < n. Given σi consider

{x ∈ S : σiax has a extension in T ′}.

This set is in M , since it is definable from parameters which are in M . By
elementarity of M and the definition of J , the above set contains a countably
infinite subset H in M that is in I. In particular, H ⊆∗ IP for all P ∈ Nr.
Hence there is an element x ∈ H ∩

⋂
P∈Nr

IP such that σi+1 = σi
ax has an

extension in T ′. Finally, at stage n, σn = σ = Zs \ Ns ⊆
⋂
P∈Nr

IP , for some
s ∈ D. Such an s is now compatible with r. We have therefore established that
QI is proper.

5 Density arguments

While the main difficulty in proving implications such as PFA implies PID lies
in the verification that the relevant forcing is proper, some additional argument
is usually required to show that certain sets are dense. In the case of PID and
OCA, this verification is straightforward. In order to illustrate the argument,
we will go through the remainder of the proof that PFA implies PID.

Theorem 5.1. (PFA) PFA implies PID.

Proof. Suppose that I ⊆ [S]ω is a P-ideal. If S can be covered by countably
many sets in I⊥, then there is nothing to show. Suppose that this is not the
case and let M be a suitable model for QI and x ∈ X be outside of every
element of I⊥ ∩M . Define q = ({x}, {M ∩H(θ)}). We have established that q
is (M,QI)-generic and therefore q forces that

Ż =
⋃
p∈Ġ

Zp

is uncountable. Also observe that q forces that every countable subset of S is
contained in N for some N in Ṅ =

⋃
p∈Ġ. This is easily seen for countable sets

in V and holds for sets in V [G] as well since QI is proper. Furthermore, q forces
that if N is in Ṅ , then N ∩ Ż ⊆∗ IN and hence is in I.

Let ḟ be a QI-name for an injection from ω1 into Ż and let ġ be a QI-name
for a function from ω1 into I such that q forces ∀δ < ω1(ḟ ′′δ ⊆ ġ(δ)).

If we let Dξ be the set of all p such that p decides ḟ(ξ) and ġ(ξ), then any
filter G meeting Dξ for all ξ < ω1 must satisfy that Z = Ż[G] is an uncountable
set such that every countable subset of Z is in I.

9



6 Some application of PID

We now present some consequences of PID.

Definition 6.1. An ideal K on a set S is countably generated in X if there is
a countable family {Kn : n ∈ ω} ⊆ X such that for all K ∈ K, there is an n
such that K ⊆ Kn. We will say that K is countably generated if it is countably
generated in K.

In what follows we will use the notational convention that K � X = K∩P(X).

Theorem 6.2. PID implies that if K is an ideal on S that is not countably
generated in K⊥⊥, then there is an X ⊆ S of size less or equal to ℵ1 such that
K � X is not countably generated in K⊥⊥.

Proof. Define I = K⊥ and assume that, for every countable X ⊆ S, K � X is
countably generated in K⊥⊥.

Claim 6.3. I is a P-ideal

Proof. Let In ∈ I, for n ∈ ω and set X =
⋃
n In. Since X ⊆ S is countable, K �

X is countably generated in K⊥⊥, and so fix a family {Ki : i ∈ ω} ⊆ K⊥⊥ which
witnesses this. Without loss of generality we can also suppose that Ki ⊆ Ki+1.

Now define
I∗ =

⋃
i

(Ii \Ki).

To see that this set is in I, it is sufficient to show that it has finite intersection
with Kn for each n < ω. For a given n, the intersection of I∗ with Kn is contained
in

⋃
i<n Ii, a set which is in I and has finite intersection with Kn. Hence I∗ is

in I as desired. Moreover In ⊆∗ I∗, since In \ I∗ ⊆ Kn ∩ In, which is finite.

We can now apply PID. If S =
⋃
n Sn such that, for all n, Sn ∈ I⊥, then

{Sn : n ∈ ω} witnesses that K is countably generated in K⊥⊥.
On the other hand, if Z ⊆ S is uncountable and [Z]ω ⊆ I, then Z ∩ K is

finite, for every K ∈ K, because if Z ∩ K, were infinite, then there would be
a countable Y ⊆ Z ∩ K, but then Y ∈ [Z]ω ⊆ I and hence Y ∩ K would be
finite. Z witnesses that K � Z is not countably generated in K⊥⊥, because there
is no family {Kn}n∈ω in K⊥⊥, such that, for all K ∈ K, there is an n such that
K ⊆ Kn.

Corollary 6.4. PID implies SCH.
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Proof. We can state SCH in the following way: for every strong limit cardinal
µ, with cof(µ) < µ, 2µ = µ+. Suppose that SCH fails and let µ be the least
witness to this. By Silver’s theorem, cof(µ) = ω. Fix an increasing sequence
{µn}n∈ω that converges to µ. For each β < µ+, find Kβ,n ⊆ β such that

• |Kβ,n| ≤ µn,

•
⋃
nKβ,n = β,

• ∀β < β′, for every m there exists an n such that Kβ,m ⊆ Kβ′,n

The key point here is that if X ⊆ µ+ is countable, then there is a β such
that for every β′ > β, the ideal on X generated by {Kβ,n ∩X : n ∈ ω} equals
the ideal on X generated by {Kβ′,n : n ∈ ω}. This follows from the fact that
22ℵ1 < µ+.

The above fact implies that, if K is the ideal on µ+ generated by {Kβ, n :
β < µ+, n ∈ ω}, then K � X is countably generated ∀X ∈ [µ+]ℵ1 .

So, by Theorem 6.2 and by PID, K is countably generated in K⊥⊥. In
particular there is a Z ⊆ µ+ cofinal in µ+ such that all countable subsets of Z
are contained in Kβ,n, for some β and n.

Thus |Zω| = µ+ = |µω| and so 2µ = µ+, since any subset X ⊆ µ can be seen
as X =

⋃
n∈ωX ∩ µn.

Corollary 6.5. PID the failure of �(κ), for every regular κ > ℵ1.

Proof. We just sketch the proof. Recall that �(κ) is the following principle:
there is a sequence 〈Cα : α < κ〉 such that:

• Cα ⊆ α is club in α;

• if α is a limit point of Cβ, then Cα = Cβ ∩ α,

• there is no club C ⊆ κ such that, for all limit points α of C, C ∩ α = Cα.

Now, for α < β < κ inductively define

%2(α, β) = 1 + %2(α,min(Cβ \ α)),

%2(α, α) = 0.

Thus %2(α, β) is the length of the walk from β to α.
We define, for β < κ,

Kβ,n = {α < β : %2(α, β) ≤ n}.

It can be verified that %2 has the following properties:
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• if β < β′, then there is an n such that |%2(α, β) − %2(α, β′)| ≤ n for all
α < β;

• if X ⊆ κ is unbounded, then there is a β such that {%2(α, β) : α ∈ X ∩ β}
is infinite.

It follows that the ideal K generated by {Kβ,n : (β < κ) ∧ (n < ω)} is not
countably generated in K⊥⊥ and yet K � β is countably generated in K⊥⊥ for
all β < κ.
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