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1 Introduction

Around 1900 (Rutherford model, Dynamiden model, Bohr model, Bohr-
Sommerfeld model): Positively charged small nucleus contains most of mass,
with negatively charged electrons around. There is evidence for a discrete set
of energy levels corresponding to sharp spectral lines (stars, heated metal).

Maxwell published around 1861 equations describing basically all electro-
magnetic effects known at that time:

∇ ¨ E “
1

ε0

ρ

∇ ¨B “ 0

∇ˆ E “ ´
BB

Bt

∇ˆB “ µ0j ` µ0ε0
BE

Bt

where E is the electric field, B is the magnetic field, ρ is the charge density,
j is the electric current, µ0ε0 “

1
c2

with permeability µ0 and permittivity ε0.
Theory of electromagnetic waves, beautiful theory combining previous

complicated special theories of magnetism, elctromagnetic waves and cur-
rents.

It immediately implies constant finite speed of light. This was a major
motivation for Einstein to develop special and general relativity. However, it
leads to a severe conflict with atom models: rotating electrons radiate energy
and hence lose energy fast!

Quantum mechanics provides an extremely good description of atoms and
molecules. It raises however questions:

1. How does quantum mechanics interact with light? This is answered in
quantum electrodynamics.

2. Why is the nucleus stable? Radioactive decay shows that the nucleus
consists of smaller parts, which carry a large positive charge on a small
area. How can it be stable, when equal charges repel with a force which
is the inverse square of the distance? This is answered by quantum
gauge theories.
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Beyond describing atoms and molecules well quantum mechanics provides
insights for the modifications needed for quantum field theories. It is remark-
able that a large part of quantum mechanics was developed within around 20
years, with the formulation of quantum mechanics completed around 1925,
and quantum theory of light until 1935, with important contributions by
Fermi, Heisenberg and Dirac.

1.1 The formalism of quantum mechanics

The formalism was developed by Schrödinger, Heisenberg, Born, Jordan, v.
Neumann, Weyl, Dirac: from around 1920 to 1930. Quantum mechanics
centers around the Schrödinger equation

i~Btu`
~2

2m
∆u “ V u on Rˆ Rd

up0, xq “ u0pxq on Rd

where V : Rd Ñ R is a potential like |x|´1.
If V “ 0 we obtain a solution in the same way as for the heat equation:

upt, xq “
´ m

2πi~t

¯
d
2

ˆ
Rd
e´

im|x´y|2

4~t u0pyqdy.

Keywords are Uncertainty relation, Wave mechanics, Schrödinger equa-
tion. A key step was the Copenhagen interpretation of the |u|2 as probability
distribution.

Later developments include

• Quantum electrodynamics QED with Dirac as a central figure. It is a
relativistic quantum theory.

• Quantum chromodynamics QCD (Gauge theory), quarks and gluons,
confinement (no free quark) and asymptotic freedom (Politzer, Wilczek,
Gross (Nobel prize 2004)), standard model

• So-called effective quantum field theories deduced from QCD allow to
analyse the atomic nucleus, hadrons, protons and neutrons.

Quantum physics leads to an amazing agreement between theory and
experiment. Quantum mechanics is a solid mathematical theory, in contrast
to quantum electrodynamics. In quantum electrodynamics there is a solid
procedure for calculating important quantities. The status of quantum gauge
theories looks much less clear to me. It allows to obtain good effective field
theories.
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However the nature of measurements remains unclear. A quantum theory
including gravity seems out of reach at this point. One may wonder whether
the situation is comparable to the end of the 19th century, when Maxwell’s
equations provided an amazing unification and consistent understanding, but
with striking puzzles.

1.2 The double slit experiment: Wave particle duality

At the end of the 19th century Planck described black-body radiation. Black
body radiation and the photoelectric effect remained mysterious when elec-
tromagnetic waves were considered as waves. The photoelectric effect led
Einstein to the hypothesis that light has a particle character in certain sit-
uations (Nobel Prize in 1921). The particles are called photons in 1926 by
Wolfers and Lewis. Compton performed experiments which showed that
photons scatter at electronics, leading to the Nobel prize in 1927. Currently
Meschede (Bonn) is working with quantum systems of around 100 photons
at temperatures 10´6 degree Kelvin.

On the other hand Louis de Broglie, Bohr and others realised that parti-
cles behave like waves. The most intriguing thought experiment is the double
slit experiment. If we fix the frequency (colour) of the light, and reduce the
intensity, then a light source emits single photons.

Let us send the photons through a double slit. Waves sent through a slit
showed an intricate pattern on a screen. With a double slit there is some
interference from both slits.

It turns out that the interference pattern does not change even if we make
sure that the single photons hit the screen one by one. The patter is not the
sum of two single slits! So mysteriously light behaves wavelike even if we
know that there is only one photon at a time!

This thought experiment has been realized with electrons by Thomson
and Davisson, Germer in 1927 (Nobel Prize for Davisson and Thomson in
1937). A spectacular point was Zeilinger et al (1999, Nature: Wave-particle
duality of C60(Fullerene)).

1.3 Outline

2. The Fourier transform

3. Selfadjoint operators

4. Examples: Free particles, the harmonic oscillator and the hydrogen
atom.
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5. Symmetry groups

6. Scattering

7. Multiparticle systems

2 The Fourier transform

2.1 The definition in L1

Recall: Fourier series in one dimension. Let f P L2
locpRq be 2π periodic. It

can be formally written as
f “

ÿ

kPZ

ake
ikx

with

ak “
1

2π

ˆ
R
fpxqe´ikxdx.

By Plancherel’s formula

}f}2L2p0,2πq “ 2π
ÿ

kPZ

|ak|
2.

Fourier series express a periodic function in terms of pure harmonics eikx

with frequency k.

Definition 2.1. Let f P L1pRd;Cq. We define its Fourier transform by

f̂pkq “ Fpfqpkq “ p2πq´
d
2

ˆ
Rd
fpxqe´ik¨xdx

for k P Rd.

Lemma 2.2 (Riemann-Lebesgue). Let f P L1pRd;Cq. The Fourier trans-
form f̂ is continuous and satisfies

lim
|k|Ñ8

f̂pkq “ 0.

Proof. Let f P L1pRd;Cq and kj Ñ k. Then

fpxqe´ikj ¨x Ñ fpxqe´ik¨x

for every x P Rd and
|fpxqe´ik¨x| “ |fpxq|,
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hence |f | is an integrable majorant. By the convergence theorem of Lebesgue

ˆ
Rd
fpxqe´ikj ¨xdxÑ

ˆ
Rd
fpxqe´ik¨xdx

and hence k Ñ f̂pkq is continuous.
Since f P L1pRd;Cq there exists a sequence fj P C

8
0 pRd;Cq of smooth

functions with compact support with fj Ñ f in L1pRd;Cq. Then

ˇ

ˇ

ˇ

ˇ

ˆ
Rd
fjpxqe

´ik¨xdx´

ˆ
Rd
fpxqe´ik¨xdx

ˇ

ˇ

ˇ

ˇ

ď

ˆ
Rd
|fjpxq ´ fpxq|dxÑ 0

uniformly in k. Hence it suffices to prove that

ˆ
Rd
fjpxqe

´ik¨xdxÑ 0 as |k| Ñ 8.

If the lth component kl ‰ 0 then for any f P C80 pRd;Cq,
ˆ
Rd
fpxqe´ik¨xdx “

ˆ
Rd
fpxq

1

´ikl
Bxle

´ik¨xdx “
1

ikl

ˆ
Rd
pBxlfqe

´ik¨xdx

which tends to 0 as |kl| tends to 8.

The Fourier transform is a continuous linear map from L1pRdq to C0pRdq,
the space of continuous functions decaying at 8. Trivially, with CbpRdq the
space of bounded continuous functions equipped with the supremums norm

}f̂}CbpRdq ď p2πq
´ d

2 }f}L1pRdq.

We recall the definition of the convolution

f ˚ gpxq “

ˆ
Rd
fpx´ yqgpyqdy

which satisfies (assuming that the convolution is a measurable function),

}f ˚ g}L1 “

ˆ
Rd

ˇ

ˇ

ˇ

ˇ

ˆ
Rd
fpx´ yqgpyqdy

ˇ

ˇ

ˇ

ˇ

dx

ď

ˆ
R2d

|fpx´ yq||gpyq|dydx

“

ˆ
Rd
|gpyq|

ˆ
Rd
|fpx´ yq|dxdy

“}f}L1}g}L1
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by a multiple application of the theorem of Fubini. More generally Young’s
inequality

}f ˚ g}LrpRdq ď }f}LppRdq}g}LqpRdq

holds whenever 1 ď p, q, r ď 8 and

1

p
`

1

q
“ 1`

1

r
.

The convolution is commutative f ˚ g “ g ˚ f and associative pf ˚ gq ˚ h “
f ˚pg˚hq and can be defined for distributions (see Lecture notes on Functional
Analysis and PDE, or Lieb and Loss: Analysis).

[19.04.2017]
[21.04.2017]

We also have
Fpf ˚ gqpkq “ p2πq

d
2 pf̂ ĝqpkq (2.1)

for f, g P L1pRdq. This is seen by the calculation

p2πq´
d
2

ˆ
Rd
e´ik¨x

ˆ
Rd
fpx´ yqgpyqdydx

“ p2πq´
d
2

ˆ
Rd
e´ik¨ygpyq

ˆ
Rd
e´ik¨px´yqfpx´ yqdx dy

“ p2πq
d
2 ĝpkqf̂pkq.

Let At be the transpose of a matrix and A´t the inverse of the transpose
(if it is invertible).

Lemma 2.3. Let A be a real invertible dˆ d matrix and f P L1pRdq. Then

Fpf ˝ Aqpkq “ | detA|´1f̂pA´tkq.

Moreover
Fpfp.` hqqpkq “ eik¨hf̂pkq, @h P Rd.

Proof. Exercise.

The Fourier transform of finite Borel measures µ is defined by

p2πq´
d
2

ˆ
Rd
e´ik¨xdµpxq.

A particular case is the Dirac measure with

δ̂0 “ p2πq
´ d

2 .

It acts as identity under the convolution.
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2.2 The Schwartz space

In this subsection we study the Fourier transform of smooth decaying func-
tions. This simplifies formal manipulations.

Definition 2.4 (Schwartz functions). A function f P C8pRd;Cq is a Schwartz
function if for every multiindices α and β the function

xαBβf

is bounded. The space of Schwartz functions is denoted by SpRdq. We say fn
converges to f in SpRdq if for every multiindices α and β

xαBβfn Ñ xαBβf

uniformly in x.

First properties are:

1. f P SpRdq implies xjf P SpRdq and Bxjf P SpRdq.

2. f P SpRdq and g P C8b pRdq implies gf P SpRdq.

3. f P SpRdq and g P L1 with compact support implies f ˚ g P SpRdq.

4. f P SpRdq and g a distribution with compact support implies f ˚ g P
SpRdq: Suppose g is supported on K Ă Rd compact. Then there exist
C and k so that

|gpφq| ď C sup
|α|ďk,xPK

|B
αφpxq|.

Since

f ˚ gpxq “

ˆ
Rd
fpx´ yqgpyqdy “ gpfpx´ .qq

we obtain that

|xγBβpf ˚ gqpxq| ď C sup
x,|α|ďk

sup
zPK

|px` zqγBα`βfpxq|

is uniformly bounded.

5. f P SpRdq implies f P LppRdq for 1 ď p ď 8. Moreover fj Ñ f in
SpRdq implies fj Ñ f in Lp for all 1 ď p ď 8.

6. f, g P S imples f ˚ g P S.

7. Gaussian functions e´
1
2
|x|2 are Schwartz functions.
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Lemma 2.5. Let f P SpRdq. Then f̂ P SpRdq and

Fpxjfqpkq “ iBkj f̂pkq (2.2)

FpBjfqpkq “ ikj f̂pkq (2.3)

If also g P L1 then

Fpf ˚ gqpkq “ p2πq
d
2 f̂pkqĝpkq (2.4)

and
Fpfgqpkq “ p2πq´

d
2 f̂pkq ˚ ĝpkq (2.5)

Proof. We first prove the first two formulas:

p2πq´
d
2

ˆ
Rd
xjfpxqe

´ik¨xdx “ p2πq´
d
2 i

ˆ
Rd
fpxqBkje

´ik¨xdx “ iBkj f̂pkq

and by integration by parts, and by application of the theorem of Fubini

p2πq´
d
2

ˆ
Rd
Bxjfpxqe

´ik¨xdx “ p2πq´
d
2

ˆ
Rd
´fpxqBxje

´ik¨xdx “ ikj f̂pkq.

We recall that f P SpRdq and we want to verify that f̂ P SpRdq. Let α and
β be multiindices. Then, by a recursive application of the previous formulas

kαBβk f̂pkq “ p´iq
|α|`|β|FpBαxxβfqpkq

which is the Fourier transform of a Schwartz functions, and hence bounded.
Thus f̂ P SpRdq. We have already proven the third formula for L1 functions,
which implies the third formula here. The last formula will be a consequence
of the inversion formula.

We want to calculate several Fourier transforms. We recall that (see also
the appendix) ˆ

Rd
e´

1
2
|x|2dx “ p2πq

d
2 .

On the other side, Fpe´ 1
2
|x|2q satisfies the following equation

0 “ FpBxje´
1
2
|x|2
` xje

´ 1
2
|x|2
q “ ipBkj ` kjqFpe´

1
2
|x|2
qpkq.

The differential equation
Btφ` tφ “ 0
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is linear, of first order, and it has a one dimensional space of solutions: There
exists C so that

φ “ Ce´
1
2
t2 .

Hence we obtain recursively

Fpe´
1
2
|x|2
q “ φd´1px1, . . . xd´1qe

´ 1
2
|xd|

2

“ ce
´ 1

2

d
ř

j“1
x2j
.

Since

Fpe´
1
2
|x|2
qp0q “ p2πq´

d
2

ˆ
Rd
e´

1
2
|x|2dx “ 1

we obtain
Fpe´

1
2
|x|2
q “ e´

1
2
|k|2 . (2.6)

Now let d “ 1 and

f “

"

e´x if x ą 0
0 if x ď 0.

Then

f̂pkq “ p2πq´
1
2

1

1` ik
.

Now let fpxq “ e´|x|. The same calculation shows that

f̂pkq “ p2πq´
1
2 p

1

1` ik
`

1

1´ ik
q “

a

2{π
1

1` k2
.

Now let fpxq “ p1` |x|2q´1. It is integrable. Let k ă 0. Then

ˆ 8

´8

e´ikxp1` x2
q
´1dx “ lim

RÑ8

ˆ R

´R

e´ikxp1` x2
q
´1dx

“ lim
RÑ8

ˆ
γ

e´ikzp1` z2
q
´1dz

where γ is the clockwise path around the upper semidisk of radius R (this is
true since k ă 0). Now

pz2
` 1q´1

“
1

2i
p

1

z ´ i
´

1

z ` i
q.

Let U Ă C and f : U Ñ C. It is holomorphic if it is everywhere differen-
tiable and satisfies the Cauchy-Riemann differential equations,

Bx Re f “ By Im f, By Re f “ ´Bx Im f.
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Let U Ă C have a smooth boundary. Let γ0 be the path defined by the
boundary with the orientation so that U is always on the left. The Cauchy
integral theorem says that if f is holomorphic on V , U Ă V and U is simply
connected then ˆ

γ0

fdz “ 0.

By the Cauchy integral theoremˆ
γ

e´ikz
1

z ` i
dz “ 0.

By the residue theorem (or as a consequence of the Cauchy integral theorem)ˆ
γ

e´ikz
1

z ´ i
dz “ 2πiek.

We obtain (with a similar argument for k ą 0)

f̂pkq “
a

π{2e´|k|.

[21.04.2017]
[26.04.2017]

2.3 Fourier inversion

We begin with two simple calculations.

Lemma 2.6. Let f, g P L1pRdq. Thenˆ
Rd
fĝdx “

ˆ
Rd
f̂ gdk, (2.7)

and, for m P Rd,
{eim¨xf “ f̂pk ´mq.

We have for a ą 0

Fpe´
a2

2
|x|2
q “ a´de´

1
2a2
|k|2 .

Proof. Both sides of the first equality are equal to

p2πq´d{2
ˆ
Rd

ˆ
Rd
fpxqgpkqe´ik¨xdkdx.

The second equality is a direct calculation:

p2πq´
d
2

ˆ
Rd
eim¨xfpxqe´ik¨xdx “ p2πq´

d
2

ˆ
Rd
e´ipk´mq¨xfpxqdx.

The third equality is a special cases of exercises.
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Definition 2.7. Let f P L1pRdq. We define

f̌pxq “ F´1
pfqpxq “ p2πq´

d
2

ˆ
Rd
fpkqeik¨xdk.

We will see that this map is the inverse of the Fourier transform, which
will justify the notation. Clearly f̌pkq “ f̂p´kq. All the previous results have
analogues for F´1.

Theorem 2.8. Let f P SpRdq, Then

F´1Fpfqpxq “ fpxq “ FF´1
pfqpxq.

Proof. Let f P SpRdq. We calculate

p2πq´
d
2

ˆ
Rd
f̂pkqeik¨xdk “ lim

εÑ0
p2πq´

d
2

ˆ
Rd
e´

ε2

2
|k|2`ik¨xf̂pkqdk

“ lim
εÑ0

ˆ
Rd
p2πq´

d
2 ε´de´

1
2ε2
|x´y|2fpyqdy

“ fpxq.

We explain the above calculation one equality by one: The first equality fol-
lows by pointwise convergence; For the second one we apply the first state-

ment of Lemma 2.6 with gε “ e´
ε2

2
|k|2`ik¨x, where by the second and third

statement of Lemma 2.6

ĝεpyq “ ε´de´
1

2ε2
|y´x|2 ;

The last equality holds since ĝε is a Dirac sequence.

In particular the inverse of the Fourier transform represents a function as
sum resp. integral of complex exponentials. Again the symmetry between
functions and their Fourier transform is visible. The formula (2.5)

xfg “ p2πq´
d
2 f̂ ˚ ĝ

is equivalent to (2.4)
zf ˚ g “ p2πq

d
2 fg.

Equation (2.7) has more interesting consequences.

Theorem 2.9. Let f, g P SpRdq. Thenˆ
Rd
fḡdx “

ˆ
Rd
f̂ ĝdk,

and the Fourier transform defines a unitary operator from L2pRdq to itself.
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Proof. This follows fromˆ
Rd
f ˇ̂gdx “

ˆ
Rd
f ˆ̂̄gdx “

ˆ
Rd
f̂ ¯̂gdk.

In particular
}f}L2 “ }f̂}L2 .

Let f P L2. There exists a sequence fn P S with fn Ñ f in L2. Then f̂n is
a Cauchy sequence and there is a unique limit in L2. We define the Fourier
transform of f as this limit. This is a unitary operator.

It is not hard to check that

FpFpfqqpxq “ fp´xq

and hence the fourth power of the Fourier transform is the identity.

Lemma 2.10. We can decompose any function f in L2pRd;Cq into

f “ f1 ` f´1 ` fi ` f´i

so that
}f}2L2 “ }f1}

2
L2 ` }f´1}

2
L2 ` }fi}

2
L2 ` }f´i}

2
L2

and
f̂1 “ f1, f̂´1 “ ´f´1, f̂i “ ifi, f̂´i “ ´if´i.

The decomposition is unique.

The proof is an exercise.

We have seen that Fe´
|x|2

2 “ e´
|k|2

2 . Since

f :“ xje
´
|x|2

2 “
1

2
pxj ´ Bxjqe

´
|x|2

2

we have

f̂ “
i

2
pBkj ´ kjqe

´
|k|2

2 “ ´ifpkq

and similarly, for multiindices α

hαpxq “ r
1

2
px´ Bqsαe´

|x|2

2 “ Hαpxqe
´
|x|2

2

we have

Hα “ hαe
|x|2

2 and xhα “ p´iq
|α|hα.

The functions hα are called Hermite functions and Hα are the Hermite poly-
nomials.

[26.04.2017]
[28.04.2017]
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2.4 Tempered distributions

Lemma 2.11. The Fourier transform defines a continuous map from S to
S.

Proof. This is an immediate consequence of the continuity F : L1 Ñ Cb and
the formula

kαBβk f̂n “ i|α|`|β| {Bαxx
βfn.

Lemma 2.12. Let f P SpRdq. Then

e´
1

2n2
|x|2f Ñ f in SpRd

q as nÑ 8

and

p2πq´
d
2nde´

n2

2
|x|2
˚ f Ñ f in SpRd

q as nÑ 8.

Proof. The statements exchange their roles under the Fourier transform. It
suffices to prove the first claim. Since

|B
αe´

1
2n2

|x|2
| ď

´

sup
y
|B
αe´

1
2
|y|2
|

¯

|n|´|α|,

then

|xαBβpe´
1

2n2
|x|2f ´ fq| “

ˇ

ˇ

ˇ

ˇ

ˇ

ÿ

β1`β2

cβ1,β

”

B
β1pe´

1
2n2

|x|2
´ 1q

`

xαBβ2f
˘

ı

ˇ

ˇ

ˇ

ˇ

ˇ

ď cβ,fn
´1

uniformly in x. This is clear if β1 ą 0. If β1 “ 0 we use

|e´
1

2n2
|x|2
´ 1| ď

|x|2

2n2
.

Definition 2.13. A tempered distribution is a continuous linear map from
SpRdq to C. We denote the set of tempered distributions by S˚pRdq. We say
that Tj Ñ T P S˚pRdq if

Tjpfq Ñ T pfq

for all f P SpRdq.

Remarks.

1. We call T continuous if fj Ñ f in S then T pfjq Ñ T pfq.
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2. It is a consequence of the uniform boundedness principle that for T P
S˚pRdq there exist C and N so that

|Tf | ď C sup
|α|`|β|ďN

sup
x
|xαBβfpxq| (2.8)

and if Tj Ñ T there exists N so that

lim
jÑ8

supt|Tf ´ Tjf | : sup
|α|`|β|ďN

sup
x
|xαBβfpxq| ď 1u “ 0.

3. Every function f P L1pRdq defines a tempered distribution Tf P S˚pRdq

by Tf pgq “
´
Rd fgdx.

Definition 2.14. Let φ P C8b be a smooth function with bounded derivatives
and T P S˚. We define the product by

φT pfq “ T pφfq,

the derivative by
pBxjT qpfq “ ´T pBxjfq,

and the convolution with a Schwartz function f by

T ˚ fpxq “ T pfpx´ .qq.

We define the Fourier transform by

T̂ pfq “ T pf̂q, Ť pfq “ T pf̌q, f P S.

Lemma 2.15. Whenever the operations are allowed we have

BxjTf “ TBxj f

φTf “ Tφf

Tg ˚ f “ f ˚ g

T̂f “ Tf̂

ˇ̂
T “ ˆ̌T “ T.

All (reasonable) maps are continuous. Moreover, given T there exists N so
that

|B
αT ˚ fpxq| ď cf p1` |x|

2
q
N , @α, @f P S.
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Proof. We only prove some typical statements:

BxjTf pφq “ ´Tf pBxjφq “ ´

ˆ
Rd
fBxjφdx “

ˆ
Rd
Bxjfφdx “ TBxj f pφq,

ˇ̂
T pφq “ T̂ pφ̌q “ T p ˆ̌φq “ T pφq.

Since
B
αT ˚ f “ T ˚ pBαfq,

it suffices to consider α “ 0 for the second statement:

|T ˚ fpxq| “ |T pfpx´ ¨qq| ď C sup
|γ|`|β|ďN

sup
y
|px´ yqγBβfpyq|

ď c sup
|γ|ďN

sup
y

|x´ y||γ|

p1` |y|2qN

´

sup
|β|ďN

sup
y
p1` |y|2qN |Bβfpyq|

¯

ď cf p1` |x|
2
q
N

where we used that the polynomial p1` |y|2qN is a sum of monomials, in the
same way as every polynomial.

Lemma 2.16. SpRdq is dense in S˚pRdq.

Proof. For all f P SpRdq

p2πq´
d
2nde´

n2

2
|x|2
˚ pe´|x|

2{m2

fq Ñ f in S

as mÑ 8 and nÑ 8. Thus

e´|x|
2{m2

rp2πq´
d
2nde´

n2

2
|x|2
˚ T s Ñ T

in S˚. The convolution in the bracket satisfies a polynomial bound, and
hence the left hand side is in S.

Definition 2.17. Let T be a (tempered) distribution. The support of T is
the complement of all points x for which there exists r ą 0 so that

Tf “ 0

whenever supp f P Brpxq.

As consequence we have fT “ 0 and T pfq “ 0 whenever supp f X
suppT “ tu (this can be seen by a partition of unity).

Lemma 2.18. The tempered distribution T is supported in x “ 0 if and only
if T̂ is a polynomial.
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Proof. By Lemma 2.8 there exists N so that

|Tf | ď c sup
|α|`|β|ďN

sup
x
|xβBαfpxq|.

We fix a function η supported on B1p0q, identically 1 in B 1
2
p0q. Then

Tf “ T pηfq ` T pf ´ ηfq

where the second term vanishes since the intersection of the supports is
empty. Thus

|Tf | ď c sup
|α|ďN

sup
|x|ď1

|B
αfpxq|.

Now suppose that Bαfp0q “ 0 for |α| ď N and we show Tf “ 0. Indeed,
for any |α| ď N and any ε ą 0, using that the product is supported in Bεp0q
and Taylor’s formula for f

|B
αηpx{εqf | “ |

ÿ

β`γ“α

cβ,γB
βηpx{εqBγfpxq|

ď cη
ÿ

β`γ“α

ε´|β| sup
|x|ďε

C|x|N`1´|γ|
ď cεN`1´|α|,

we obtain by letting εÑ 0
Tf “ 0.

Now let

aα “
1

α!
T pηxαq.

Then, for f P S

Tf “ T

¨

˝f ´
ÿ

|α|ďN

Bαf

α!
p0qxα

˛

‚`
ÿ

|α|ďN

aαB
αfp0q.

The first term vanishes by the previous argument and we arrive at

Tf “
ÿ

|α|ďN

aαB
αfp0q “

ÿ

|α|ďN

aαp´1q|α|pBαδ0qpfq

and
T̂ pkq “ p2πq´d{2

ÿ

|α|ďN

aαp´1q|α|p´ikqα.

The opposite direction is immediate.
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2.5 Periodic distributions

Definition 2.19. Let Z Ă Rd be a lattice (i.e. a discrete group whose span
is Rd). A (tempered) distribution T is called Z periodic, if

T pφq “ T pφp.` hqq

for every h P Z.

We define the dual lattice

Z˚ “ tk P Rd : k ¨ h P 2πZ for all h P Zu.

Lemma 2.20. T is Z periodic if and only if T̂ is a sum of Dirac measures
in Z˚.

Proof. Suppose that T is Z periodic. Then

T pφq “ T pφp.` hqq

hence
T̂ pφq “ T pφ̂q “ T pφ̂p.` hqq “ T̂ pe´ih.φq

and
T̂ pp1´ e´ih.qφq “ 0

for all h P Z. Let hj P Z be a basis. If x0 R Z
˚ we can define hj so that

hj ¨ x0 ‰ 0, i.e. hj ¨ x0 R 2πZ. Let φ be supported in a small neighborhood of
x0 so that φ{p1´ eihj ¨xq is smooth and bounded. Then

T̂ φ “ T̂
`

p1´ eihj ¨xq pφ{p1´ eix¨hjqq
˘

“ 0.

Thus T̂ is supported in Z˚.
A linear change of coordinates maps Z to 2πZd and Z˚ to Zd. It suffices

to consider this situation. It also suffices to prove that ηT̂ is a Dirac measure
for η P C80 supported in a ball of radius 1{2 around 0. We pick η with
ηp0q “ 1. Suppose f P S vanishes at x “ 0. By the fundamental theorem of
calculus

fpxq “ fp0q `

ˆ 1

0

x ¨Dfptxqdt

and hence

ηfpxq “ η
d
ÿ

j“1

p1´ eixjq
xj

1´ eixj

ˆ 1

0

Bjfptxqdt
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and

ηT̂ pfq “
d
ÿ

j“1

T̂ pp1´ eixjqfjq “ 0

where we combined the obvious terms into fj. For general f we obtain

ηT̂ pfq “ ηT̂ pf ´ fp0qηq ` fp0qηT̂ pηq “ T̂ pη2
qδ0pfq.

A special case is T “
ř

kPZd δ2πk. It is periodic and a sum of Dirac
measures. Thus exists c such that

T̂ “ c
ÿ

kPZd
δk.

Lemma 2.21 (Poisson summation formula). Let f P S. Then

ÿ

yP2πZd
fpyq “

ÿ

kPZd
f̂pkq. (2.9)

Proof. Let
F pxq “

ÿ

yP2πZd
fpx` yq.

It is 2π periodic and hence

F pxq “
ÿ

kPZd
ake

ikx

with

ak “ p2πq
´ d

2

ˆ
p0,2πqd

F pxqe´ik¨xdx “ p2πq´
d
2

ˆ
Rd
fpxqe´ik¨xdx “ f̂pkq.

Thus
ÿ

yP2πZd
fpyq “ F p0q “

ÿ

kPZd
ak “

ÿ

kPZd
f̂pkq.

[28.04.2017]
[03.05.2017]
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3 Selfadjoint operators and unitary groups

The formulation of quantum mechanics uses unbounded selfadjoint operators
on a Hilbert space H. We want to describe systems with a number of symme-
tries: Translation symmetry and rotation symmetry for free particles, inner
symmetries for example between proton and neutron for the strong force,
or spin, the symmetry between identical particles. It is a basic principle of
quantum mechanics that symmetries act by unitary operators on the Hilbert
space.

The simplest example is the translation group

hÑ Uphq where h P Rd, Uphq : H ÞÑ H,

with the properties
Uph1 ` h2q “ Uph1qUph2q

Up0q “ 1H

pUphqq˚ “ Up´hq.

For every φ P H the map
hÑ Uphqφ

is continuous. Suppose that d “ 1 and h P R. Stone’s theorem gives a one to
one correspondence between one parameter unitary groups and unbounded
self adjoint operators, which for matrices is given by

d

dt
U “ ´iAU

where A is selfadjoint operator. If we take the standard translation repre-
sentation

Uphqf “ fpx´ hq

then

i
d

dh
Uphqf “ ´i

d

dx
Uphqf “ p

1

i
BxqUphqf.

After a Fourier transform 1
i
Bx becomes the multiplication by k. The spectral

theorem says that selfadjoint operators are unitarily equivalent to a multi-
plication operator in the same fashion as above.

It is a basic principle of quantum mechanics that ’observables’ are selfad-
joint operators which play a central role in the formalism and interpretation
of quantum mechanics. One of the most basic one is called 1x1. In a trans-
lation invariant set there is the group of translations Uphq, with the obvious
action on x:

Up´hqxUphq “ x` h1.
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The Stone-von Neumann theorem classifies Hilbert spaces with such an ac-
tion.

A particular case is the time translation. Stone’s theorem relates it to a
selfadjoint operator, which is called Hamilton operator.

One of the corner stones of quantum mechanics is a recipe how to con-
struct Hamilton operators for the hull of atoms, and more complicated ob-
jects. On the side of mathematics this is the area of quantization, pseudod-
ifferential operators and semiclassical analysis.

We will be brief on this recipe, and postpone its discussion and the dis-
cussion of symmetry groups to later chapters. This section is devoted to
Stone’s theorem, the spectrum and diagonalization of selfadjoint operators
and unbounded operators. This will allow us to discuss the commutation
relation

rxj,´iBxks “ iδjk,

its relation to the Heisenberg group and Heisenberg’s uncertainty relation.
We will briefly touch upon the question of measurements and the interpre-
tation of quantum mechanics.

3.1 The spectrum of continuous operators

Let X, Y be complex Banach spaces and LpX, Y q be the space of continuous
linear operators from X to Y with norm

}T }XÑY “ sup
}x}Xď1

}Tx}Y .

Definition 3.1. Let T P LpX,Xq. The resolvent set ρpT q consists of all
λ P C for which T ´λ1 is invertible. The complement is the spectrum σpT q.

Lemma 3.2. Suppose that T P LpX, Y q is invertible. Then T´S is invertible
if }S}XÑY }T

´1}YÑX ă 1. The map T Ñ T´1 is analytic in the sense that
we can expand it locally into a power series.

Proof. We observe that, since }AB}XÑX ď }A}XÑX}B}XÑXwe have }Aj}XÑX ď
}A}jXÑX . Moreover

pT ´ SqT´1
8
ÿ

j“0

pST´1
q
j
“ 1Y

and

T´1
8
ÿ

j“0

pST´1
q
j
pT ´ Sq “ 1X .
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Convergence is immediate and hence

pT ´ Sq´1
“ T´1

8
ÿ

j“0

pST´1
q
j

which is the desired power series.

The theorem of the inverse operator, a consequence of the open mapping
principle implies

Lemma 3.3. T P LpX, Y q is invertible if

1. The null space is trivial

2. The range is closed

3. The closure of the range is Y .

The dual operator T 1 : Y ˚ Ñ X˚ is defined by

T 1y˚pxq “ y˚pTxq.

It is invertible if and only if T is invertible.

Lemma 3.4. The following statements are always true.

1. σpT q Ă BRp0q where R “ }T }XÑX .

2. σpT q is compact and nonempty.

3. σpT q “ σpT 1q.

4. Let p be a polynomial. Then

σpppT qq “ ppσpT qq.

5. σpT q Ă Brp0q where

r “ lim inf
nÑ8

}T n}
1{n
XÑX .

σpT q is not contained in any smaller ball centers at 0.
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Proof. Since

pT ´ zqp
8
ÿ

j“0

pz ´ z0q
j
pT ´ z0q

´j´1
“ 1

if Tz0 is invertible and |z ´ z0| small we obtain

ρpT q Q z Ñ x˚pT ´ zq´1x

is holomorphic for all x P X and x˚ P X˚. Let |λ| ą R. Then

pT ´ λq
8
ÿ

j“0

λ´j´1T j “ ´1X “
8
ÿ

j“0

λ´j´1T jpT ´ λq.

The sum converges since |λ| ą }T }XÑX by assumption.
The set ρpT q is open by Lemma 3.2, hence σpT q is closed and bounded

and hence compact. It is nonempty by the last part of the theorem.
We know from functional analysis that T is invertible if and only if T 1 is

invertible. This implies the third statement.
Suppose that λ R ppσpT qq. By the fundamental theorem of algebra

ppzq ´ λ “ c0

ź

pz ´ zjq

with zj P ρpT q. Thus T´zj is invertible, and hence λ P ρpppT qq. Now assume
that λ P ppσpT qq. Then one of the zj is in σpT q. We assume that it is the
first one. Either T ´ z1 has a null space, and then ppT q ´ λ has a null space,
or the range is not the full space, in which case the range of ppT q ´ λ is not
the full space. Thus ppT q ´ λ is not invertible and λ P σpppT qq.

Since
pσpT qqj “ σpT jq Ă B}T j}p0q

we obtain
σpT q Ă Brp0q

with r as in the lemma. Now suppose that

σpT q Ă Bap0q.

We will prove that then a ě r, or more precisely

lim sup
nÑ8

}T n}1{n ď a. (3.1)

Let x˚ P X˚ and x P X. The function

z Ñ x˚p1´ zT q´1x P C
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is holomorphic in B1{ap0q and, if z is small, then

p1´ zT q´1
“

8
ÿ

j“0

pzT qj

by Part 1. Thus, for every r1 ă 1{a, by the residue theorem

x˚T jx “
1

2πi

ˆ
BBr1 p0q

x˚z´j´1
p1´ zT q´1xdz.

This is bounded by cr1pr
1q´j´1}x˚}X˚}x}X and hence

}T j}XÑX ď cr1pr
1
q
´j´1, @r1 ă 1{a,

which implies (3.1).
Similarly we prove that σpT q is not empty. Suppose it is empty. Then,

by Lemma 3.2 as in part 1,

fpzq “ x˚pT ´ zq´1x

is holomorphic in C. It is bounded and decays to zero as |z| Ñ 8 by the
proof of part 1. Hence

x˚pT ´ zq´1x “ 0

for all x˚, x and z (this follows from the residue theorem by

2πifpz0q “ lim
RÑ8

ˆ
BBRpz0q

fpzq

z ´ z0

dz “ 0.q

Thus pT ´ zq´1 “ 0 which is absurd and a contradiction.

[03.05.2017]
[05.05.2017]

3.2 The spectrum of normal operators I

In this section we only consider separable Hilbert spaces H with an inner
product x., .y, which we assume to be complex linear in the first variable.
The norm is given by }x}2H “ xx, xy.

Definition 3.5. Let T P LpH1, H2q. Its adjoint T ˚ P LpH2, H1q is defined by

xTx, yyH2 “ xx, T
˚yyH1 .
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We say that T P LpH,Hq is normal if

T ˚T “ TT ˚,

selfadjoint if T “ T ˚, positive semidefinite if in addition

xTx, xy ě 0

and positive definite if there exists δ ą 0 so that in addition

xTx, xy ě δ}x}2H .

Lemma 3.6. Suppose that T is normal. Then

}T k}HÑH “ }T }
k
HÑH .

As a consequence
supt|λ| : λ P σpT qu “ }T }.

Proof.

}Tf}2H “xTf, Tfy

“ xf, T ˚Tfy

ď }T ˚T }HÑH}f}
2
H

and hence (obviously }T ˚T } ď }T }2)

}T ˚T }HÑH “ }T }
2
HÑH .

Then

}T 2f}2H “xT
2f, T 2fy

“ xTf, T ˚T 2fy

“ xTf, TT ˚Tfy

“ xT ˚Tf, T ˚Tfy

“ }T ˚Tf}2H

and hence
}T 2
} “ }T ˚T } “ }T }2

if T is normal. Similarly }T 2k} “ }T k}2 and }T }2
n
“ }T }2

n
. Since for any k

there exist j, n such that j ` k “ 2n and hence

}T }2
n

“ }T 2n
} ď }T j}}T k} ď }T }j}T }k “ }T }2

n

,

all inequalities above have to be equalities and hence }T k} “ }T }k. The last
statement follows now from Proposition 3.4.
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Lemma 3.7. Let T be normal.

1. T is selfadjoint if and only if σpT q Ă R.

2. T is positive semidefinite iff σpT q Ă r0,8q.

3. T is positive definite iff σpT q Ă p0,8q.

Proof. Let T be selfadjoint and A “ 1` iT . Then

px, yq Ñ xAx, yy “ xx, yy ` ixTx, yy

is a continuous bilinear form, linear in the first argument, and antilinear in
the second. Moreover, since by selfadjoint property xTx, xy “ xx, Txy “
xTx, xy P R, we have

RexAx, xy “ }x}2H .

By the Lemma of Lax Milgram A is invertible. For any λ “ a`ib with b ‰ 0,
we know that the operator b´1pT ´ aq is selfadjoint and the operator

´ib´1
pλ´ T q “ 1` ib´1

pT ´ aq

is invertible and hence λ P ρpT q. Therefore σpT q Ă R.
Now let T be normal and σpT q Ă R. Then for all t P Rzt0u, T ´ it is

invertible with σpT ´ itq Ă pR´ itq. We claim that

σ
`

pT ´ itq´1
˘

“ pσpT q ´ itq´1. (3.2)

This follows from the trivial observation that if T and T ´ λ are invertible
with λ ‰ 0, then T´1 ´ λ´1 is invertible since λT pT´1 ´ λ´1q “ λ ´ T and
hence

pλ´ T q´1λT pT´1
´ λ´1

q “ 1 “ pT´1
´ λ´1

qλT pλ´ T q´1.

Moreover T´1 is normal if T is normal and invertible.
Using the claim (3.2) we get by Lemma 3.6

}pT ´ itq´1x} ď |t|´1
}x}, that is, }pT ´ itqx} ě |t|}x}

and hence

0 ď }pT ´ itqx}2 ´ t2}x}2 “ }Tx}2 ´ 2t ImxTx, xy

for all t. Thus ImxTx, xy “ 0 and hence

xTx, xy “ xx, Txy P R.
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Then

xpT ´
1

2
pT ` T ˚qqx, xy “ 0

for all x where T ` T ˚ is selfadjoint. Similarly S “ ipT ´ T ˚q is selfadjoint
and it satisfies

xSx, xy “ 0

for all x P H. We claim that then S “ 0 since

xSx, yy “
1

4

´

@

Spx` yq, x` y
D

´
@

Spx´ yq, x´ y
D

¯

“ 0

for all x, y P H.
Now suppose that T is positive semidefinite and λ ă 0. We apply the

same argument to A “ T ´ λ.
Suppose that σpT q Ă r0,8q. Then T is selfadjoint by the previous step.

If t ą 0 then in the same ways as above

}pt` T qx} ě t}x}

and
0 ď }pt` T qx}2 ´ t2}x}2 “ }Tx}2 ` 2txTx, xy

and hence xTx, xy ě 0.
The last statement about positive definite operators follows by adding a

multiplie of the identity from the positive semidefinite case.

Lemma 3.8. Let p be a polynomial and T be normal. Then ppT q is normal.
If T is selfadjoint and p is real then ppT q is selfadjoint. If p is real and
nonnegative on σpT q then ppT q is positive semidefinite.

Proof. An easy computation shows that T k is normal if T , and selfadjoint if
T is selfadjoint. Since σpppT qq “ ppσpT qq the last statement follows from the
previous lemma.

Theorem 3.9 (Stone-Weierstraß). Let K Ă Rd be compact and f P CpK;Rq.
Then there exists a sequence of polynomial pn in d variables so that

}f ´ pn}CbpKq Ñ 0.

Theorem 3.10. Let T be selfadjoint with spectrum K “ σpT q. Then there
is a unique isometry

φ : CpK;Rq Q f Ñ fpT q P LpX,Xq
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so that the range consists of selfadjoint operators and

φpxq “ T

φpfgq “ φpfqφpgq.

Moreover
σpφpfqq “ fpσpT qq.

This theorem defines a so-called operator calculus which may be consid-
ered as ’spectral theorem’ resp. a diagonalization of T . We can easily extend
the theorem to complex valued functions by splitting real and imaginary
parts. We will write

fpT q :“ φpfq.

Proof. For monomials we must have

φpxnq “ T n

if there is a map with these properties. Hence we define φ on polynomials by

φppq “ ppT q

which is clearly selfadjoint and satisfies all the properties for real polynomials.
Let f P CpK;Rq and pn a sequence of polynomials converging uniform in K
to f . Then

σpφppn ´ pmqq “ σppnpT q ´ pmpT qq.

By Lemma 3.6

}φppnq ´ φppmq}LpX,Xq “}ppn ´ pmqpT q}

“ supt|λ| : λ P σpppn ´ pmqpT qqu

ď sup
yPK

|pnpyq ´ pmpyq| Ñ 0.

We define
fpT q “ lim

nÑ8
pnpT q.

Uniqueness and the properties are immediate consequences.

It is not hard to extend this theorem to normal operators. However, we
will obtain a more general result later anyhow.

[05.05.2017]
[10.05.2017]
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3.3 Orthogonal polynomials. Favard’s theorem

We will attempt to obtain a more precise ’spectral’ theorem, for which we
will use the theory of orthonormal polynomials, which is interesting in its
own right.

Let µ be a Radon measure on R with |x|N P L2pµq for all N and µpRq “ 1.
We call µ trivial if it is a finite sum of Dirac measures. In the sequel we assume
that µ is nontrivial. Notice that

xk “
k´1
ÿ

j“0

ajx
j, in L2

pµq

for some aj if and only if µ is trivial - if the identity holds in L2pµq then
it holds almost everywhere. Then for finitely many points one obtains a
Vandermonde matrix applied to the vectors ppajq, 1q, which can only be zero
if there are less than k points.

We use the Gram-Schmidt procedure to orthogonalize the sequence xk

and obtain the monic orthogonal polynomials

Pnpxq “ xn `
n´1
ÿ

j“0

ajx
j,

P0 “ 1, P1 “ x´

ˆ
R
xdµ, . . . .

and the orthonormal polynomials

pn “ }Pn}
´1
L2pµqPn.

We define

an “
}Pn}L2pµq

}Pn´1}L2pµq

ą 0,

so that

}Pn}L2pµq “

n
ź

j“1

aj.

Lemma 3.11. There exist bn so that

xPnpxq “ Pn`1pxq ` bn`1Pnpxq ` a
2
nPn´1pxq

with bn P R. Then

xpnpxq “ an`1pn`1 ` bn`1pn ` anpn´1. (3.3)
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Proof. By construction the Pn are orthogonal to all polynomials of degree
ă n. If j ă n´ 1 then

xPj, xPny “ xxPj, Pny “ 0

and hence there exist α, β and γ so that

xPnpxq “ αPn`1pxq ` βPnpxq ` γPn´1pxq.

Sicne xPn and Pn`1 are monic we have α “ 1. In particular

xxPn, Pn`1y “ }Pn`1}
2

and
γ “ xxPn, Pn´1y{}Pn´1}

2
“ }Pn}

2
{}Pn´1}

2
“ a2

n.

Thus
β “ xxPn, Pny{}Pn}

2 :“ bn`1 P R
and finally

xpnpxq “
}Pn`1}

}Pn}
pn`1 ` bn`1pnpxq ` a

2
n

}Pn´1}

}Pn}
pn´1

which gives (3.3).

The Jacobi matrix is defined to be

J “

¨

˚

˚

˚

˝

b1 a1 0 0 . . .
a1 b2 a2 0 . . .
0 a2 b3 a3 . . .
...

...
...

...
. . .

˛

‹

‹

‹

‚

Lemma 3.12. Suppose that µ is supported on a compact interval. Let

η “ 2 sup |an| ` sup |bn|.

Then suppµ Ă r´η, ηs and, if suppµ Ă r´R,Rs then η ď 3R.

Proof. The span of the pnpxq is dense in L2pµq by the theorem of Stone-
Weierstrass 3.9 and the density of continuous functions in L2pµq since µ is a
compactly supported Radon measure.

The multiplication by x can be expressed through the matrix J . In par-
ticular, if f “

ř8

j“1 pj´1pxq then

xf “
8
ÿ

j“1

pajpj ` bjpj´1 ` aj´1pj´2q

32 [July 26, 2017]



hence
}xf}L2pµq ď η}f}L2pµq.

In particular
ˇ

ˇ

ˇ

ˇ

ˆ
R
xndµ

ˇ

ˇ

ˇ

ˇ

ď }xn}L2pµq ď ηn.

But this implies that µ is supported in r´η, ηs. Now suppose that µ is
supported in r´R,Rs. By construction

bn`1 “ xxpn, pny, an`1 “ xxpn, pn`1y

and hence 0 ă an ď R, |bn| ď R.

Theorem 3.13 (Favard’s theorem). Let panq be a nonnegative bounded se-
quence, and let pbnq be a bounded sequence. Then there exists a unique prob-
ability measure so that pan, bnq are the Jacobi parameters, i.e. entries of its
Jacobi matrix.

Proof. We first prove uniqueness. Let µ and ν be such probability measures.
Two measures are equal if

ˆ
fdµ “

ˆ
fdν

for every continuous function. By the Stone-Weierstraß approximation the-
orem 3.9 polynomials are dense in the continuous functions and hence it
suffices to prove ˆ

xndµ “

ˆ
xndν. (3.4)

This holds for n “ 0 and suppose this also holds for n ď k ´ 1. Since the an
and bn determine Pk by xPk´1 ´ bkPk´1 ´ a

2
k´1Pk´2, we have

ˆ
Pkdµ´

ˆ
Pkdν “ 0

by the orthogonality to 1.
Existence is more involved. Let Jn be the upper left nˆn block of J and

let Pn be the monic polynomial corresponding to Jn.

Lemma 3.14. 1. All roots of Pn are real and simple.

2. The roots of Pn and Pn´1 are interlaced.
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Proof. If Pnpyq “ 0 then

Pn`1pyq ` a
2
nPn´1pyq “ 0

and Pn`1pyq and Pn´1pyq have opposite signs. Now we do induction on n.
Suppose the lemma holds for Pk for k ď n. Let yj be the ordered zeros of Pn.
Then Pn´1pyjq has a different sign at two adjacent zeros of Pn, and the same
is true for Pn`1. Checking xÑ ˘8 one sees that Pn`1 has one zero in each
of the intervals p´8, y1q, py1, y2q . . . pyn,8q. Hence it has n ` 1 real zeros
which have to be simple since the degree of Pn`1 is n`1, and interlaced.

Theorem 3.15. Let Jn, P n
j and pnj be as above.

1. pnpyjq “ 0 iff yj is an eigenvalue of Jn. Then the vector

φj “ pφjkq1ďkďn “
´ pk´1pyjq
´

řn
l“1 |pl´1pyjq|2

¯
1
2

¯

1ďkďn
(3.5)

is the eigenvector of Jn associated to the eigenvalue yj:

pJn ´ yjqφ
j
“ 0.

2. For j ‰ k
n
ř

m“1

φjmφ
k
m “ 0.

3. Let µn “
řn
j“1 |φ

j
1|

2δyj . Then Jn is the Jacobi matrix of µn.

4. detpz ´ Jnq “ Pnpzq.

Proof. Equation (3.3) implies that

Jnppm´1pyjqq1ďmďn “ yjppm´1pyjqq1ďmďn

for all zeros yj of pn. Since pn has n simple zeros, the yj, 1 ď j ď n are simple
eigenvalues of nˆ n matrix Jn with the eigenvectors φj of the theorem.

Since Jn is real and symmetric and hence selfadjoint, the eigenvectors are

orthogonal and real: δjk “ xφ
j, φky “

řn
m“1 φ

j
mφkm.

By (3.5)
φjm “ ppm´1pyjqqφ

j
1

hence

δjk “
n
ÿ

m“1

φjmφ
k
m “

n
ÿ

m“1

φj1φ
k
1pm´1pyjqpm´1pykq.
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We read this as saying that a product of two n ˆ n matrices is the identity.
Then also

δjk “
n
ÿ

m“1

φm1 φ
m
1 pk´1pymqpj´1pymq “

ˆ
pj´1pk´1dµn.

Thus the ppjq are orthonormal polynomials with respect to µn.
Statement 1 implies

detpx´ Jnq “ Pnpxq

since both polynomials have the same zeros and both are monic.

[10.05.2017]
[12.05.2017]

We continue with the proof of Theorem 3.13. Now let µn be the measures
of Theorem 3.15. Then ˆ

1dµn “

ˆ
1dµm “ 1

and ˆ
pjdµn “

ˆ
pjdµm “ 0

for 1 ď j ă n ď m. Thus
´
xldµn is independent of n provided n ą l and

the limit

lim
nÑ8

ˆ
xjdµn

exists and defines an element in the dual space of Cbpr´η, ηsq, and hence a
unique measure with the desired properties.

3.4 The spectrum of selfadjoint operators: the second
version

Let H be an infinite dimensional Hilbert space and T P LpHq be selfadjoint.
We call φ P H with }φ} “ 1 cyclic if the span of pT jφq0ďj is dense in H.

Theorem 3.16. Let T be selfadjoint and φ be cyclic. Then there exists a
unique compactly supported probability measure µ on R and a unique unitary
map U : L2pµq Ñ H so that

TUf “ Uxf

and
U1 “ φ.
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Proof. We apply the orthogonalization procedure to T nφ (linearly indepen-
dent since φ is cyclic, and the dimension is 8) to obtain Φn in the form

Φn “ T nφ`
n´1
ÿ

j“0

cjT
jφ

so that
xΦn,Φmy “ δnm.

Then TΦk is in the span of pΦmqmďk`1. In particular

xΦl, TΦky “ 0

if l ą k` 1. Thus |j ´m| ą 1 implies xΦj,Φmy “ 0 and the (infinite) matrix
of T in this basis is tridiagonal. We write

TΦn “ αΦn`1 ` βΦn ` γΦn´1

and define
an “ }Φn}{}Φn´1}.

Let φn “ Φn{}Φn}. Then

Tφn “ an`1φn`1 ` bn`1φn ` anφn´1 (3.6)

and
bn`1 “ xTφn, φny, an`1 “ xTφn, φn`1y.

Both are bounded by }T }. We apply Favard’s theorem: There exists a unique
measure µ and a sequence of orthonormal polynomials analogous to the φn.
We define U by

Upn “ φn.

This is clearly unitary, Uxn “ Φn “ T nφ for 1 ď n and hence Upxfq “
TUf .

Theorem 3.17. Let T be selfadjoint. There exists measure on R ˆ N sup-
ported on KˆN for some K “ σpT q and a unitary map U P LpL2pRˆNq;Hq
so that

Uxf “ TUf.

Proof. We claim that there exists a finite or infinite ONS sequence pφmq so
that

xT kφm, φny ‰ 0
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unless m “ n and the span of pT kφmqm,k is dense in H. We then apply

the previous theorem for all Hm “ spantT kφm : k ě 0u. We assume that all
Hm are infinite dimensional. The arguments are easily modified in the finite
dimensional case. Since T : Hm Ñ Hm we obtain the theorem.

Let pφ̃jq be a basis. We choose φ1 “ φ̃1 and

H1 “ spantT kφ1 : k ě 0u.

Let φ̃j be the first j so that φ̃j R H1. We project it to HK
1 and normalize it

and denote it by φ2. We obtain the Hm recursively.

It is not hard to see that the spectrum of a multiplication operator by a
continuous function f on L2pµq is the image of the support of µ under f .

Corollary 3.18 (Borel functional calculus). Let T be selfadjoint, K its spec-
trum. Let BpKq be the set of bounded Borel measurable functions on K with
the standard norm. Then there is a unique algebra morphism

Ψ : BpKq Ñ LpHq

so that
Ψpxnq “ T n

for 0 ď n.

Proof. This is trivial for a multiplication operator. By Theorem 3.17 it suf-
fices to consider a multiplication operator. We postpone the proof of unique-
ness (it follows from the argument in Lemma 3.21 below).

Definition 3.19. Let T be selfadjoint. We define the spectral resolution as
the family of projection operators

P ptq “ Ψpχp´8,tsq :“ χp´8,tspT q.

Then P ptq “ 0 if t ă ´}T }, P ptq “ 1 if t ě }T } and

P ptqP psq “ P pmintt, suq

Moreover P ˚ptq “ P ptq and the P ptq are selfadjoint and positive semidefinite.
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3.5 The spectrum of normal operators II

Let Tj, j “ 1, ¨ ¨ ¨ , N be a set of commuting selfadjoint operators:

TiTj “ TjTi.

We call φ P H cyclic, if }φ} “ 1 and the span of

pT ki φqi,k

is dense in H.

Theorem 3.20. Suppose that φ is cyclic. Then there exists a unique proba-
bility measure µ on

N
ą

j“1

r´}Tj}, }Tj}s

and a unitary map U : L2pµq Ñ H so that

TjUh “ Uxjh, U1 “ φ.

Proof. As in the single operator case uniqueness of µ follows from

xφ, Tαφy “

ˆ
xαdµφ.

Lemma 3.21. Let T1 and T2 be commuting bounded selfadjoint operators
and let f, g be bounded Borel functions. Then fpT1q and gpT2q commute.

We use the notation

rT1, T2s “ T1T2 ´ T2T1

for the commutator.

Proof. This is clear for polynomials, hence also for continuous functions f
and g. Let f and g be Borel measurable and fn, gn continuous, uniformly
bounded, with fn Ñ f and gn Ñ g, µT1 and µT2 almost everywhere with the
measures of Theorem 3.17. Then for all h P L2pµT1q

fnhÑ fh

in L2pµT1q by the convergence theorem of Lebesgue. Thus

0 “ rfnpT1q, gmpT2qsψ Ñ rfpT1q, gmpT2qsψ as nÑ 8

for all ψ P H and

0 “ rfpT1q, gmpT2qsψ Ñ rfpT1q, gpT2qsψ as mÑ 8

by the same argument.

38 [July 26, 2017]



[12.05.2017]
[19.05.2017]

We define a measure µ on rectangles R “
ŚN

j“1pxj, yjs

µpRq “ xφ,
N
ź

j“1

χpxj ,yjspTjqφy.

Then by Corollary 3.18, µ is supported on
ŚN

j“1r´}Tj}, }Tj}s.

Lemma 3.22. 0 ď µpRq ď 1. It defines an outer measure which coincides
with µ on rectangles.

Proof. By Lemma 3.21, the operators χpxj ,yjspTjq commute. Moreover the
operator χpxj ,yjspTjq is positive semidefinite, and thus 0 ď µpRq. If R Ă R1

then µpRq ď µpR1q and µpRNq “ 1. As for the Lebesgue measure this defines
a premeasure on finite union of cubes, an outer measure on all sets, and a
measure on Borel sets, which coincides with µ on rectangles and we denote
this outer measure still by µ.

We define U by

U
N
ź

j“1

χpaj ,bjspxjq “
N
ź

j“1

χpaj ,bjspTjqφ

which extends to a linear and unitary map from L2pµq to H. By an approx-
imation by step functions

Uxj “ Tjφ

and hence Uxα “ Tαφ for every multiindex. This implies

Upxjfq “ TjUpfq

for all f P L2pµq.

Theorem 3.23 (Normal operators). Let T be normal operator. Then there

exists a measure µ on BC
}T }p0q ˆ N and a unitary operator U so that

Uzψ “ TUψ

Uz̄ψ “ T ˚Uψ.
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Proof. We write T “ T1 ` iT2 with T1 “
1
2
pT ` T ˚q, T2 “

1
2i
pT ´ T ˚q being

selfadjoint operators. We have pT1 ` iT2q
˚ “ T1 ´ iT2 and

T 2
1 ` T

2
2 ´ irT1, T2s “ pT1 ` iT2qpT1 ´ iT2q “ TT ˚

T ˚T “ pT1 ´ iT2qpT1 ` iT2q “ T 2
1 ` T

2
2 ` irT1, T2s.

Thus T is normal iff T1 and T2 commute. It suffices to consider the case when
there is a cyclic φ. Then there is a unique measure µ with compact support
on R2 and a unitary map U : L2pµq Ñ H so that

U1 “ φ, Upx1fq “ T1Uf, Upx2fq “ T2Uf.

Thus
Uppx1 ` ix2qfq “ pT1 ` iT2qUf “ TUf

and
Uppx1 ´ ix2qfq “ pT1 ´ iT2qUf “ T ˚Uf.

Again
suppµ “ σpMzq “ σpT q Ă B}T }p0q Ă C.

3.6 Unbounded selfadjoint operators

Given h P R we define Sphq P LpL2pRqq by

Sphqfpxq “ fpx´ hq, @f P L2
pRq.

The operator S is unitary and satisfies

Sp0q “ 1, Sph1 ` h2q “ Sph1qSph2q for h1, h2 P R.

It is not difficult to see that whenever h ‰ 0

}Sphq ´ Sp0q}L2ÑL2 “ 2

and hence hÑ Sphq P LpL2pRqq is not continuous in the operator norm. We
call a map hÑ T phq : RÑ LpHq strongly continuous if

hÑ T phqφ

is continuous from R to H for every φ P H. It is not hard to see that
h Ñ Sphq is strongly continuous, by use of the density of the compacted
supported continuous functions in L2pRq.

The ‘generator’ (to be defined later) of the translations is ´iBx, which is
not a bounded operator. We want to establish a theory which says that every
(one parameter) unitary group of operators (assuming strong continuity) has
a selfadjoint generator.
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Definition 3.24. A densely defined (or unbounded) operator T on a Hilbert
H is a pair consisting of a dense subspace DpT q and a linear map T : DpT q Ñ
H. Its graph

ΓpT q “ tpx, Txq P DpT q ˆHu

is a subspace of H ˆH.
We write S Ă T if DpSq Ă DpT q and T |DpSq “ S.
We call it symmetric if

xTφ, ψy “ xφ, Tψy

for all φ, ψ P DpT q. We call it closed if ΓpT q is closed and closable if ΓpT q
is the graph of an operator which is called closure.

Let T be an unbounded operator. Its adjoint T ˚ is defined by

xTφ, ψy “ xφ, T ˚ψy, @φ, ψ P H

with

DpT ˚q “ tη : there exists c so that |xTφ, ηy| ď c}φ} for all φ P DpAqu.

We call T selfadjoint if T ˚ “ T .

Lemma 3.25. Let µ be a Radon measure on Rd, F a Borel measurable
function. We define

DpT q “
!

f :

ˆ
Rd
F 2
|f |2dµ ă `8

)

,

and
Tf “ Ff, @f P DpT q.

Then T is selfadjoint and closed.

Proof. We claim that the graph is closed: Let fn P DpT q so that fn and
Ffn are Cauchy sequences and f “ lim

nÑ8
fn. Then Ffn P L2 and Ff “

limnÑ8 Ffn P L
2 and hence f P DpT q.

If there exists c such that
ˇ

ˇ

ˇ

ˇ

ˆ
Rd
Fφηdµ

ˇ

ˇ

ˇ

ˇ

ď c}φ}L2

for all φ with Fφ P L2 then Fη P L2 and hence DpT ˚q “ DpT q. Symmetry
is obvious.
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Lemma 3.26. Suppose that T is a densely defined operator on H and that
for some ε ą 0

}Tφ} ě ε}φ}.

Then T is closed iff the range is closed.

Proof. Exercise.

Definition 3.27. Let T be a closed operator. We define ρpT q as the set of all
z for which there exists a bounded operator S with range contained in DpT q
so that

pT ´ zqSφ “ φ for all φ P H

and
SpT ´ zqφ “ φ for all φ P DpT q.

The complement σpT q “ CzρpT q is called spectrum.

[19.05.2017]
[24.05.2017]

Let T be symmetric. For z P CzR we define the deficiency index

dpzq “ dimpRanpT ´ zqqK “ dim kerpT ˚ ´ z̄q.

Example: H “ L2pr0, 1sq, DpT q “ H1
0 pr0, 1sq, T “ ´iBx. This operator

is symmetric. The adjoint operator T ˚ has domain H1pr0, 1sq. To determine
dpiq we search for functions in DpT ˚q which satisfy

φ P kerpT ˚ ` iq i.e. ´ iBxφ “ ´iφ.

This is φ “ cex P H1pr0, 1sq which is not in H1
0 pr0, 1sq and dpiq “ 1.

Theorem 3.28. Let T be closed and symmetric. Then there are two non-
negative integers d˘ so that dpzq “ d˘ for ˘ Im z ą 0. If xTφ, φy ě 0 for
φ P DpT q then also d` “ d´.

Proof. Let Im z ą 0. We will show that there exists a ball around z so that
dpzq is constant on that ball. Together with a similar argument for T ě 0
this completes the proof.

Suppose that V,W are closed subspaces of H. If V XW “ t0u then

dimV ď dimWK.

We apply this with W “ RanpT ´ zq and V “ kerpT ˚ ´ w̄q with |z ´ w| ă
Im z{2. It suffices to prove that V XW “ t0u. Let η P V XW . There exists
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φ P DpT q so that η “ pT ´ zqφ and pT ˚ ´ w̄qη “ 0 and hence pT ˚ ´ z̄qη “
pw̄ ´ z̄qη. Thus

}η}2 “ xpT ´ zqφ, ηy “ xφ, pT ˚ ´ z̄qηy “ pw ´ zqxφ, ηy

and hence

}η}2 ď |w ´ z|}η}}φ} ď
|w ´ z|

Im z
}η}2,

thus η “ 0. Here we use that

ImxpT ´ zqφ, φy “ ´ Im z}φ}2

and hence
}η} “ }pT ´ zqφ} ě | Im z|}φ}

for φ P DpT q. The second part is similar.

Theorem 3.29. Let T be a closed symmetric operator. Then T is selfadjoint
iff d` “ d´ “ 0.

Proof. Suppose first that T “ T ˚. If pT ˚ ´ z̄qφ “ 0 with Im z ‰ 0 then

z}φ}2 “ xφ, T ˚φy “ xTφ, φy P R

which implies d˘ “ 0.
Now assume that d˘ “ 0. Given φ P DpT ˚q we find η P DpT q with

pT ` iqη “ pT ˚ ` iqφ.

Since T Ă T ˚

pT ˚ ` iqpη ´ φq “ pT ` iqη ´ pT ˚ ` iqφ “ 0

and η ´ φ P kerpT ˚ ` iq and hence φ “ η P DpT q. Thus DpT q “ DpT ˚q and
T “ T ˚.

Definition 3.30. Let T be closed and symmetric. The Cayley transform is

Uψ “

"

pT ´ iqpT ` iq´1ψ if ψ P RanpT ` iq
0 if ψ P RanpT ` iqK “ kerpT ˚ ´ iq

.

Theorem 3.31. Suppose that T is a closed symmetric operator and U its
Cayley transform.

• U is an isometry from RanpT ` iq to RanpT ´ iq.
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• T is selfadjoint iff U is unitary.

• φ is cyclic for U if and only if it is cyclic for pT ` iq´1.

• For U unitary, Uφ “ φ has only trivial solutions.

Proof. If pT ` iqφ “ ψ then

}ψ} “ }pT ` iqφ} “ }pT ´ iqpT ` iq´1ψ}

since
}pT ` iqφ}2 “ }Tφ}2 ` }φ}2 “ }pT ´ iqφ}2.

Thus U |RanpT`iq is an isometry to RanpT ´ iq. Surjectivity holds since we can
argue in the same fashion with pT ` iqpT ´ iq´1.

U is unitary if T is selfadjoint.
The third part follows from

U “ 1´ 2ipT ` iq´1.

If Uφ “ φ then }Uφ} “ }φ}, φ P RanpT ` iq, and U˚φ “ U˚Uφ “ φ. For
η P DpT q

0 “ xpT ` iqη, pU˚ ´ 1qφy “ xpUpT ` iq ´ pT ` iqqη, φy

“ xppT ´ iq ´ pT ` iqqη, φy “ ´2ixη, φy

and hence φ P DpT qK “ t0u.

Theorem 3.32 (Spectral theorem for unbounded selfadjoint operators).
Suppose that T is a unbounded selfadjoint operator on H. Then there is
a Radon measure µ on Rˆ N and an isometry

U : L2
pµq Ñ H,

so that U : DpMxq Ñ DpT q is bijective and that if xf P L2pµq then Upfq P
DpT q and

Upxfq “ TUpfq.

Proof. Let V be the Cayley transform of T . It is unitary and hence bounded
and normal. By Theorem 3.23 there is a Radon measure µ̃ on C ˆ N and a
unitary map

Ũ : L2
pµ̃q Ñ H

so that
Ũzf̃ “ V Ũ f̃, Ũ z̄f̃ “ V ˚Ũ f̃.
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Since V is unitary, its spectrum is contained in the unit circle and hence the
support of µ̃ is contained in the unit circle with µ̃pt1u ˆ Nq “ 0.

Let φpzq “ i1`z
1´z

so that φpzq P R if |z| “ 1, z ‰ 1. The multiplier
operator Mφ defines a selfadjoint operator on L2pµ̃q with dense domain since
µ̃pt1u ˆ Nq “ 0. Let f̃ P DpMφq and

g̃ “ φpzqf̃ “ i
1` z

1´ z
f̃

with g̃ P L2pµ̃q. Let ϕ “ Ũ f̃ P H and η “ Ũ g̃ P H. Since ip1`zqf̃ “ p1´zqg̃,
then

ip1` V qϕ “ iŨpp1` zqf̃q “ Ũpp1´ zqg̃q “ p1´ V qη.

We recall that
V “ 1´ 2ipT ` iq´1

and hence

ϕ “
1

2

`

p1´ V qϕ` p1` V qϕ
˘

“ ipT ` iq´1ϕ` pT ` iq´1η.

Thus ϕ P DpT q and
pT ` iqϕ “ iϕ` η

hence
Tϕ “ η.

We may reverse the direction of the argument and obtain Ũ : DpMφq Ñ DpT q
via f̃ Ñ ϕ is bijective.

We define
µpI ˆ tjuq “ µ̃pψpIq ˆ tjuq, I Ă R,

with ψpxq “ x´i
x`i

such that |ψpxq| “ 1 and ψpxq ‰ 1 if x P R. This defines a

unitary map U 7 : L2pµq Ñ L2pµ̃q by

U 7pfpx, jqq “ f̃pz, jq :“ fpi
1` z

1´ z
, jq with z “ ψpxq.

Hence U 7 : DpMxq Ñ DpMφq is bijective and for any f P DpMxq

U 7pMxfq “ i
1` z

1´ z
fpi

1` z

1´ z
, jq “Mφf̃ “MφU

7f.

We define the unitary map U “ Ũ ˝U 7 : L2pµq Ñ H so that U : DpMxq Ñ

DpT q is bijective and for any f P DpMxq

UpMxfq “ ŨpU 7pMxfqq “ ŨpMφU
7fq “ ŨpMφf̃q “ Ũpg̃q “ η

“ Tϕ “ T Ũpf̃q “ T ŨpU 7fq “ TUf.
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3.7 Stone’s theorem

Theorem 3.33 (Stone’s theorem). Let T be a densely defined selfadjoint
operator with domain DpT q. Then there is a unique strongly continuous
unitary group Sptq with tÑ Sptqφ differentiable iff φ P DpT q and

d

dt
Sptqφ|t“0 “ iTφ.

This selfadjoint operator T is called the generator of the group Sptq “ eitT .
Let Sptq be a unitary operator for every t P R which satisfies

Sp0q “ 1, Sps` tq “ SpsqSptq

and for all φ, ψ P H
tÑ xSptqφ, ψy

is measurable. Then Sptq is strongly continuous and there exists a unique
generator of Sptq.

Proof. Let T be selfadjoint. By Theorem 3.32 it suffices to consider operators
Mx densely defined on L2pµq. eitx is a unitary group on L2pµq and

tÑ eitxg

is differentiable with respect to t if xg P L2pµq, i.e. g P DpMxq:

eitx ´ 1

t
Ñ ix as tÑ 0

and
ˇ

ˇ

ˇ

ˇ

eitx ´ 1

t

ˇ

ˇ

ˇ

ˇ

ď
|tx|

|t|
“ |x|

and t´1peitx´1qg converges to ixg for xg P L2pµq by the theorem of Lebesgue.
[24.05.2017]
[26.05.2017]

Let Sptq be a unitary operator as in the theorem. For f P C1
0pRq we

define Af : H ÞÑ H such that for any φ, ψ P H

xAfφ, ψy “ x

ˆ
R
fptqSptqφdt, ψy “

ˆ
R
xfptqSptqφ, ψy dt :“ x

ˆ
R
fptqSptqdt φ, ψy

where
´
R fptqSptqdt in the last equality is a tempting abuse of notation.
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Let A :“ Aχtě0e´t . Then noticing S˚ptq “ Sp´tq we have

A˚ “

ˆ 0

´8

etSptqdt,

A` A˚ “

ˆ
R
e´|t|Sptqdt

AA˚ “

ˆ 8

0

e´tSptqdt

ˆ 0

´8

esSpsqds

“

ˆ 8

0

ˆ 8

0

e´t´sSpt´ sqdtds

“

ˆ
R

ˆ
0ďs,τ`s

e´τ´2sdsSpτqdτ

“
1

2

ˆ
R
e´|τ |Spτqdτ “ A˚A.

We define V “ 1´ 2A. Then V V ˚ “ V ˚V “ 1. Consider

´
2

t
pSptq ´ 1qA “

2

t
pA´ SptqAq

“
2

t

ˆˆ 8

0

e´tSptqdt´

ˆ 8

t

e´s`tSpsqds

˙

“2et
1

t

ˆ t

0

e´sSpsqds´ 2
et ´ 1

t

ˆ 8

0

e´sSpsqds

hence

lim
tÑ0

Sptq ´ 1

t
pV ´ 1qφÑ pV ` 1qφ

for all φ P H. V η “ η implies 0 “ pV ` 1qη and hence also η “ 0.
Using Theorem 3.23 we find a Radon measure on S1 ˆ N and a unitary

map U : L2pµq Ñ H so that Uzf “ V Uf and Uz̄f “ V ˚Uf . We define
the selfadjoint multiplication operator by i1`z

1´z
with the domain tf P L2pµq :

1
1´z

f P L2pµqu. Let S̃ptq “ U´1SptqU : L2pµq ÞÑ L2pµq. Then

lim
tÑ0

S̃ptq ´ 1

t
pz ´ 1qf Ñ pz ` 1qf

and in the domain we can devide by z ´ 1 and obtain

lim
tÑ0

S̃ptq ´ 1

t
f Ñ ´

1` z

1´ z
f.
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Then Mi 1`z
1´z

is the generator of S̃ptq and

T “ UMi 1`z
1´z
U´1

is the generator of Sptq.

3.8 The Heisenberg group and quantization

3.8.1 The Heisenberg group

Recall that observables in quantum mechanics are selfadjoint operators. The
most important operators are the position operators denoted by pXjq 1 ď j ď
d where Xj refers to the jth coordinate. The peitXjq commute and generate
a d dimensional group which we denote by

Rd
Q ξ Ñ V pξq “ eiξ¨X .

There is also a d dimensional translation group Upyq which satisfies

UpyqXUp´yq “ X ` y

and, equivalently
Upyqeiξ¨XUp´yq “ eiξ¨yeiξ¨X .

We may write these relations as

UpyqV pξq “ eiξ¨yV pξqUpyq, (3.7)

which is called the Weyl form of the canonical commutation relations (CCR).
The simplest realization as a group of unitary operators on a Hilbert

space is as follows: We take H “ L2pRdq. We define a strongly continuous
homomorphism by

W pξ, y, tqfpxq “eite´i
ξ¨y
2 eiξ¨px`yqfpx` yq

“eipt´
ξ¨y
2
qUpyqV pξqf

“eitei
ξ¨y
2 eiξ¨xfpx` yq

“eipt`
ξ¨y
2
qV pξqUpyqf.

Lemma 3.34. We have

W pξ, x, tqW pη, y, sq “ W pξ ` η, x` y, t` s`
1

2
px ¨ η ´ y ¨ ξqq.
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Proof.

W pξ, x, tqW pη, y, sq “eipt`sq´
i
2
pξ¨x`η¨yqUpxqV pξqUpyqV pηq

“eipt`s´
1
2
ξ¨x´ 1

2
y¨η´y¨ξqUpxqUpyqV pξqV pηq

“eipt`s`
1
2
px¨η´y¨ξq´ 1

2
px`yq¨pξ`ηqqUpx` yqV pξ ` ηq

“W pξ ` η, x` y, t` s`
1

2
px ¨ η ´ y ¨ ξqq.

One way to describe the structure is by a matrix group. Consider the
matrices

Apx, ξ, tq “

¨

˚

˚

˚

˚

˚

˝

1 x1 x2 . . . xd t´ 1
2
x ¨ ξ

0 1 0 . . . 0 ξ1
...

...
...

. . .
...

...
0 0 0 . . . 1 ξd
0 0 0 . . . 0 1

˛

‹

‹

‹

‹

‹

‚

where

Apx, ξ, tqApy, η, sq “ A
´

x` y, ξ ` η, s` t`
1

2
px ¨ η ´ y ¨ ξq

¯

(3.8)

with
Apx, ξ, tq´1

“ Ap´x,´ξ,´tq

and identity Ap0, 0, 0q. The matrix group is an affine subspace of the pd `
2q ˆ pd` 2q matrices. It is called Heisenberg group Hd.

3.8.2 Quantization

Mathematical quantization provides a map from functions on R2d to operators
on function spaces on Rd. This is related to quantization in physics, but we
omit the Planck constant ~, which we define to be 1.

Let a P SpRd ˆ Rdq. If apx, ξq “ eipη¨x`y¨ξq then we want to have

W paq “ W pη, y, 0q “ e´i
1
2
η¨yUpyqV pηq “ ei

1
2
η¨yV pηqUpyq.

By the Fourier transform in both the two variables

âpx, ξq “
1

p2πqd

ˆ
RdˆRd

apη, yqe´ipη¨x`ξ¨yqdydη
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and the Fourier inversion, we define

awpx,Dqfpxq :“
1

p2πqd

ˆ
RdˆRd

âpη, yqW pη, y, 0qfpxqdydη, (3.9)

which equals to

p2πq´d
ˆ
RdˆRd

âpη, yqeipη¨x`η¨y{2qfpx` yqdydη

“
1

p2πq2d

ˆ
R2dˆR2d

apx̃, ξqeip´x̃¨η´y¨ξ`η¨x`η¨y{2qfpx` yqdx̃dξdydη

“
1

p2πqd

ˆ
RdˆRd

apx` y{2, ξqe´iy¨ξfpx` yqdydξ

“
1

p2πqd

ˆ
RdˆRd

appx` yq{2, ξqeiξ¨px´yqfpyqdydξ,

where we used Fourier inversion for Schwartz functions ap¨, ξq as follows

p2πq´d
ˆ
RdˆRd

gpx̃qeipx´yqηdx̃dη “ gpyq.

awpx,Dq is called the Weyl quantization of a.

Lemma 3.35. Suppose that apx, ξq P SpRdq. Then

}awpx,Dq}HS “ p2πq
´ d

2 }a}L2pR2dq.

Moreover
awpx,Dqbwpx,Dq “ pa7bqwpx,Dq

where

Fpa7bqpξ, xq “ p2πq´d
ˆ
R2d

ei
1
2
ppx´yq¨η´y¨pξ´ηqqâpξ ´ η, x´ yqb̂pη, yqdydη.

Proof. We calculate

awpx,Dqfpxq “
1

p2πqd

ˆ
RdˆRd

appx` yq{2, ξqeiξ¨px´yqfpyqdξdy

“
1

p2πqd{2

ˆ
Rd
F2appx` yq{2, y ´ xqfpyqdy,

(3.10)

where F2 means the Fourier transform on the second variable, and

}a}2L2 “ }F2a}
2
L2 “

ˆ
R2d

|F̌2appx` yq{2, y ´ xq|
2dxdy.
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This implies the first statement.
Then

awpx,Dqbwpx,Dq “ p2πq´2d

ˆ
R2dˆR2d

âpξ, xqb̂pη, yqW pξ, xqW pη, yqdxdξdydη

“ p2πq´2d

ˆ
R2d

ˆ
R2d

âpξ, xqb̂pη, yqei
1
2
px¨η´y¨ξqW pξ ` η, x` yqdxdξdydη

“ p2πq´d
ˆ
R2d

p2πq´d
ˆ
R2d

âpξ ´ η, x´ yqb̂pη, yqei
1
2
ppx´yq¨η´y¨pξ´ηqqW pξ, xqdxdξdydη,

which implies the claimed formula.

[26.05.2017]
[31.05.2017]

3.9 The Theorem of Stone-von Neumann

Let NN “ t1, . . . , Nu if N ă 8 and N if N “ 8. Let µ be the Radon measure
on Rˆ NN which is the Lebesgue measure on Rˆ tju.

Theorem 3.36 (Stone-von Neumann). Let H be a Hilbert space and V pξq
and Upyq, ξ, y P Rd be strongly continuous unitary operators on H satisfying
the Weyl commutation relations. Then there exist N and a unitary map

R : L2
pRd

ˆ NNqq Ñ H

so that X : H Ñ H is unitarily equivalent to the multiplication by x,

R´1XR “Mx

and
R´1UpyqRf “ fp¨ ` yq.

Proof. Step 1. Claim: There is no nontrivial closed invariant subspace for
L2pRdq. Indeed, suppose that there are f, g P SpRdq such that

xW pξ, yqf, gyL2pRdq “ 0 (3.11)

for all ξ, y P Rd. Then

xawpx,Dqf, gyL2pRdq “ 0

for all a P SpRd ˆ Rdq.
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Suppose that F2appx`yq{2, y´xq “ p2πq
d
2 gpxqfpyq. This can be achieved

by

F2apx, yq “ p2πq
d
2 gpx` y{2qfpx´ y{2q.

Then by (3.10) one has

awpx,Dqf “ }f}2L2gpxq

and (3.11) implies that f “ 0 or g “ 0. The claim follows by the density of
SpRdq in L2pRdq.

Step 2. The function e´|x|
2{2 is cyclic for the Cayley operators C̃j of Mxj

(which commute). To see this we observe that for every cube I1 ˆ ¨ ¨ ¨ ˆ Id

χI1ˆ¨¨¨ˆIde
´|x|2{2

is in the closure of the span of C̃j1 ¨ ¨ ¨ C̃jk , since we may express them by
multiplications by characteristic functions in the spectral representation of
the C̃j.

Step 3. Let

F2apx, yq “ p2πq
d
2 e´

1
2
|x´y{2|2e´

1
2
|x`y{2|2 .

Then by view of (3.10)

awpx,Dqfpxq “

ˆ
Rd
e´

1
2
|y|2fpyqdy e´

1
2
|x|2 ,

and hence awpx,Dq is a projector to the span of e´
1
2
|x|2 . Thus a7a “ a (see

Lemma 3.35).
We now use awpx,Dq to define a projector on H by (3.9). Let Y be its

range in H. It is closed since it is the null space of 1´awpx,Dq. We choose an
ONB basis tφju in Y and define Hj by the closure of the space of W pξ, yqφj.

By the Weyl commutation relations V ptekq commutes with V psejq. By
the exercise also the Cayley transforms Ck and their adjoints C˚k commute.
Thus 1

2
pCk ` C

˚
k q and 1

2i
pCk ´ C

˚
k q are commuting selfadjoint operators. Let

H̃j be the span of Cm
k φj and pCm

k q
˚φj. By Theorem 3.20 there exist a unique

measure µ on pS1qd and unique unitary maps R̃1 : L2pµq Ñ H̃j and R̃2 :
L2pµq Ñ L2pRdq so that

R̃11 “ φj, R̃21 “ p2πq´
d
2 e´

|x|2

2 ,

R̃1pz
αz̄βq “ Cα

pCβ
q
˚φj
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R̃2pz
αz̄βq “

ˆ

1` ix

1´ ix

˙αˆ
1´ ix

1` ix

˙β

p2πq´
d
2 e´

|x|2

2 .

We define Rj “ R̃1pR̃2q
´1. Then

Rjxjf “ XjRjf

where Xj is the generator of V ptξjq and also

Rje
iξ¨xf “ V pξqRjf.

Step 4. Since
e´|x`y|

2{2
“ e´x¨y´|y|

2{2e´|x|
2{2

we obtain

e´|x`y|
2{2
“ p2πq´

d
2

ˆ
Rd
Fpe´x¨y´|y|2{2qpξqW pξ, 0, 0qdξ e´|x|2{2

and hence with the projector awpx,Dq from above

„

Upyq ´ p2πq´
d
2

ˆ
Rd
Fpe´x¨y´|y|2{2qpξqW pξ, 0, 0qdξ



awpx,Dq “ 0.

As a consequence

UpyqRjpp2πq
´ d

2 e´|x|
2{2
q “ Upyqφj

“ p2πq´
d
2

ˆ
Rd
Fpe´x¨y´|y|2{2qpξqV pξqRjpp2πq

´ d
2 e´|x|

2{2
qdξ

“ Rjp2πq
´d

ˆ
Rd
Fpe´x¨y´|y|2{2qpξqeiξ¨xe´|x|2{2dξ “ Rjp2πq

´ d
2 e´|x`y|

2{2.

We claim that the closure of the space of e´|x`y|
2{2 is L2pRdq. After a

Fourier transform this is equivalent to the statement that the closure of span
eiξ¨xe´|x|

2{2 is L2pRdq. In Step 2 we have seen that e´|x|
2{2 is cyclic for the

Cayley transforms and there adjoints. By the proof of Theorem 3.31 this
implies that e´|x|

2{2 is cyclic for pxj ˘ iq
´1. But this implies as in Step 3 that

L2pµq is the closure of the span of eiξ¨xe´|x|
2{2. Then

UpyqRjf “ Rjfp¨ ` yq.

Step 5. To conclude we put all the unitary operators Rj together.
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3.9.1 The uncertainty principle

It is an immediate consequence of the commutation relations that for φ P
SpRdq

0 “
d

ds

d

dt

“`

UptejqV psejq ´ e
istV psejqUptejq

˘

φ
‰

s“t“0
“ piBjxj ´ ixjBj ´ iqφ

and hence
riBj, xks “ iδjk.

Theorem 3.37. The following inequality always holds:

2}xf}L2pRdq}kf̂}L2pRdq ě }f}
2
L2pRdq.

Proof. We calculate for Schwartz functions and d “ 1

}f}2L2 “ xf, fy “ xrB, xsf, fy “ xBpxfq, fy ´ xxBf, fy

“ ´xxf, Bfy ´ xBf, xfy ď 2}xf}L2}Bf}L2 .

Remark 3.38. We get an identity if Bf ` xf “ 0 which is equivalent to

f “ ce´
|x|2

2 .

4 Schrödinger operators with potentials

4.1 Hamiltonian mechanics and quantum mechanics

The first step in quantum mechanics is to formulate the quantization of
Hamiltonian dynamics. Particularly relevant cases are particles in a potential
field (protons and neutrons in a nucleus), charged particles in an electric
or magnetic field (like electrons in an atom) and systems of many charged
particles (heavy atoms).

The independent variables are the position x and the momentum p where
for a particle of mass m, p “ mv where v is the velocity. The Hamilton
function Hpx, pq is the energy of a system. The dynmacics are then described
by teh Hamiltonian equations

9xj “
BH

Bpj
, 9pj “ ´

BH

Bxj
(4.1)

[31.05.2017]
[02.06.2017]
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1. For a free particle the Hamiltonian is the kinetic energy 1
2
m|v|2 “

1
2m
|p|2. The dynamics is described by the Hamiltonian equations

9xj “ BpjHpp, xq 9pj “ ´BxjHpp, xq.

For a free particle of mass m this gives

9xj “
1

m
pj, 9pj “ 0, :xj “ 0

and

xjptq “ xjp0q `
1

m
pjp0qt, pjptq “ pjp0q.

2. A particle trapped by a quadratic potential 1
2
|x|2 is described by the

Hamilton function

Hpx, pq “
1

2m
|p|2 `

1

2
|x|2.

The Hamiltonian equations are

9xj “
1

m
pj, 9pj “ ´xj

with the solution

xjptq “ cospt{
?
mqxjp0q `

1
?
m

sinpt{
?
mqpjp0q

pjptq “ ´
?
m sinpt{

?
mqxjp0q ` cospt{

?
mqpjp0q.

3. Two particles of mass m1 and m2 at position x and y feel the gravita-
tional force

F px, yq “ Gm1m2
x´ y

|x´ y|3

where
G „ 6.67408p31q ˆ 10´11m3 kg´1 s´2.

Mass is measured in kg, time in seconds sec and length in meter m,
velocity in m{s , acceleration in m{s2 and force in Newton N

1N “ 1kg m{sec2.

The acceleration by the gravitational force of two particles of mass 1kg
and distance 1m is

„ 6.67408p31q ˆ 10´11ms´2.
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The Hamiltonian for two particles in a gravitational field is

Hpx, y, p1, p2q “
1

2m1

|p1|
2
`

1

2m2

|p2|
2
´
Gm1m2

|x´ y|

and the Hamiltonian equations are

9x “
1

m1

p1, 9y “
1

m2

p2

9p1 “
Gm1m2

|x´ y|3
py ´ xq 9p2 “

Gm1m2

|x´ y|3
px´ yq.

For a system of n particles of mass mj we obtain the Hamiltonian

Hpxj, pjq “
n
ÿ

j“1

1

2mj

|pj|
2
´

ÿ

j‰k

Gmjmk

|xj ´ xk|
.

The solutions to the two particle system are essentially described by
Kepler’s laws. The n particle system is relevant for the solar system.

4. The electrostatic potential is similar to the gravitational potential, but
now with charges replacing mass, and charges may have both signs:
Equal charges repel and different charges attract. The electrostatic
potential is much stronger than the gravitational potential, but matter
tends to be neutral on moderate scales. If q1 and q2 are the electric
charges then the force is

F “
1

4πε0

q1q2

|x´ y|3
px´ yq.

Charges are measured in Coulomb C and the vacuum permittivity ε0
is given by

ε0 “
10´9

36π
C2N´1m´2.

A natural unit is to measure charge in multiples of the charge of an
electron. Coulomb is often more handy. The charge of an electron is
about 1.60210´9C.

5. Charged particles generate an electric field E : Rd Ñ Rd, and they
feel an electric field. It is measured in newton per coulomb. The
Hamiltonian for a charged particle with charge q in an electric field
with potential U (i.e. E “ ´∇U) is

Hpx, pq “
1

2m
|p|2 ` qUpxq

The Hamiltonian equations are derived as above.
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6. d “ 3 Moving charged particles generate a magnetic field, and they
feel a magnetic field B : R3 Ñ R3. Consider a fixed magnetic field. A
charged particle feels a force, which is proportional to the charge, the
velocity, and strength of the field, and which is perpendicular to both
the field and the velocity. As a consequence a charged particle moves
along spirals in a constant magnetic field. The charged particle feels
the force

qpE `
p

m
ˆBq

where E is the electric field and B is the magnetic field. Consider a
constant magnetic field B. There is no source and one always has

∇ ¨B “ 0

and there is a vector potential A for a magnetic field defined on R3,

B “ ∇ˆ A.

The Hamiltonian of a single charged particle is

Hpx, pq “
1

2m
|p´ qA|2 ` qV.

Properties of Hamiltonian dynamics:

1. The Hamiltonian equations are a system of ordinary differential equa-
tions. Standard theory gives local existence of solutions.

2. The Hamiltonian is preserved and has an interpretation as energy.

3. The evolution is called Hamiltonian flow. It preserves the symplectic
structure of Rd.

4.1.1 Quantization

In quantum physics the time evolution is a unitary evolution, and, if the
system does not depend on time explictly, it is a unitary evolution.

The basic rule of quantum mechanics is that we quantize a classical system
with Hamiltonian H by setting apx, pq “ Hpx, ~pq, and define the Hamilton
operator (again denoted by H, here H̃)

H̃ “ awpx,Dq

and reparametrize time by 1
~t. We obtain

i~BtΨ`
~2

2m
∆Ψ “ 0
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for the free particle and

i~BtΨ`
~2

2m
∆Ψ´

1

2
|x|2Ψ “ 0

for the quantum harmonic oscillator.

4.1.2 Units and scales

The SI (frz. Système international d’unités) base units are g, meterm, second
s, Newton N (force), and the current measure in Ampere A and energy in
Joule J .

Planck’s constant is

~ “ 6.62607004ˆ 10´34m2kg{s.

The Planck length is

lP “

c

~G
c3
„ 1.616229ˆ 10´35m

where G is the gravitation constant and c is the speed of light. Similarly one
may define the Planck time and a Planck mass. These are absolute units,
but they are very small.

What are the scales of the objects of interest? The mass of an electron is
around

me „ 9.10938356ˆ 10´31kg

and the mass of the neutron is around

mn “ 1.675ˆ 10´27kg

and the proton mass is around

mp “ 1.676219ˆ 10´27kg.

The radius of a nucleus is approximately R “ 1.25 ˆ 10´15mA
1
3 where A is

the number of protons and neutrons.
The Bohr radius of hydrogen is „ 0.529177 ˆ 10´10m. The nucleus of

an atom contains most of the mass, and a tiny but of the volume. It is a
reasonable approximation to consider a coordinate system so that the nucleus
is at the position x “ 0. Its charge q is a multiple n of the charge of an
electron qe, and the most reasonable system is the one of m electrons. We
obtain the Hamiltonian (neglecting magnetic fields)

Hpxj, pjq “
1

me

n
ÿ

j“1

´

|pj|
2
´ nq2

e

1

|xj|

¯

`
ÿ

j‰k

q2
e

1

|xj ´ xk|
. (4.2)
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A useful unit is the electron volt: 1eV = 1.6021766208ˆ 10´19 Joule.
Quantum mechanics is most relevant on the scale of atoms, in particular

for the dynamics of the nucleus and the electron. The main force is the
quantized electric (and magnetic) interaction.

The structure of the nucleus is determined by the strong force. In a certain
regime it can be approximated by an harmonic oscillator. Weak interaction
is responsible for decay of particles (mean lifetime of neutron: 881.5 s, decay
into electron and proton).

[02.06.2017]
[14.06.2017]

4.1.3 The Copenhagen interpretation

(Bohr, Heisenberg 1925-1927)

1. Since the evolution is unitary we may restrict ourselves to the evolution
of funtions of norm 1. This represents the state of a system.

2. A measurement corresponds to a selfadjoint operator A, and physically,
to an interaction with a laboratory device. This interaction is not
described by quantum mechanics.

3. The relevant quantity is

xAψptq, ψptqy.

It gives the expected value of the outcome of an experiment.

4. The measurement changes the state. The wave function collapses. In
the simplest case A is a selfadjoint projection. In that case

xAψ,ψy

gives the probability that the state is the state represented by the
projection. The measurement has a 0{1 outcome (1 means the state
is in the range of the projection, 0 means Aψ “ 0) , and the wave
function is projected by A if the outcome of outcome is 1, and by 1´A
if the outcome is 0.

In the double slit experiment the measurement could be: The particle
goes througth the upper slit. The measurement removes the interference
from the observation.
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We observe that

}xjψ}
2
“

ˆ
x2
j |ψ|

2dx

and
}Bjψ}

2
“ x´B

2
jψ, ψy.

The uncertainty relation says that the product of the expected values is at
least 1 - i.e. if I do many independent measurements of the square of the
position and the square of the momentum then the product of the means is
at least 1 (with ~ “ 1).

Unless we specifically consider physical quantities we will set ~ “ 1.

4.2 The free particle

The Fourier transform transforms the negative of the Laplace operator ´∆
into the multiplication by |k|2. This is a self-adjoint operator by Lemma 3.25.
Its spectrum is r0,8q, which is immediate from the multiplication property.
On the Fourier side the multiplier

p|ξ|2 ´ z2
q
´1

is bounded on Rd for Im z ą 0 and defines an operator in L2pRdq. For d “ 1
and d “ 3 you have calculated the fundamental solution, which is the inverse
Fourier transform, for z “ i. The same calculation works for other z as well.
In d “ 1 we obtain

gpxq “ ´
1

2iz
eiz|x| (4.3)

since

g1 “ ´
1

2

x

|x|
eiz|x|

and

´g2 “
iz

2
eiz|x| ` δ0

and hence
´g2 ´ z2g “ δ0.

For d “ 3 it is

gpxq “ ´
1

4πiz|x|
eiz|x|. (4.4)

Again one computes
´∆g “ z2g ` δ0

as in the exercise.
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Lemma 4.1. The operator ´∆ is selfadjoint with

Dp´∆q “ H2
pRd
q “ tf P L2

pRd
q : B2

jlf, Bjf P L
2
pRd
q, 1 ď j, l ď du.

Its spectrum is r0,8q.

Proof. After a Fourier transform we want to determine the domain of the
multiplication by |k|2. It is tf̂ P L2pRdq : |k|2f̂ P L2pRdqu. Then

Fp´iBjfq “ kj f̂

and

}Bjf}L2 “ }kj f̂}L2pRdq ď
1

2
}p1` |k|2qf̂}L2 ď

1

2
p}f}L2 ` }∆f}L2q,

}B
2
jlf}L2 “ }kjklf̂}L2 ď

1

2
}|k|2f̂}L2pRdq “

1

2
}∆f}L2 .

The spectrum of the multiplication by |k|2 is r0,8q, and hence the same
is true for ´∆.

The Schrödinger equation for a free particle is

iBtψ `∆ψ “ 0

which transforms into
iBtψ̂ ´ |k|

2ψ̂ “ 0.

This equation can easily be solved:

ψ̂pt, kq “ e´it|k|
2

ψ̂p0, kq “ lim
εÑ0

e´pε`itq|k|
2

ψ̂p0, kq.

The inverse Fourier transform of e´pε`itq|k|
2

is (Exercise Sheet 1, Nr2 and Nr
3),

a

4πpε` itq
´d
e´

|x|2

4pε`itq

and hence

ψpt, xq “ p
?

4πitq´d
ˆ
ei
|x´y|2

4t ψp0, yqdy. (4.5)

Lemma 4.2. The selfadjoint operator ´∆ generates a unitary group Sptq “
e´it∆ on L2pRdq. It satisfies

}Sptqf}L2pRdq “ }f}L2pRdq

}Sptqf}L8pRdq ď p4π|t|q
´ d

2 }f}L1pRdq.
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Proof. The L2 Ñ L2 estimate is equivalent to the unitarity of the group.
The L1 Ñ L8 estimate for Schwartz functions follows immediately from
(4.5). Schwartz functions are dense in L1pRdq and we obtain the estimate for
all functions in L1.

The L1 Ñ L8 shows that solutions with initial data in L1 decay. The
solution ψ disperses then in the sense that it converges pointwise uniformly
to 0, despite the invertibility of Sptq.

[14.06.2017]
[16.06.2017]

4.3 The harmonic oscillator

Here we consider quantization of the Hamilton function Hpx, pq “ 1
2
|p|2 `

1
2
|x|2 with ~ “ 1. The operator is T “ ´∆ ` |x|2 with DpT q “ tf P H2 :
|x|2f P L2u. Obviously T is symmetric. For any multiindex we define

hα “ pB ´ xq
αe´|x|

2{2.

We recall that

T “ ´
d
ÿ

j“1

pBxj ´ xjqpBxj ` xjq ` d.

Then

xTψ, ψy “
d
ÿ

j“1

}pBxj ` xjqψ}
2
` d}ψ}2L2

Te´|x|
2{2
“ de´|x|

2{2

and

Thα “T pB ´ xq
αe´|x|

2{2

“

d
ÿ

j“1

p´Bj ` xjqpBj ` xjqpB ´ xq
αe´|x|

2{2

“2|α|pB ´ xqαe´|x|
2{2
` pB ´ xqαTe´|x|

2{2

“p2|α| ` dqpB ´ xqαe´|x|
2{2.

The Hermite functions hα are eigenfunctions of T with the eigenvalue 2|α|`d.
They satisfy ˆ

hαhβdx “ 0 (4.6)
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if α ‰ β since

ˆ
pBj ´ xjqe

´|x|2{2
pBk ´ xkqe

´|x|2{2dx

“ p´1q

ˆ
e´|x|

2{2
pBk ` xkqpBj ´ xjqe

´|x|2{2dx

“

"

0 if k ‰ j,

2}e´|x|
2{2}2L2 if k “ j,

where we have commuted the operators pBk ` xkq to the right. If we do this
for every direction we obtain

}hα}
2
L2 “ 2|α|α!π

d
2 .

We have seen that T´1 is a compact operator (Exercise 4 on Sheet 3). It
maps L2 to DpT q (again Exercise 4 on Sheet 3). Thus it has an ONB of
eigenfunctions. Above we determined all eigenfunctions. In particular the
normalized Hermite functions are a complete set of eigenfunctions and we
can define an inverse of T by

T´1hα “ p2|α| ` dq
´1hα.

The definition of the unitary group is now explicit and easy:

Uptqhα “ eitp2|α|`dqhα. (4.7)

We collect the results.

Theorem 4.3. The operator T “ ´∆ ` |x|2 with domain DpT q “ tf P
L2 : |x|2f, B2

ijf P L
2u is selfadjoint. It defines a unitary group described by

(4.7). The spectrum of T is 2N0 ` d. The normalized Hermite functions
p2|α|α!πd{2q´1{2hα are an orthonormal basis.

4.4 Harmonic polynomials and spherical harmonics

Schrödinger operators with radial potentials are an important special class.
We will diagonalize the angular part of the operator using spherical harmon-
ics.

Lemma 4.4. The dimension of the space of homogeneous polynomials in Rd

of degree m is
`

d`m´1
d´1

˘

.
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Proof. The monomials of degree m are a basis of the homogeneous polyno-
mials of degree m. The dimension is the set of all multiindices of length m.
This is the number of possibilities of putting m objects into d boxes. Equiv-
alently we may count the possibilities to put d ´ 1 bars between m objects,
or choosing d´ 1 out of m` d´ 1 objects.

Definition 4.5. A spherical harmonic is a homogeneous harmonic polyno-
mial.

We recall the Euler identity for homogeneous functions of degree d:

x ¨∇f “ df.

Lemma 4.6. Let f be a spherical harmonic of degree m. Then

´|x|2∆fpx{|x|q “ mpm´ 2` dqfpx{|x|q.

Proof. We have (noticing that
řd
j“1 xjBjpfpx{|x|qq “ 0)

0 “∆f

“∆p|x|mfpx{|x|qq

“|x|m∆fpx{|x|q `m∇ ¨ p|x|m´2xqfpx{|x|q

“|x|m´2
´

|x|2∆fpx{|x|q `mpm´ 2` dqfpx{|x|q
¯

.

Lemma 4.7. Let g and h be real homogeneous harmonic polynomials of
degree dg ‰ dh. Then g and h are orthogonal in the following senseˆ

Sd´1

ghdHd´1
“ 0.

Proof. By the Euler identity and the divergence theorem

dg

ˆ
Sd´1

ghdHd´1
“

ˆ
Sd´1

px ¨∇gqhdHd´1

“

ˆ
B1p0q

∇ ¨ p∇ghqdx

“

ˆ
B1p0q

∇ ¨ pg∇hqdx

“

ˆ
Sd´1

gx ¨∇hdHd´1

“df

ˆ
Sd´1

ghdHd´1

which implies the claim.
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Definition 4.8. We denote the space of homogeneous harmonic polynomials
of degree N by VN .

Lemma 4.9. Let p be a homogeneous polynomial of degree m. Then

∆p|x|2´d´2mpq “ |x|2´d´2m∆p.

Proof. Let t P R. We have

∆p|x|tpq “|x|t∆p` 2t|x|t´2x ¨∇p` tpt` d´ 2q|x|t´2p

“|x|t∆p` tp2m` t` d´ 2q|x|t´2p

where we used Euler’s formula for the last equality. Set t “ 2´ d´ 2m.

Lemma 4.10. Let p be homogeneous of degree m and d ě 3. Then

ppBq|x|2´d “ |x|2´d´2m
´

m´1
ź

j“0

p2´ d´ 2jqppxq ` |x|2q
¯

where q is homogeneous of degree d ´ 2. The left hand side is harmonic for
x ‰ 0.

Proof. The left hand side is the derivative of the fundamental solution. Hence
it is harmonic away from the origin. It suffices to verify the identity for
monomials. We prove it by induction on m. Suppose for |α| “ m

B
α
|x|2´d “ |x|2´d´2m

´

m´1
ź

j“0

p2´ d´ 2jqxα ` |x|2q0

¯

where q0 has degree m´ 2. Then

BxjB
α
|x|2´d “ |x|2´d´2pm`1q

´

m
ź

j“0

p2´ d´ 2jqxjx
α
` |x|2r

¯

with

r “ p2´ d´ 2mqxjq0 ` Bj

´

m´1
ź

j“0

p2´ d´ 2jqxα ` |x|2q0

¯

.

We obtain as immediate consequence
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Lemma 4.11. If p is a homogeneous polynomial of degree m then

ppxq “
1

cm

´

|x|d´2`2mppBq|x|2´d ` |x|2q
¯

with cm “
śm´1

j“0 p2 ´ d ´ 2jq, for some homogeneous polynomial q of degree
m´ 2.

Lemma 4.12. Let f be a homogeneous polynomial of degree m. Then there
exist unique harmonic polynomials pj of degree j with m´ j P 2Z so that

f “

rd{2s
ÿ

j“0

|x|2jpm´2j

where

pm “
1

cm
|x|d´2`2mppBq|x|2´d.

Proof. By lemma 4.11 and induction any homogeneous polynomial of degree
m can be written as a sum

p “

rm{2s
ÿ

j“0

|x|2jhm´2j

where hm´2j is a harmonic polynomial of degree m´2j. To prove uniqueness
suppose that we have two harmonic polynomials which agree on the unit
ball. Then the difference vanishes by the maximum principle for harmonic
functions. The formula is now a consequence of the second part of Lemma
4.11.

Let am “ dimVm. By Lemma 4.4 and Lemma 4.12

ˆ

d`m´ 1

d´ 1

˙

“

rm{2s
ÿ

j“0

dimVm´2j

and hence

Lemma 4.13.

dimVm “

ˆ

d`m´ 1

d´ 1

˙

´

ˆ

d`m´ 3

d´ 1

˙

.

In particular, if d “ 2 then dimVm “ 2 and VN has the basis Repx1 ` ix2q
m

and Impx1 ` ix2q
m. If d “ 3 then

dimVm “ 2m` 1.
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[16.06.2017]
[21.06.2016]

Let f P C2pSd´1q. We define the Laplace-Beltrami operator on the sphere
by

∆Sd´1f “ ∆fpx{|x|q|
|x|“1 .

Theorem 4.14. The operator ´∆Sd´1 is selfadjoint with the domain

Dp´∆Sd´1q “ tf P L2
pSd´1

q : fpx{|x|q P H2
pB2p0qzB 1

2
p0qqu.

It has the eigenvalues tmpm`d´2q : m P NYt0uu with eigenspace Vm. The
span of tVmu is dense in L2pSd´1q.

Proof. Step 1: ´∆Sd´1 maps tf P L2pSd´1q : fpx{|x|q P H2pB2p0qzB 1
2
p0qqu to

L2pSd´1q. This is immediate since

´|x|2∆fpx{|x|q “ p∆Sd´1fqpx{|x|q.

Step 2: Elliptic regularity gives

d
ÿ

j,k“1

}B
2
jku}L2pB2p0qzB 1

2
p0qq ď c

´

}∆u}L2pB3p0qzB 1
3
p0qq ` }u}L2pB3p0qzB 1

3
p0qq

¯

.

This immediately implies the closedness of ´∆Sd´1 with the given domain.
By the theorem of Stone-Weierstraß we can approximate every continu-

ous function on Sd´1 by a polynomial. By Lemma 4.12 we can approximate
it by a sum of harmonic polynomials. By Lemma 4.6 homogeneous har-
monic polynomials are eigenfunctions with the eigenvalues in the set of the
theorem. Thus the list of eigenvalues is complete. It is now easy to see self-
adjointness and positive semidefiniteness by decomposing polynomials into
sums of homogeneous harmonic polynomials.

4.5 The Coulomb potential 1: The discrete spectrum

The Schrödinger equation of a charged particle in a stationary electric field
of a point mass is

i~
d

dt
ψ `

~2

2me

∆ψ `
Ze2

r
ψ “ 0.

We restrict our consideration to the relevant case d “ 3. Here e is the charge
of the electron in unrationalized electrostatic units for which e2{~c „ 1

137
and
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Z is the number of protons. We will see later that this equation defines a
unitary evolution, or equivalently, that

ψ Ñ ´
~2

2me

∆ψ ´
Ze2

r
ψ

defines a selfadjoint operator on a suitable domain D. We will see that the
spectrum consists of the union r0,8q and a countable sequence of negative
eigenvalues accumulating at 0. The continuous spectrum r0,8q corresponds
to scattering states and the eigenvalues to bound states. This Schrödinger
operator is a building block for quantum chemistry and the spectral lines of
atoms. It provides a link between fundamental properties of atoms and ob-
servations. The picture is however incomplete and we will study the essential
impact of symmetries and spin and scattering lateron.

In this subsection we will study the eigenvalues. We consider

´
~2

2me

∆ψ ´
Ze2

r
ψ “ Eψ

where E “ ´~2κ2
2me

, κ ą 0 is the energy.

We search for solutions in L2, and, more precisely, of the form

ψpxq “
κ

|x|
up|x|{κqhpx{|x|q (4.8)

where h is a harmonic polynomial of degree l. This is a solution provided

´
d2

dr2
u`

”

´
ξ

r
`
lpl ` 1q

r2

ı

u “ ´u

where

ξ “
2meZe

2

κ~2
.

We search for solutions |u| ď rl`1 as r Ñ 0 and approximately e´r as r Ñ 8

so we write
u “ rl`1e´rF prq.

Since
du

dr
“ rl`1e´r

”´ l ` 1

r
´ 1

¯

F `
dF

dr

ı

and

d2u

dr2
“ rl`1e´r

”´

1´
2pl ` 1q

r
`
lpl ` 1q

r2

¯

F `
´

´ 2`
2pl ` 1q

r

¯dF

dr
`
d2F

dr2

ı

,

68 [July 26, 2017]



we obtain
d2F

dr2
´ 2

´

1´
l ` 1

r

¯dF

dr
`

´ξ ´ 2l ´ 2

r

¯

F “ 0. (4.9)

This is a special hypergeometric differential equation and should be consid-
ered as a differential equation for which almost every information is explicitly
available. We search for power series solutions

F “
8
ÿ

j“0

ajr
j

and we obtain

0 “
8
ÿ

j“0

aj

´

jpj ´ 1qrj´2
´ 2jrj´1

` 2jpl ` 1qrj´2
` pξ ´ 2l ´ 2qrj´1

¯

“

8
ÿ

j“0

rj´1
”

jpj ` 1qaj`1 ´ 2jaj ` 2pj ` 1qpl ` 1qaj`1 ` pξ ´ 2l ´ 2qaj

ı

.

This allows to compute aj recursively from a0:

pj ` 2l ` 2qpj ` 1qaj`1 “ p´ξ ` 2j ` 2l ` 2qaj.

For large j
|aj`1{aj| Ñ 2{j

and
aj „

ź

kăj

2{k „ C2j{Γp1` j `Bq.

Hence

F prq „ C
8
ÿ

j“0

p2rqj

Γpj `B ` 1q
Ñ Cp2rq´Be2r

and
ψ „ e|x|{κ

for r large. This is in conflict with ψ P L2pR3q unless the power series
terminates, which happens iff ξ “ 2n for some positive integer n ą l ` 1.
In this case the power series terminates with a multiple of rn´l´1. The
polynomials F prq are called Laguerre polynomials and written as L2l`1

n´l´1p2rq
with the Rodriguez formula (without proof)

Lknpxq :“
exx´k

n!

dn

dxn
pxn`ke´xq.
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They are orthogonal for the measure χr0,8qx
ke´xdx. We obtain

F “ 1 if n “ l ` 1, F “ 1´
r

l ` 1
if n “ l ` 2.

It is remarkable that the enery only depends on n and not on l! We obtain

κn “
2meZe

2

ξ~2
“

1

na

where a is the Bohr radius

a “
~2

meZe2
“ 0.5219177249ˆ 10´8Z´1cm.

This is motivated since κ´1 is the decay rate for ψ given by the exponential
in (4.8). The wave function ψ is well localized in Bnap0q. We obtain the
bound state energies

En “ ´
~2κ2

n

2me

“ ´
13.605698Z2eV

n2

for the single electron hydrogen (Z “ 1) and the partially ionized Helium
(Z “ 2).

The difference between the two lowest eigenvalues for hydrogen is around
10.2eV . For each n we have l between 0 and n ´ 1, and for each l there
is a 2l ` 1 dimensional space of harmonic polynomials of degree l. So the
total number of states (dimension) with energy En is n2. There is a standard
nomeclature in chemestry for these states/eigenfunctions. The states with
l “ 0 are labelled by s sharp , the ones with l “ 1 by p principal , the ones by
l “ 2 by d diffuse and the ones with l “ 3 by f . The lowest state is labelled
by 1s, next 2s, 2p, 3s, 3p and 3d.

Atoms react with light by moving an electron to a different state, thereby
emitting or absorbing a photon which carries the difference in energy,

E “ 2π~ν

where ν is after de-Broglie the frequency which corresponds to light at a
wavelength

λ “ c{ν.

For the transition from 1s to 2s the wave length is

λ „ 10´6m.
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4.6 Complex differential equations and the hypergeo-
metric equation

This is a short survey on the hypergeometric ODE. We consider a m order
complex differential equation in the complex plane

upmq “ F pz, u, u1, . . . , upm´1q
q

with initial data
upjqpz0q “ uj

where F is holomorphic in a neighborhood of the initial data.

Theorem 4.15. There exists a unique holomorphic solution in a neighbor-
hood of z0.

Proof. We provide only a sketch of the proof. Along lines we obtain an
ODE which has a unique solution. This gives a candidate for a solution in
a neighborhood, but one has to verify that u defined in this fashion satisfies
the Cauchy-Riemann differential equations. Thus is done similarly as in the
construction of potentials for vector fields F which satisfy

BFj
Bxl

“
BFl
Bxj

.

Linear equations are a particular case. The equation

u1 “ au (4.10)

has the exponential eaz as solution. Another one is the equation

zu1 “ au

where a P C. Remove the ray p´8, 0s and write z “ exppyq with | Im y| ă π.
Then the equation is equivalent to

du

dy
“ au,

upyq “ Ceay “ Cea ln z
“ Cza.

We can easily replace u by a vector U and a by a matrix A. A point of this
type is called regular singular. The eigenvalues of A are the characteristic
exponents.
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Equations on C and more precisely the Riemann sphere are of particular
interest.

The solutions to
pz ´ bqu1 “ au (4.11)

are pz ´ bqa where we have to choose a branch of the logarithm.
[21.06.2016]
[23.06.2017]

We turn to second order equations

u2 “ gpzqu1 ` hpzqu

with rational functions g and h.
The Riemann sphere C̄ “ CYt8u is equipped with the coordinate maps

z : C̄zt8u “ CÑ C, z´1 : C̄zt0u Ñ C.

Then there are a finite number of poles of the coefficients g and h on the
Riemann sphere.

A fact: Given a three tuple of pairwise disjoint points z0, z1, z2 on the
Riemann sphere there is a Möbius transform (biholomorphic map of the
form

z Ñ
a1z ` b1

c1z ` d1

with a1d1 ´ b1c1 “ 0) which maps p0, 1,8q to these three points.
We call a singular point z0 regular if the equation can be written as first

order system of the form

pz ´ z0q
dU

dz
“ fpzqU

with f holomorphic near z0 and matrix valued. z0 “ 8 is a regular singular
point if the equation can be written as

z
dU

dz
“ fpz´1

qU

with f holomorphic in a small ball.

1. One pole. If there is one pole we can move it to 8 by a Möbius
transform and obtain a polynomial differential equation

u2 “ ppzqu1 ` qpzqu.

8 is in general not a regular singular point.
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2. Two poles. In this case one can move them to 0 and 8. The equation
becomes

u2 “ z´jpppzqu1 ` qpzquq

with polynomials p and q and j P N.

3. Three poles. Normalization by a Möbius transform moves them to
0, 1 and 8. Multiplication by zαp1 ´ zqβ with α, β P C (taking out
a suitable line) one can normalize the problem in the case of regular
singular points to

zp1´ zq
d2u

dz2
` rc´ pa` b` 1qzs

du

dz
´ abu “ 0 (4.12)

with a, b, c P C. This is the hypergeometric differential equation.

Lemma 4.16. The hypergeometric differential equation has a unique holo-
morphic solution near z “ 0 with up0q “ 1. We denote it by

F

ˆ

a b
c

; z

˙

(4.13)

Proof. We construct the solution by a power series. Then

F

ˆ

a b
c

; z

˙

“ 1`
ab

c1!
z `

apa` 1qbpb` 1q

cpc` 1q2!
z2 . . .

and it is not hard to see that the radius of convergence is 1.

Suppose that c ‰ 0. Then a second solution is given by

z1´cF

ˆ

a´ c` 1 b´ c` 1
2´ c

; z

˙

.

To see this we search a solution of the form z1´cv. Then

0 “zp1´ zq
d2pz1´cvq

dz2
` rc´ pa` b` 1qzs

dpz1´cvq

dz
´ abz1´cv

“z1´c
”

zp1´ zqv2 ` 2p1´ cqp1´ zqv1 ´ p1´ cqc
1´ z

z
v

` rc´ pa` b` 1qzsv1 `
cp1´ cq

z
v ´ pp1´ cqpa` b` 1q ` abqv

ı

“z1´c
”

zp1´ zqv2 ` rp2´ cq ´ pa` b´ 2c` 3qzsv1 ` pp1´ cqpc´ 1´ a´ bq ´ abqv
ı

“z1´c
!

zp1´ zq
d2v

dz2
` r2´ c´ pa` b´ 2c` 3qzs

dv

dz
´ pa´ c` 1qpb´ c` 1qv

)

.

(4.14)
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Equation (4.9) is a confluent hpyergeometric equation. It can be written
as Kummer’s confluent equation

z
d2u

dz2
` pb´ zq

du

dz
´ au “ 0 (4.15)

with r “ z{2 and a “ l ` 1 ´ ξ{2 “ l ` 1 ´ n is a nonpositive integer and
b “ 2pl ` 1q.

Lemma 4.17. Suppose that b is not a negative integer. There is a unique
holomorphic solution with Mpa, b; 0q “ 1 near 0. It is denoted by Mpa, b; zq.
It is a polynomial if a is a negative integer. There is a second solution defined
in B1p0qztp´1, 0su which is unbounded near 0 if Re b ą 1.

Proof. This follows from

Mpa, b; zq “ 1`
a

b
z `

apa` 1q

bpb` 1q2!
z2 . . .

The second part is an exercise.

Now we check (4.9).

Lemma 4.18. The solutions described in terms of the Laguere polynomials
are the only solutions to (4.9) which lead to bounded eigenfunctions of the
Schrödinger operator with negative energy.

4.7 Selfadjointness of Schrödinger operators

The main theorem in this section is

Theorem 4.19. Suppose that d ą 4, V P Ld{2`L8 is a real potential. Then
the Schrödinger operator

Ψ Ñ ´∆Ψ` VΨ

defines a unitary evolution and a unitary operator with domain H2. The same
conclusion holds if d ď 3 and V P L2 ` L8 and if d “ 4 and V P Lp ` L8

for some p ą 2.

It immediately implies that the Schrödinger operator of the hydrogen
atom is selfadjoint with domain H2 since we can decompose

|x|´1
“ χ|x|ď1|x|

´1
` χ|x|ą1|x|

´1.

The second term is bounded, and the first lies in L2pR3q.
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Definition 4.20. Let A be a densely defined closed operator with domain
DpAq. A densely defined operator B with domain DpBq Ą DpAq is called A
bounded if there exist constants a, b so that

}Bx} ď a}Ax} ` b}x}.

Here a is called the A bound of the A bounded operator B.

By the triangle inequality

Lemma 4.21. Suppose that Bj, j “ 1, 2 are A bounded with A bounds aj.
Then α1B1 ` α2B2 is A bounded with A bound at most |α1|a1 ` |α2|a2. The
space of A bounded operators is a vector space.

Theorem 4.22 (Kato-Rellich). Suppose that A is selfadjoint with domain
DpAq. Suppose that B is A bounded with A bound a ă 1 and symmetric.
Then A`B with domain DpAq is selfadjoint.

Proof. Clearly A`B with domain DpAq is symmetric. We have to show that
the deficiency indices are 0, or, equivalently, that A`B˘ iλ is surjective for
one λ ą 0. We claim that

lim
λÑ8

}BpA´ iλq´1
} ď a.

To see this

}BpA´ iλq´1x} ď a}ApA´ iλq´1x} ` b}pA´ iλq´1x} ď pa` b{λq}x}

and the limit is at most a.
We choose λ so that

}BpA˘ iλq´1
} ă 1.

Then
pA`B ˘ iλq “ p1`BpA˘ iλq´1

qpA˘ iλq

is surjective.

Let V P pLd{2 ` L8q. We write it as V0 ` V1 with V0 P L
d{2 and V1 P

L8. Since C80 pRdq is dense in Ld{2 we may assume that for a chosen ε ą
0, }V0}Ld{2 ă ε. Clearly the multiplication by a bounded function is ´∆

bounded with a “ 0. It remains to show that the multiplication by an L
d
2

function is ´∆ bounded. We recall the Sobolev inequality:

}f}LppRdq ď c}∇f}LqpRdq
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for 1 ď q ă d,
1

p
`

1

d
“

1

q
.

We apply this twice to obtain

}f}LppRdq ď c}D2f}LqpRdq

provided 1 ď q ă d
2

1

p
`

2

d
“

1

q
.

Thus, if d ą 4

}V0u}L2pRdq ď }V0}
L
d
2
}u}

L
2d
d´4

ď }V0}
L
d
2
}D2u}L2 ă ε}∆u}L2 .

For d “ 4 we recall the Sobolev inequality for 2 ď r ă 8

}u}LrpR4q ď c}u}H2pR4q

and for d ď 3 we use Sobolev’s inequality and Morrey’s inequality

}u}L8pRdq ď c}u}H2pRdq.

We equip H2 with the norm

}u}2H2 “ }p1` |k|2qû}2L2 “ }u}2L2 ` }∆u}2L2 .

If d ď 3 (the argument for d “ 4 being similar), given c0 ą 1 there exists
c1 ą 0 so that

}ψ}L8 ď c0}∆ψ}L2 ` c1}ψ}L2 ,

and thus (without loss of generality we can assume also }V0}L2 ă ε)

}V0ψ}L2 ď }V0}L2}ψ}L8 ď c0ε}∆ψ}L2 ` c1ε}ψ}L2 .

[23.06.2017]
[28.06.2017]

4.8 Eigenvalues of Schrödinger operators

We denote by C0pRdq the space of all continuous functions with limit 0 at
infinity. We denote by H´1pRdq the dual space of H1pRdq with the norm

}u}2H1pRdq “ }u}
2
L2pRdq ` }|∇u|}

2
L2pRdq “

ˆ
Rd
p1` |k|2q|û|2dx

and

}u}2H´1pRdq “

ˆ
Rd
p1` |k|2q´1

|û|2dx.
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Theorem 4.23. Suppose that V P L
d
2 pRdq ` C0pRdq if d ě 3, V P LppR2q `

CbpR2q if d “ 2 with p ą 1 and V P L1pRq ` C0pRq if d “ 1. We consider
the Schrödinger operator

H1
Q ψ Ñ ´∆ψ ` V ψ P H´1

and call z P C an eigenvalue if there exists ψ P H1pRdq with

´∆ψ ` V ψ “ zψ.

If z is an eigenvalue then z P R.
If ψ is an eigenfunction with eigenvalue z ă 0 and if 0 ă κ ă

?
´z then

there exist Cpz, κ, V q and R so that

}e
κ|x|
2 ψ}L2pRdq ` }e

κ|x|
2 ∇ψ}L2pRdq ď C}ψ}L2pBRp0qq. (4.16)

The set of eigenvalues is discrete in p´8, 0q. Every negative eigenvalue
has finite multiplicity.

We observe that there exists C so that

C´1
}eκ|x|{2u}H1 ď }e

κ|x|
2 u}L2 ` }e

κ|x|
2 ∇u}L2 ď C}eκ|x|{2u}H1

which is not hard to see and gives an equivalent expression for the left hand
side of (4.16).

Proof. We begin with the observation that if

´∆ψ ` V ψ “ zψ

then
x∇ψ,∇φy ` xV ψ, φy “ zxψ, φy

for all φ P H1 and vice versa. In particular we may set φ “ ψ. Then both
terms on the left hand side are real and hence z is real or ψ “ 0.

Now let ψ P L2 be nonzero, z ă 0 and

´∆ψ ` V ψ “ zψ.

Let h P C1
b pr0,8qq with hp0q “ 1. We set φ “ hp|x|qψ. Then

Rex∇ψ,∇rhp|x|qψsy “
ˆ
hp|x|q|∇ψ|2dx` 1

2

ÿ

j

ˆ
h1p|x|q

xj
|x|
Bj|ψ|

2dx

“

ˆ
hp|x|q|∇ψ|2dx´ 1

2

ˆ
|ψ|2

ÿ

j

Bj
xjh

1p|x|q

|x|
dx.
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We choose hp|x|q “ eκ|x|. Then

1

2

d
ÿ

j“1

Bxj
κxje

κ|x|

|x|
“

1

2
eκ|x|rκ2

` κ
d´ 1

|x|
s

hence by ´∆ψ “ zψ ´ V ψ we haveˆ
eκ|x||∇ψ|2 ´ pz ` 1

2
κ2
q

ˆ
eκ|x||ψ|2dx

“ ´

ˆ
V eκ|x||ψ|2dx`

1

2
pd´ 1qκ

ˆ
eκ|x||x|´1

|ψ|2dx.

We write
V “ V0 ` V1

with }V0}
L
d
2
ă ε if d ě 3 (modifications for d “ 1, 2 are an exercise) and

V1 P C0pRdq and R so that |V1pxq| ă ε for |x| ě R and R´1 ď ε for ε to
be chosen. Then, as in the proof of Theorem 4.19, the right hand side is
bounded by - pretending that |x|´1 is bounded near zero -

Cε

ˆ
eκ
?

1`|x|2
|∇ψ|2dx` C}ψ}2L2pBRp0qq

` 2ε

ˆ
eκ
?

1`|x|2
|ψ|2dx.

The singularity at x “ 0 can be avoided by replacing |x| by
a

1` |x|2 or the
weight.

Assuming that the right hand side is bounded we subtract these terms
from both sides and arrive at (4.16). To ensure this boundedness we choose

hp|x|q “ eκ
|x|

1`δ|x|

and then we let δ tend to 0. This completes the proof of (4.16).
As for selfadjoint operators we see that there are no generalized eigenfunc-

tions and eigenfunctions to different eigenvalues are orthogonal. Let ε ą 0,
zj ă ´ε and ψj an orthonormal family of eigenfunctions to the eigenvalues
zj. We want to prove that there are at most finitely many ψj, which we prove
by contradiction. We claim that ψj converges weakly to zero. Indeed,

lim
jÑ8

xψj, ψly “ 0

for all l, hence the same is true on the span, and hence also on the closure of
the span. This implies weak convergence. By (4.16) (which holds uniformly
for all the eigenfunctions with eigenvalues below ´ε) and Kolmogorovs crite-
rion the sequence converges strongly in L2pRdq. The limit is nonzero (since
}ψj}L2 “ 1) and this is a contradiction (since we claimed ψj á 0).
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Normalized eigenfunctions to the eigenvalue z are called bound states for
the energy z. The bound state to the lowest eigenvalue is called ground state.

There is not much we can say about a potential eigenvalue 0.

Theorem 4.24. Suppose that V P L8 and there exist C and s ą 1 so that

|V pxq| ď C|x|´s.

Then there is no positive eigenvalue.

The strategy is the following:

1. We prove that such eigenfunctions have to have compact support.

2. The second step is called unique continuation: If a solution to a suitable
homogeneous elliptic equation vanishes on an open set it has to be
identically zero.

The proof consists of a number of arguments of independent interest. It
is convenient to introduce conformal coordinates. We write

x “ ety

with |y| “ 1 and t P R provided x ‰ 0.

Lemma 4.25. The following formula holds

|x|
2`d
2 ∆p|x|

2´d
2 uq “ B2

t u`∆Sd´1u´
´d´ 2

2

¯2

u.

Proof. We write x “ ry with r ą 0 and |y| “ 1. Then with polar coordinates

∆w “ B2
rw `

d´ 1

r
Brw `

1

r2
∆Sd´1w

and the statement is now a consequence of the chain rule.

Now let z “ 1 ą 0. The restriction to z “ 1 is unimportant but it
simplifies the notation. The condition on V implies that for all ε there exists
R so that

|V pxq| ď ε{|x| for |x| ě R.

We rewrite the equation ´∆ψ ` V ψ “ ψ as with ψ “ |x|
2´d
2 v

vtt `∆Sd´1v ´ ppd´ 2q{2qq2v ` e2tv ´ e2tV ptyqv “ 0. (4.17)

We consider
vtt `∆Sd´1v ´ ppd´ 2q{2qq2v ` e2tv “ f. (4.18)
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Lemma 4.26. Suppose that h1 ě δ ą 0, h1h2 ě ´1
4
e2t and |hp3q| ď 1

4
e2t and

that vp¨, yq is compactly supported in p0,8q . Then

}ehptq`tv}L2 ď c}ehptqf}L2 .

Proof. Let w “ ehptqv and g “ ehptqf . By (4.18) it satisfies

wtt ´ h
1wt ´ Btph

1wq `∆Sd´1w ´ ppd´ 2q{2q2w ` |h1|2w ` e2tw “ g.

It suffices to prove the estimate for wpt, yq “ uptqhmpyq, gpt, yq “ lptqhmpyq
where hm is a harmonic polynomial. This reduces the problem to

u2 ´ h1u1 ´ ph1uq1 ´ rpm` pd´ 2q{2q2 ´ h12su` e2tu “ l.

We multiply by u1 and integrate and notice that u is compactly supported.
Then ˆ

2h1pu1q2 ` e2t
|u|2 “

ˆ
´lu1 `

1

2
hp3q|u|2 ´ h1h2|u|2

ď}l}L2}u1}L2 `
1

2

ˆ
e2t
|u|2dt.

We subtract the second term from both sides and obtainˆ
2h1pu1q2 `

1

2
e2t
|u|2 ď δ´1{2

}l}L2δ1{2
}u1}L2 ď

1

2δ
}l}2L2 `

δ

2
}u1}2L2 .

We subtract the second term from both sides and arrive at the desired in-
equality.

We used more regularity in the proof then we had assumed in the state-
ment. This can be justified by regularizing v first.

[28.06.2017]
[30.06.2017]

We can easily relax the condition of compact support, but we want to
keep that 0 is not in the support.

We return to the transformed equation (4.17) and define for an R ą 0 to
be chosen later

w “ ηpt´Rqv

where ηpsq “ 1 for s ě 1 and ηpsq “ 0 for s ď 0. It satisfies (4.18) with

f “ e2tV w ` 2η1pt´Rqv1 ` η2pt´Rqv.
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By Lemma 4.26 and the monotonicity of h, there exists a constant C de-
pending on }ψ}H1 such that

}ehetw}L2 ď CpehpR`1q
` }ehe2tV w}q.

We choose R large so that

et|V petyq| ď 1{p2Cq, for t ě R,

so that we can absorb the V term on the right hand side by the left hand
side. Then

}ehetw}L2 ď CehpR`1q.

We will see that we may choose h “ τt with τ ą 0. Then

}epτ`1qpt´R´1qw}L2 ď C

in particular

}w}L2pttěR`2uq ď Ce´τ Ñ 0 for τ Ñ 8.

This implies that ψ has compact support provided we show that we can do
the argument without get unbounded terms. There are two points to add:

hptq “ τ
t

1` ε0t
(4.19)

and let ε0 Ñ 0. We notice

}ψ}L2pRdq “ }e
1
2
tv}L2pRˆSd´1q (4.20)

and we apply the argument with the above h and a truncation at large t to
obtain the estimate of Lemma 4.26 without the truncation at infinity.

Theorem 4.27. Suppose that ψ P H1 satisfies

´∆ψ ` V ψ “ 0, V bounded,

in an open connected set U . If ψ vanishes in an open set then it vanishes on
U .

Proof. We argue similar to above and consider

´vtt ´∆Sd´1v ` ppd´ 2q{2q2v “ f

and claim that
}eτtv}L2 ď }eτtf}L2 (4.21)
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for all τ P 1
2
Z` 1

4
and v with compact support. As above it suffices to consider

v “ ṽptqhmpyq and w “ eτtṽptq. We write it as

´w2 ` 2τw1 ` rpm` pd´ 2q{2q2 ´ τ 2
sw “ g,

which can be rewritten as

p´
d

dt
` κ` τqp

d

dt
` κ´ τqw “ g, κ “ m` pd´ 2q{2.

Suppose that g P L2. We claim that there is a unique w1 P H
1 so that

p´
d

dt
` pκ` τqqw1 “ g.

Uniqueness is easy: If g “ 0 and w1 “ cepκ`τqt and it is in L2pRq only if
c “ 0. Suppose that κ ă ´τ . Then

w1ptq “ ´

ˆ t

´8

epκ`τqpt´sqgpsqds,

and by Schur’s estimate

}w1}L2 ďmax
!

sup
t

ˆ t

´8

epκ`τqpt´sqds, sup
s

ˆ 8

s

epκ`τqpt´sqdt
)

}g}L2

ď|κ` τ |´1
}g}L2 .

Then 1
|κ`τ |

ď 4 if τ P 1
4
` 1

2
Z. The case κ ą ´τ is similar with w1ptq “´ 8

t
epκ`τqpt´sqgpsqds. It remains to study

p
d

dt
` κ´ τqw “ w1

which follows by the same arguments. Estimate (4.21) is equivalent to

}|x|τψ}L2 ď c}|x|2`τ∆ψ}L2 (4.22)

for τ P 1
2
Z` 1

4
and ψ with compact support.

Suppose that ψ has compact support, that 0 P U is outside the support
and define ρ “ distt0, suppψu. We assume that ρ is small and B4ρp0q Ă U ,
which holds by translation invariance of the problem. We want to reach a
contradiction. Let η P C8 satisfy ηprq “ 1 for r ď 1, ηprq “ 0 for r ě 3

2
and

define
u “ ηp|x|{p2ρqqψpxq.
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Then
´∆u “ ´V u´ 2∇pηp|x|{p2ρqqq ¨∇ψ ´∆pηp|x|{p2ρqqqψ

and, for τ P 1
2
Z` 1

4
,

}|x|τu}L2 ď C}|x|τ`2V u}L2 ` Cpψ, ρqp3ρqτ .

Since
}|x|τ`2V u}L2 ď p4ρq2}V }L8}|x|

τu}L2

can be absorbed by the left hand side if ρ is sufficiently small which we may
assume. Then

}u}L2pB2ρp0qq ď Cp
3

2
q
τj Ñ 0

for a sequence τj P
1
4
` 1

2
Z with τj Ñ ´8. Thus u|B2ρp0q “ ψ|B2ρp0q “ 0,

contradicting our assumptions.

This technique goes back to Carleman and the inequalities of the Lemmas
are called Carleman inequalities.

Lemma 4.28. Let V be a continuous real potential which satisfies the as-
sumptions of Theorem 4.23. Then χp´8,0qp´∆`V q is the sum of the projec-
tions to eigenspaces with negative eigenvalues.

Proof. Assume that there is φ P H1 so that xp´∆` V qφ, φy ă 0. Otherwise

Apφq “
d
ÿ

j“1

}Bxjφ}
2
L2 `

ˆ
V |φ|2dx ě 0, @φ P H1,

and σp´∆` V q Ă r0,8q.
We have seen that there exists C such that

xp´∆` V qφ, φy ě ´C}φ}2L2 .

Now let φj be a minimizing sequence with }φj}L2 “ 1 and

xp´∆` V qφj, φjy ď ´ε.

Then, as for previous proofs in the subsection,

}∇φj}2L2 “ xp´∆`V qφj, φjy´

ˆ
V |φj|

2dx ď ´ε`1{2}∇φj}2L2`CpV q}φj}
2
L2
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and hence there exists C so that }φj}H1 ď C. We may assume that φj con-
verges weakly in H1 to φ. For every continuous V1 the sequence φj|suppV1 con-
verges in L2 by the compactness of the embedding H1pBRp0qq Ñ L2pBRp0qq.
Thus

lim
jÑ8

ˆ
V |φj|

2dx

exists and is nonzero. Moreover

}∇φ} ď lim inf }∇φj}

and the same holds for the L2 norm. The limit cannot be trivial. We rescale
the L2 norm to 1 which decreases

xp´∆` V qφ, φy.

Since we had a minimizing sequence, the rescaling factor had to be 1 and
φj Ñ φ in H1. φ satisfies the Euler-Lagrange equation

´∆φ` V φ “ zφ

for some z ă 0. But then

xp´∆` V qφ, φy “ z

and z is the energy.
We repeat the procedure in φK if there is a perpendicular function with

negative energy. This yields an orthonormal sequence of eigenfunctions.
There can be only finitely many until the energy in the orthogonal com-
plement is above ´ε.

[30.06.2017]
[05.07.2017]

5 Scattering

In this section we will consider real potentials V P L2 ` L8. We will add
conditions whenever needed. We know that ´∆` V is selfadjoint with real
spectrum. We will see that under suitable assumptions

1. r0,8q is in the spectrum.

84 [July 26, 2017]



2. Let P : L2pRdq Ñ W be the projection corresponding to the mul-
tiplication by χp0,8qp´∆ ` V q. Then there exists a unitary operator
U : L2 Ñ W so that

Ueit∆ “ eitp∆´V qU

3. We have seen that there is an at most countable set of negative eigen-
values with 0 the only possible accumulation point.

4. Sometimes it is possible to replace the characteristic function above by
χr0,8qp´∆` V q.

The resolvent and the evolutions are connected through the formula of
the next lemma.

Lemma 5.1. Let X be a Hilbert space and T be a selfadjoint operator on X.
Let η P CpRq with compact support. Then

xηpT qφ, φy “ ˘
1

π
lim
εÑ0

Im

ˆ
R
ηpλqxpT ´ λ¯ iεq´1φ, φydλ

Proof. By the spectral theorem it suffices to consider X “ L2pµq for a prob-
ability measure µ on R and T “Mx the multiplication operator by x.

Then we have to show that

˘
1

π
lim
εÑ0

Im

ˆ
RˆR

ηpλqpx´ λ¯ iεq´1
|φpxq|2dµpxqdλ

“ lim
εÑ0

ˆ
R
|φpxq|2

ˆ
R

1

π

ε

|x´ λ|2 ` ε2
ηpλqdλdµpxq

“

ˆ
R
ηpxq|φpxq|2dµpxq “ xηφ, φyL2pµq.

It is not difficult to extend this proof to ηpxq “ eitx and we obtain a
similar formula for the generated group eitT . It is tempting to try to study
the limit

lim
εÑ0
pT ´ λ¯ iε1q´1

and we will see that this is possible for T “ ´∆ and many Schrödinger
operators ´∆` V . We will also relate the limit of the resolvents of the two
operators via the Lippmann-Schwinger equation.
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5.0.1 The spectrum of Schrödinger operators

We recall that up to conjugation by a unitary operator every densely defined
selfadjoint operator can be realized as multiplication by x in some L2pµq
where µ is an at most countable sequence of measures. For φ P X we define
Xφ the closure of the span of powers of the Cayley transform and its conjugate
to φ. By Theorem 3.32 there exists a unique probability measure µ and a
unitary map U : L2pµq Ñ Xφ with

Up1q “ φ, Upxfq “ TUpfq.

Definition 5.2. Let T be a densely defined operator. We call λ P C eigen-
value with eigenfunction ψ P DpT q if Tψ “ λψ.

Now assume that T is selfadjoint. The continuous spectrum is the set
of all λ P R in the spectrum so that for all φ the measure µφ (the measure
corresponding to T ´ λ on the span of Cjφ and pCjq˚φ where C is the Caley
transform of T ´ λ) is absolutely continuous with respect to the Lebesgue
measure. The singular spectrum is the complement of the discrete and the
continuous spectrum in the spectrum.

5.1 The wave operators

Let X be a Hilbert space (to free the letter H for Schrödinger operators).
Let H0 be a selfadjoint operator. Let H be a second selfadjoint operator.
We denote the generated groups by e´itH0 resp. e´itH . We recall that eit∆ψ0

is the solution to
iBtψ `∆ψ “ 0, ψp0q “ ψ0.

We keep in mind the example that H0 “ ´∆ and H “ ´∆ ` V with some
suitable potential V .

Definition 5.3. We define the domain of the wave operators DpW˘q by

DpW˘q “ tψ P X : lim
tÑ˘8

eitHe´itH0ψ exists u

and for ψ P DpW˘q

W˘ψ “ lim
tÑ˘8

eitHe´itH0ψ.

We say that DpW`q is the set of all incoming states and DpW´q is the
set of all outgoing states. If ψ P RanW´ X RanW` we call it a scattering
state.
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Clearly
}W˘ψ} “ lim

tÑ˘8
}eitHe´itH0ψ} “ }ψ}

and hence DpW˘q is closed. A similar argument shows that RanW˘ is closed.

Lemma 5.4. The sets DpW˘q and RanW˘ are closed and

W˘ : DpW˘q Ñ RanW˘

is unitary. Moreover

W˘e
´itH0ψ “ e´itHW˘ψ, ψ P DpW˘q. (5.1)

Proof. Let ψj be a Cauchy sequence in DpW`q. Then

}eitHe´itH0pφj ´ φlq} “ }φj ´ φl}

and
lim
tÑ`8

eitHe´itH0pφj ´ φlq

is a Cauchy sequence. Thus DpW`q is closed. And W` : DpW`q Ñ RanW`

is unitary:

peitH0e´itHqpeitHe´itH0qφ “ φ, and W ˚
˘ψ “ lim

tÑ˘8
eitH0e´itHψ.

Hence RanW` is closed. The same argument applies to W´. Finally

W`e
´itH0ψ “ lim

sÑ8
eisHe´ips`tqH0ψ “ lim

sÑ8
eips´tqHe´isH0ψ “ e´itHW`ψ

under the assumption on ψ.

In particular DpW˘q is invariant under eitH0 and RanW˘ is invariant
under eitH . Hence by differentiating (5.1) with respect to t we also have

W˘H0ψ “ HW˘ψ

for ψ P DpH0q XDpW˘q. We define the scattering operator

S “ W ˚
´W`, W ˚

´ “ lim
tÑ´8

eitH0e´itH

with domain tψ P DpW`q : W`ψ P RanW´u.
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Lemma 5.5 (Cook). Suppose that DpH0q Ă DpHq. If
ˆ 8

0

}pH ´H0qe
¯itH0ψ} ă 8

then ψ P DpW˘q. In this case

}W˘ψ ´ ψ} ď

ˆ 8

0

}pH ´H0qe
¯itH0ψ}dt.

Proof. We write

xeitHe´itH0ψ, φy “xψ, φy `

ˆ t

0

d

ds
xeisHe´isH0ψ, φyds

“xψ, φy ` i

ˆ t

0

xeisHpH ´H0qe
´isH0ψ, φyds

“xψ, φy ` i

ˆ t

0

xpH ´H0qe
´isH0ψ, e´isHφyds

and
ˇ

ˇ

ˇ

ˆ 8

0

xpH ´H0qe
´isH0ψ, e´isHφyds

ˇ

ˇ

ˇ
ď }φ}

ˆ 8

0

}pH ´H0qe
´itH0ψ}dt.

This completes the proof.

Theorem 5.6. Let d “ 3. Suppose that H0 is the free Schrödinger operator,
H “ H0 ` V , V P L2pR3q. Then DpW˘q “ L2pR3q.

Proof. Since L1 XH3 is dense in L2 and DpW˘q is closed, it suffices to show
L1 X H3 Ă DpW˘q. If ψ P L1 X H3 then by Lemma 4.2 and Sobolev’s
embedding H3pR3q ãÑ CbpR3q we have
ˆ 8

0

}V eit∆ψ}L2dt ď}V }L2

ˆ 8

0

}eit∆ψ}L8dt

ď}V }L2

”

ˆ 8

1

p4πtq´
3
2dt}ψ}L1pR3q ` sup

0ďtď1
}eit∆ψ}L8pR3q

ı

ďc}V }L2

”

}ψ}L1pR3q ` sup
0ďtď1

}eit∆ψ}H3pR3q

ı

.

Since derivatives of solutions to the free Schrödinger equation are again so-
lutions to the free Schrödinger equation, we know

}eit∆ψ}H3 “ }ψ}H3 .

Thus by Lemma 5.5, ψ P DpW˘q.
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This is not sufficient to cover the hydrogen Schrödinger operator and
even the statement requires a modification for that operator. The modifica-
tion is called long range scattering and occurs already for classical Coulomb
scattering.

5.2 The case of one space dimension

In this section we want to study the structure of the problem in the simplest
possible setting. We consider the Schrödinger operator

´ψ2 ` V ψ

where V P L2pRq is assumed to have compact support and the solutions to

´ψ2 ` V ψ “ zψ ` f.

The resolvent of the free equation ´ψ2 ´ zψ “ f is (recalling (4.3))

pR0pzqfqpxq “
i

2
?
z

ˆ
R
ei
?
z|x´y|fpyqdy, (5.2)

where we take the square root
?
z with the positive imaginary part if Im z ‰ 0

so that the exponential decays as xÑ ˘8. We write

R0pλ˘ i0qf “ lim
εÑ0,˘εą0

R0pλ` iεqf (5.3)

if λ ą 0 for f P L2
comp with compact support. Then R0pλ˘i0q : L2

comp Ñ L2
loc.

We denote by L2
comp the L2 functions with compact support and by L2

loc

the functions such that the restriction to open bounded sets are in L2. We
use the same indices also for other function spaces.

Lemma 5.7. Suppose that λ ą 0 and that u P C2
b satisfies

´ Bxxu “ λu in R. (5.4)

Then there exists v˘ so that

ûpξq “ v`δ?λpξq ` v´δ´
?
λpξq.

Moreover

lim
RÑ8

1

2r

ˆ r

´r

|u|2dx “ p2πq´1
p|v´|

2
` |v`|

2
q,
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and for f1, f2 P L
2
comp,

lim
rÑ8

1

2r

ˆ r

´r

Rpλ˘ i0qf1Rpλ˘ i0qf2dx

“
π

4λ

`

f̂1p
?
λqf̂2p

?
λq ` f̂1p

?
´λqf̂2p

?
´λq

˘

,

(5.5)

lim
rÑ8

1

2r

ˆ r

´r

Rpλ˘ i0qf1Rpλ¯ i0qf2dx “ 0,

lim
rÑ8

1

2r

ˆ r

´r

Rpλ˘ i0qf1ūdx “ ˘
i

4
?
λ

`

f̂1p
?
λqv` ` f̂1p´

?
λqv´

˘

.

Proof. It follows from (5.4) that û is supported in ˘
?
λ and hence it can be

written as

û “
N
ÿ

k“n

an
` d

dk

˘n
δ?λ ` bn

` d

dk

˘n
δ´
?
λ

and

u “ p2πq´
1
2

N
ÿ

n“0

´

anp´ixq
neix

?
λ
` bnp´ixq

ne´ix
?
λ
¯

.

Since u is bounded by assumption, its Fourier transform is a sum of Dirac
measure and hence N “ 0 and we take v` “ a0, v´ “ b0 such that

upxq “ p2πq´
1
2 pv`e

ix
?
λ
` v´e

´ix
?
λ
q.

Then

1

2r

ˆ r

´r

|u|2dx “ p2πq´1
p|v`|

2
` |v´|

2
q `

1

2r
Repv`v´

ˆ r

´r

e2ix
?
λdxq

and since ˆ r

´r

e2ix
?
λdx “

1
?
λ

Im e2ir
?
λ

the first identity follows.
[05.07.2017]
[07.07.2017]

For the second equality, we first notice

e´i
?
λxRpλ` i0qf1pxq “

i

2
?
λ
e´i

?
λx

ˆ
ei
?
λpx´yqf1pyqdy

“p2πq
1
2

i

2
?
λ
f̂1p
?
λq
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if f1 has compact support and x is sufficiently large. Similarly, if ´x is large
enough then

ei
?
λxRpλ` i0qf1pxq “

i

2
?
λ
ei
?
λx

ˆ
e´i

?
λpx´yqf1pyqdy

“p2πq
1
2

i

2
?
λ
f̂1p´

?
λq.

Notice also that if we have the convergence

lim
xÑ8

gpxq “ c,

then we know

lim
rÑ8

1

r

ˆ r

0

gpyqdy “ c,

since for any positive big enough real number r0

1

r

ˆ r

0

pgpyq ´ cqdy “
1

r

ˆ r0

0

pgpyq ´ cqdy `
1

r

ˆ r

r0

pgpyq ´ cqdy,

where as r Ñ 8 the first term converges to 0 and the second term is bounded
uniformly by |g|rr0,rs ´ c| and hence converges to 0 by gpyq Ñ c. Now we
calculate the second equality:

lim
rÑ8

1

2r

ˆ r

0

R0pλ` i0qf1R0pλ` i0qf2dx

“
1

2
lim
xÑ8

pR0pλ` i0qf1qpxqR0pλ` i0qf2pxq

“
1

2

1

4λ
lim
xÑ8

e´i
?
λx

ˆ
R
ei
?
λpx´yqf1pyqdy e´i

?
λx

ˆ
R
ei
?
λpx´ỹqf2pỹqdỹ

“
π

4λ
f̂1p
?
λqf̂2p

?
λq.

The integral on r´r, 0s gives then π
4λ
f̂1p´

?
λqf̂2p´

?
λq.

It also implies the third equality. We restrict to the integral from p0,8q

lim
rÑ8

1

2r

ˆ r

0

Rpλ` i0qf1Rpλ´ i0qf2dx

“ ´
π

2λ
lim
rÑ8

1

2r

ˆ r

0

e2i
?
λxdxf̂1p

?
λqf̂2p

?
´λq

“ 0.
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The fourth equality is similar: We combine the argument for the first and
the second equality

lim
rÑ8

1

2r

ˆ r

0

Rpλ´ i0qf1ūdx

“ ´ lim
rÑ8

1

2r

ˆ r

0

i

2
?
λ

ˆ
e´i

?
λpx´yqf1pyqdyp2πq

´ 1
2 pv`e

´i
?
λx
` v´e

i
?
λx
qdx

“ ´
i

4
?
λ
f̂1p´

?
λqv´.

Theorem 5.8. Let λ ą 0, f P L2pRq with compact support and assume that
u P H1

locp´R,Rq satisfies

´
d2

dx2
u´ λu “ f.

Let
u¯ :“ u´R0pλ˘ i0qf.

Then

´
d2

dx2
u¯ “ λu¯

and suppose û˘ “ u˘,`δ?λ ` u˘,´δ´
?
λ, then

|u`,`|
2
` |u`,´|

2
´ |u´,`|

2
´ |u´,´|

2
“

π
?
λ

Im

ˆ
uf̄dx. (5.6)

Proof. We define

u0 “ u´
1

2
pR0pλ` i0qf `R0pλ´ i0qqf,

then

u˘ “ u0 ˘
1

2
pR0pλ` i0qf ´R0pλ´ i0qqf.

Since p´B2
x ´ λqR0pλ˘ i0qf “ f , we have again

´
d

dx

2

u0 “ λu0,

and we define u0,˘ the same way as u`,˘, u´,˘. Noticing

ˆ
pR0pλ` i0qfqf̄dx “

ˆ
pR0pλ´ i0qfqf̄dx,
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approximating by smooth functions and using unitarity of the Fourier trans-
form

Im

ˆ
uf̄dx “ Im

ˆ
u0f̄dx “ Im

ˆ
û0

¯̂
fdξ

“ Im
”

u0,`f̂p
?
λq ` u0,´f̂p´

?
λq
ı

.

(5.7)

We claim that

lim
εÑ0
rp|k|2 ´ pλ` iεqq´1

´ p|k|2 ´ pλ´ iεqq´1
s “

π
?
λ
ipδ?λ ` δ´

?
λq (5.8)

as distributions. To see this we assume that φ is a Schwartz function and we
compute for ε ą 0
ˆ

” 1

|k|2 ´ pλ` iεq
´

1

|k|2 ´ pλ´ iεq

ı

φpkqdk “

ˆ 8

0

..dk `

ˆ 0

´8

. . . dk

and ˆ 8

0

. . . dk “
1

2
?
λ

ˆ 8

0

” 1

k ´
?
λ` iε

´
1

k `
?
λ´ iε

ı

φpkqdk `Opεq

since for k ě 0
ˇ

ˇ

ˇ

ˇ

1

k2 ´ pλ` iεq
´

1

k2 ´ pλ´ iεq
´

1

2
?
λ

” 1

k ´
?
λ` iε

´
1

k `
?
λ´ iε

ı

ˇ

ˇ

ˇ

ˇ

ď Cε.

Now
?
λ˘ iε “

?
λp˘1` i ε

2λ
q `Opε2q,

” 1

k ´
?
λ` iε

´
1

k `
?
λ´ iε

ı

“
2iε{2

?
λ

pk ´
?
λq2 ` ε2

4λ

`Opε2
q.

Hence (5.8) follows:

lim
εÑ0

i
?
λ

ˆ 8

0

ε

pk ´
?
λq2 ` ε2

φpkqdk

“ lim
εÑ0

πi
?
λ

ˆ 8

´8

1

π

ε

pk ´
?
λq2 ` ε2

φpkqdk ´ lim
εÑ0

i
?
λ

ˆ 0

´8

ε

pk ´
?
λq2 ` ε2

φpkqdk

“
πi
?
λ
φp
?
λq.

We rewrite identity (5.8) as

R0pλ` i0qf ´R0pλ´ i0qf “

?
2π

2
?
λ
i
”

eix
?
λf̂p
?
λq ` e´ix

?
λf̂p´

?
λq
ı
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Thus

û˘ “ û0 ˘
πi

2
?
λ

´

f̂p
?
λqδ?λ ` f̂p´

?
λqδ´

?
λ

¯

,

and

u˘,` “ u0,` ˘
πi

2
?
λ
f̂p
?
λq,

u˘,´ “ u0,´ ˘
πi

2
?
λ
f̂p´

?
λq.

Equality (5.6) follows now from (5.7).

After these preparations we turn to the Schrödinger operator with bounded
and compactly supported potential V . Now consider

p´
d2

dx2
` V ´ zqf “ g (5.9)

with z P C with Im z ‰ 0 and V and g with compact support. Since ´ d2

dx
`V

is selfadjoint, the operator

p´
d2

dx2
` V ´ zq

is invertible.
We rewrite the equation (5.9) as (with f “ R0pzqf̃)

f̃ ` V R0pzqf̃ ´ g “ 0 (5.10)

and we want to study its solvability.
Suppose that f̃ satisfies (5.10) with g “ 0:

f̃ ` V R0pzqf̃ “ 0.

Then F “ R0pzqf̃ satisfies

´ F 2 ` V F “ zF. (5.11)

If Im z ‰ 0, since V is compact supported, for x ą R we can write

F “ c`e
i
?
zx

and for x ă ´R
F “ c´e

´i
?
zx.

We are particularly interested in the limit as z Ñ λ, λ ą 0. In that case we
have to pay attention whether we approach λ from above or below, which
determines the behaviour of F outside r´R,Rs.
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Theorem 5.9. Suppose that g P L2pRq, V P L8pRq have compact support.
Then Equation (5.10) has a unique solution for Im z ‰ 0. And for every
λ ą 0 the limit

lim
zÑλ,˘ Im zą0

Rpzqg

exists in Cb for g P L2
comp. We denote it by

Rpλ˘ i0qg.

Then for all R ą 0

tg P L2, supp g Ă r´R,Rsu ˆ tz : Re z ą 0, Im˘z ą 0u Q pg, zq

ÞÑ Rpzqg P Cbpr´R,Rsq

is continuous.

Proof. Suppose that

g P L2
R, V P L

8
R , LpR :“ th P Lp : h is compactly supported in p´R,Rqu.

The map

pg, zq Ñ pR0pzqgqpxq “
i

2
?
z

ˆ R

´R

ei
?
z|x´y|gpyqdy P C1

b p´R,Rq

where
?
z denotes the root with positive imaginary part is clearly continuous.

R0pzq is compact as a map from L2
R to L2p´R,Rq and hence V R0pzq is also

compact on L2
R since V : L2p´R,Rq Ñ L2

R is continuous. Thus for z “ λ ą 0,
(5.10) equals to search for f̃ P L2

R such that

p1`Kpλ˘ i0qqf̃ “ g (5.12)

where K “ V R0pλ˘ i0q is compact on L2
R.

By the Fredholm alternative it is uniquely solvable provided there is only
trivial solution to the homogenous problem with g “ 0. It suffices to show
that F “ R0pλ ˘ i0qf̃ P L2

loc is zero (using that R0pλ ˘ i0q is injective since
p´B2

x ´ λqR0pλ ˘ i0qf “ f). Equivalently, we claim that the homogeneous
problem

´ F 2 ` V F “ λF, (5.13)

with
F “ c˘e

i
?
λ|x| for |x| ě R,

has only the trivial solution.
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[07.07.2017]
[12.07.2017]

Suppose that F is a solution. We will prove that c˘ “ 0. Then 0 is the
unique solution to (5.13) with

F p´Rq “ F 1p´Rq “ 0.

Thus f̃ “ 0 if g “ 0 in (5.12). Hence the operator on the lefthand side of
(5.12) is invertible and we denote Rpλ˘ i0q “ R0pλ˘ i0qp1`V R0pλ˘ i0qq

´1.
Since on tz : Rez ą 0, Im z ą 0u, z Ñ V R0pzq is continuous as map from L2

R

to L2
R, the same is true for z Ñ Rpzq as map from L2

R to Cbpr´R,Rsq.
Take F “ R0pλ` i0qf̃ and hence F “ ´R0pλ` i0qV F . By (5.6) with

Im

ˆ
V |F |2dx “ 0,

we have F “ ´R0pλ` i0qV F “ ´R0pλ´ i0qV F . Hence by (5.5),

lim
rÑ8

1

2r

ˆ r

´r

|F |2dx “ lim
rÑ8

1

2r

ˆ r

´r

R0pλ` i0qV F R0pλ´ i0qV Fdx “ 0,

and thus we get

lim
rÑ8

1

2r

ˆ r

r

|F |2dx “
1

2
p|c`|

2
` |c´|

2
q “ 0.

Thus F has compact support and it satisfies (5.13). It is the unique solution
to the initial values problem with F p´Rq “ F 1p´Rq “ 0, and hence it is
trivial. We will see that this argument generalizes to higher dimensions. In
one space dimension however there is also a more elementary argument.

Indeed, also F̄ is a solution of (5.13) and the Wronskian

W “ F 1F̄ ´ FF̄ 1

is constant:

W 1
“ F 2F̄ ´ FF̄ 2 “ pV ´ λqFF̄ ´ F pV ´ λqF̄ “ 0.

We evaluate W at x “ R and x “ ´R and obtain

|c`|
2
p2i
?
λq “ ´|c´|

2
p2i
?
λq

which implies c˘ “ 0.
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Definition 5.10 (Outgoing and incoming). We call f outgoing if it satisfies
the Sommerfeld radiation condition

f “ c˘e
i
?
λ|x|

for |x| large. We call it incoming if it satisfies the this condition with the
opposite sign in the exponent.

It is interesting to note that V R0pzqf has an extension beyond the real
axis with a pole at z “ 0, which satisfies a generalized outgoing conditions
where we continue the branch of

?
z through λ.

The central definition is the distorted Fourier transform.

Definition 5.11 (Distorted Fourier transform). Suppose that f is compactly
supported. We define its distorted Fourier transform by

F˘fpkq “ F
”

p1` V R0pk
2
˘ i0qq´1f

ı

pkq.

Let Ed be the closure of the span of eigenfunctions of ´∆`V and Ec its
orthogonal complement. It is immediate that z is an eigenvalue iff one of the
spectral measures carries a point mass. We define the projection to Ec by

Pc “ χp0,8qp´∆` V q

since there are no positive eigenvalues. For d “ 1, 0 is not an eigenvalue
neither.

Theorem 5.12. For all f P L2
comp we have

}Pcf}L2 “ p2πq´
1
2 }F˘f}L2 . (5.14)

Thus it extends to the unitary map from Ec to L2pRq. Moreover

F˘e
itp´Bxx`V q “ eit|k|

2

F˘.

Proof. Since
´∆` V ´ z “ p´∆´ zq ` V,

by multiplying from the left and the right by R0pzq resp. Rpzq

R0pzq “ Rpzq `R0pzqV Rpzq “ Rpzq `RpzqV R0pzq,

we obtain Rpzq “ R0pzqp1` V R0pzqq
´1 and

Rpλ˘ i0qf “ R0pλ˘ i0qfλ˘i0
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using the notation
fz “ p1` V R0pzqq

´1f.

Since
f “ fλ˘i0 ` V R0pλ˘ i0qfλ˘i0

and using again that the multiplication by V is symmetric to get

xR0pλ` i0qfλ˘i0, f ´ fλ˘i0y “ xR0pλ` i0qfλ˘i0, V R0pλ˘ i0qfλ˘i0y P R

and hence, using also (5.5),

ImxRpλ˘ i0qf, fy “ ImxR0pλ˘ i0qfλ˘i0, fy

“ ImxR0pλ˘ i0qfλ˘i0, fλ˘i0y

“
1

4
?
λ

´

|f̂λ˘i0p
?
λq|2 ` |f̂λ˘i0p´

?
λq|2

¯

.

By Lemma 5.1, if f has compact support,

}Pcf}
2
L2 “

1

π

ˆ 8

0

Imxp´∆` V ´ λ´ i0q´1f, fydλ

“
1

π

ˆ 8

0

1

4
?
λ

´

|f̂λ˘i0p
?
λq|2 ` |f̂λ˘i0p´

?
λq|2

¯

dλ

“
1

2π

ˆ
R
|f̂t2˘i0ptq|

2dt

“
1

2π
}F˘f}

2
L2 .

This is a variant of Lemma 5.1: We have to apply it with a sequence of
functions ηj converging to χp0,8q. This implies identity (5.14). Next we
prove

F˘p´∆´ V q “ m|k|2F˘

for f with compact support. Since

p´∆` V ´ λqf “ p´∆´ λqf ` V f

we have (taking limits)

p´∆` V ´ λqf “ p1` V R0pλ˘ i0qqp´∆´ λqf

and hence

p1` V R0pλ˘ i0qq
´1
p´∆` V ´ λqf “ p´∆´ λqf.
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We take a Fourier transform on both sides and evaluate at ˘
?
λ. The right

hand side vanishes:
F
”

p´∆´ λqf
ı

p˘
?
λq “ 0

which implies the lefthand side also vanishes at ˘
?
λ:

0 “ F
`

p1` V R0pk
2
˘ i0qq´1

p´∆` V ´ k2
qf
˘

pkq|k“˘
?
λ

“ F˘

”

p´∆` V ´ k2
qf
ı

pkq|k“˘
?
λ,

(5.15)

hence
F˘p´∆` V qfpkq “ k2F˘fpkq

for f P S. Now consider

gptq “ e´itk
2

F˘e
itp´∆`V qf

where f P Dp´∆` V q. Then

g1 “ e´itk
2

ipF˘p´∆` V q ´ k2F˘qe
itp´∆`V qf “ 0.

We obtain the the isometry for smooth and compactly supported functions
from Lemma 5.1. They are dense, and hence there is a unique extension to
a unitary map.

[12.07.2017]
[14.07.2017]

Theorem 5.13. RanpW˘q “ Ec and

F˘ : Ec
Ñ L2

are unitary operators such that F˘W˘ is the Fourier transform. The scat-
tering operator

S “ W ˚
`W´

is a unitary operator on L2pRq. It satisfies

hp´∆qS “ Shp´∆q

for any bounded measurable function h.
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Proof. The range of W˘ is contained in Ec since ´∆ has no eigenvalues. We
claim

F˘ ˝W˘ “ F . (5.16)

Let f P S. Then

W´f “ f ´

ˆ 0

´8

d

dt
eitp´∆`V qeit∆fdt “ f ´

ˆ 0

´8

eitp´∆`V qiV eit∆fdt.

Thus

F´W´f “ F´f ´ lim
εÑ0

ˆ 0

´8

eεt`it|k|
2

F´piV e
it∆fqdt

and

lim
εÑ0

ˆ 0

´8

eεt`itλF´piV e
it∆fqdt “ F´V lim

εÑ0

ˆ 0

´8

ie´itp´∆´λ`iεqfdt

“ ´F´V R0pλ´ i0qf

hence

F´W´fp˘
?
λq “ pF´p1` V R0pλ´ i0qqfqp˘

?
λq “ Ffp˘

?
λq.

Using (5.16) we can easily complete the proof. The Fourier transform is
surjective, hence also F˘|Ec is surjective. It is also injective, and thus W˘ is
surjective. Then by definition

eit|k|
2FSF´1

“ eit|k|
2

F`W`W
˚
`W´W

˚
´F

˚
´ “ FSF´1eit|k|

2

,

and the last equality follows.

In physics one usually uses the Fourier representation of S,

FSF´1
“ F`F

´1
´ .

Theorem 5.14. For λ ą 0 let

u “ u˘ ´R0pλ¯ i0qV u

when
p´∆` V ´ λqu “ 0.

Then
û˘ “ v`˘δ

?
λ ` v

´
˘δ´

?
λ.

The map pv´´, v
`
´q to pv´`, v

`
`q is denoted by Σpλq. Then

pFSF´1
qf |t˘

?
λu “ Σpλqf |t˘

?
λu

and Σpλq is unitary. It is called the scattering matrix at energy λ.
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Proof. Since p´∆´ λqR0pλ¯ i0qV u “ V u, p´∆´ λqu˘ “ 0 and there exist
v´˘, v

`
˘ such that

û˘ “ v´˘δ´
?
λ ` v

`
˘δ
?
λ.

Now let
û` “ v´`δ´

?
λ ` v

`
`δ
?
λ.

We claim that
p1`R0pλ´ i0qV qu “ u`

has a unique solution. This follows by the same argument as for 1`V R0pλ˘
i0q proven above. The same argument holds for the reverse sign and hence

u` “ p1`R0pλ´ i0qV qp1`R0pλ` i0qV q
´1u´.

Hence Σpλq is welldefined and bijective. It is an exercise to prove that it is
unitary.

We write (with d “ 1)

xF`f |?λSd´1 ,Σpλqû´|?λSd´1y?λSd´1

“ xFp1` V R0pλ` i0qq
´1f |?λSd´1 ,

Fp1`R0pλ´ i0qV qp1`R0pλ` i0qV q
´1F´1û´δ?λSd´1y?λSd´1

“ xFp1` V R0pλ´ i0qV q
´1f |?λSd´1 , û´δ?λSd´1y?λSd´1

“ xF´f |Sλ , û´|Sd´1
λ
y

where we take the inner product with respect to L2p
?
λSd´1q. Thus

F`f |?λSd´1 “ ΣpλqF´f |?λSd´1

for f P L2
comp.

We now turn to a more concrete representation. We consider solutions to

´u2 ` V u “ λu

with initial data
upxq “ e´i

?
λx

for x ď ´R and V supported in r´R,Rs. On the right it decomposes as

upxq “ ap
?
λ` i0qe´i

?
λx
` bp

?
λ` i0qei

?
λx, x ě R.
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Since u˘ “ v´˘e
´i
?
λx ` v`˘e

i
?
λx “ p1 ` R0pλ ¯ i0qV qu, we derive from the

above asymptotics of u at |x| ě R that

u´pxq “ ae´i
?
λx, u`pxq “ e´i

?
λx
` bei

?
λx.

Again the complex conjugate ū is a solution, with the asymptotics

ū “ ei
?
λx for x ď ´R, ū “ āei

?
λx
` b̄e´i

?
λx for x ě R.

Thus

Σpλq

ˆ

a
0

˙

“

ˆ

1
b

˙

and

Σpλq

ˆ

b̄
1

˙

“

ˆ

0
ā

˙

.

The Wronskian W “ uū1 ´ u1ū is constant. On the left it is

W “ det

ˆ

u ū
u1 ū1

˙

“ det

˜

e´i
?
λx ei

?
λx

´i
?
λe´i

?
λx i

?
λei

?
λx

¸

“ 2i
?
λ,

and on the right it is

det

˜

ae´i
?
λx ` bei

?
λx āei

?
λx ` b̄e´i

?
λx

´i
?
λpae´i

?
λx ´ bei

?
λxq i

?
λpāei

?
λx ´ b̄e´i

?
λxq

¸

“ 2i
?
λp|a|2 ´ |b2

|q.

Hence
|a|2 “ 1` |b|2.

We define the transmission coefficient T and the left/right coefficients
L,R as follows:

T pλ` i0q “ apλ` i0q´1,

Lpλ` i0q “ apλ` i0q´1bpλ` i0q, Rpλ` i0q “ ´apλ` i0q´1b̄pλ` i0q,

and hence

Σpλq “

ˆ

T pλq Rpλq
Lpλq T pλq

˙

.

102 [July 26, 2017]



5.3 The case d ě 2

This section serves as survey. The strategy is the same as for d “ 1. There
are no complete proofs in this section.

Let d ě 1, ´∆ : H2pRdq Ñ L2pRdq and, for λ R r0,8q we denote by
R0pλq the operator

p´∆´ λq´1 : L2
pRd
q Ñ H2

pRd
q.

A Fourier transform translates R0pλq to the multiplication operator

φÑ p|k|2 ´ λq´1φ : L2
Ñ L2

1`|k|2 .

If λ P p0,8q then p|k|2 ´ λq´1 is not locally integrable and hence not a
distribution. This is the heart of the problem.

We define the space

B “ tf P L2 : }f}L2pB1p0qq `

8
ÿ

j“0

2j{2}f}L2pB
2j
p0qzB

2j´1 p0qqu ă 8

with the corresponding norm denoted by }}B. We define

B˚ “ tf P L2
loc : maxt}f}L2pB1p0qq, sup

j
2´j{2}f}L2pB

2j
p0qzB

2j´1 p0qqu ă 8u.

Lemma 5.15. B˚ is the dual of B by the natural pairing.

Lemma 5.16. ˆ 8

´8

}upx1, ¨q}L2dx1 ď
?

2}u}B

and
}u}B˚ ď

?
2 sup

x1

}upx1, ¨q}L2 .

Theorem 5.17. Let û “ û0dSd´1. Then

}u}B˚ ď c}û0}L2pSd´1q

The map L2pSd´1q Q û0 Ñ u P B˚ is injective with closed range.

Proof. Since

u “ p2πq´d{2
ˆ
Sd´1

eix¨kû0pkqdSpkq

we see that u is bounded in terms of }û0}L1pSd´1q ď c}u0}L2pSd´1q. By a
partition of unity and rotation it suffices to consider

upxq “

ˆ
BRd´1

1

eix¨pk
1`hpk1qqû0pk

1
qdk1

where |∇h| ď 1 and estimate }u}L2pB
2j
zB

2j´1 q.
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Theorem 5.18. Let M Ă Rd be a C1 hypersurface and K Ă M a compact
subset. Then

SpRd
q Q v Ñ v|K P L

2
pKq

extends by continuity to a surjective map from B to L2pKq.

Proof. If û “ û0dS then

|xû0, v̂|KyK | “ |xu, vy| ď }u}B˚}v}B

and the restriction of the Fourier transform is bounded. By Theorem 5.17 it
is surjective since the adjoint is injective with closed range.

If z R r0,8q then z is in the resolvent set and there is a unique operator
R0pzq : L2 Ñ H2 which is a two sided inverse of ´∆´ z and is given by the
Fourier multiplier p|k|2 ´ zq´1.

Lemma 5.19. R0pzq extends continuously to r0,8q from both sides as a map
from B to B˚. We denote it again by R0pλ˘ i0q.

Definition 5.20. Let λ ą 0. We call u P B˚ λ outgoing /incoming if there
exists f P B such that u “ R0pλ˘ i0qf .

Lemma 5.21. The following is equivalent.

• u is outgoing and incoming.

• u is in the closure of C80 in B˚.

• f̂pkq “ 0 for |k|2 “ λ.

Let V : Rd Ñ R be measurable. We will always assume that there exists
ε ą 0 and C ą 0 such that

|V pxq| ď Cp1` |x|q´1´ε

We define
B∆ “ tu “ v `∇w : vj, w P Bu

and
B˚∆ “ tf : }f}B ` }∇f}B ă 8u

Lemma 5.22. V defines a compact multplication operator from B∆
˚ to B∆.
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We now continue as in the one dimensional case to define Rpzq, extend it
to p0,8q from both sides, define the distorted Fourier transform by

F˘fpkq “ Frp1` V R0p|k|
2
˘ i0qq´1f spkq

and the scattering operator S. Again one studies the scattering operator
on the Fourier side, defines the unitary operators Σpλq : L2p

?
λSd´1q Ñ

L2p
?
λSd´1q.

One then studies solutions to

p´∆` V qpu` eikxq “ λpu` eikxq, λ “ k2,

which is equivalent to the Lippmann Schwinger equation.

´∆u` V u “ λu´ V eikx.

At least formally

Σpδkq “ δk ` û|?λSd´1 .

[14.07.2017]
[19.07.2017]

6 Symmetries, Groups and Spin

6.1 Quaternions, SUp2q and SOp3q

Definition 6.1. We fix a basis in H “ R4 which we denote by 1, i, j and k.
We identify R4 with C2 with a basis 1, j by i “ i1, k “ ij. The multiplication
is defined by

i2 “ j2
“ k2

“ ´1, ij “ k, jk “ i, ki “ j, ji “ ´k, kj “ ´i, ik “ ´j

resp. by
pa` bjqpc` djq “ ac´ bd̄` pad` bc̄qj.

The complex conjugate is given by

a` bj “ ā´ bj.

We define real and imaginary part as for complex numbers

Rex “
1

2
px` x̄q, Imx “

1

2i
px´ x̄q.
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The multiplication is associative but not commutative, and the distribu-
tive laws holds. We observe that

pa` bjqa` bj “ |a|2 ` |b|2 ` p´ab` baqj “ |a|2 ` |b|2

and the inverse is given

pa` bjq´1
“

1

|a|2 ` |b|2
a` bj.

With this multiplication C2 becomes a noncommutative field.

Lemma 6.2. The sphere S3 becomes a group with this multiplication. Con-
jugation defines the inverse.

A topological group is a group with a topology such that group multi-
plication is continuous. A (connected) Lie group is a connected topological
group with a smooth structure. We will only consider groups of matrices
which are a smooth submanifold in the space of matrices.

Definition 6.3. Let G and H be (topological, smooth) groups. A map φ :
GÑ H is called a homomorphism if φp1q “ 1 and φpg1g2q “ φpg1qφpg2q and
if φ is continuous resp. smooth. It is called a (linear, continuous, smooth)
representation if H is the group of invertible operators on a Hilbert space.

Two representations γV : G Ñ GLpV q and γW : G Ñ GLpW q are called
equivalent if there exists an invertible operator T P LpV,W q so that

γW pgqT “ TγV pgq, @g P G.

A representation is called unitary if γpgq is always unitary. An equiva-
lence T is called unitary if the representations and T are unitary.

Lemma 6.4. Every continuous finite dimensional representation of a finite
dimensional Lie group is smooth.

Proof omitted, similar to the smoothness of the exponential map.

Definition 6.5. Let d ě 1. We define

GLpd,Cq “ tU P Cdˆd : detU ‰ 0u

SLpd,Cq “ tU P Cdˆd : detU “ 1u

Upd,Cq “ tU P Cdˆd : U˚U “ 1u

SUpdq “ tU P Cdˆd : U˚U “ 1, detpUq “ 1u
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and
GLpd,Rq “ tO P Rdˆd : detpOq ‰ 0u

SLpd,Rq “ tO P Rdˆd : detpOq “ 1u

Opdq “ tO P Rdˆd : OTO “ 1u

SOpdq “ tO P Rdˆd : OTO “ 1, detpOq “ 1u

which are smooth groups with the matrix multiplication. More generally we
define the corresponding groups (GLpHq ) for Hilbert spaces. If G is a group
then a homomorphism φ : GÑ GLpHq is called a representation.

The group S3 acts in three different ways on R4:

1. pg, xq Ñ gx

2. pg, xq Ñ xg´1

3. pg, xq Ñ gxg´1.

Only the second one gives an action of SUp2q.
The last action commutes with conjugation and taking real parts

Re gxg´1
“

1

2
pgxg´1

` ḡ´1x̄ḡq “ g
1

2
px` x̄qg´1

As a consequence S3 acts on R3 which we identity with the quaternians with
real part 0.

Lemma 6.6. The group S3 acts on C2 by

γ1 : S3
ˆ C2

Q pg, zq Ñ zg´1
P C2

In coordinate

S3
Q pa` bjq Ñ

ˆ

ā ´b
b̄ a

˙

P SUp2q.

It is an isomorphic homomorphism.
The map

γ2 : S3
ˆ R3

Q pg, x1i` x2j ` x3kq Ñ gpx1i` x2j ` x3kqg
´1

can be written in coordinates as

S3
Q pa`bi`cj`dkq Ñ

¨

˝

a2 ` b2 ´ c2 ´ d2 2pad` bcq 2p´ac` bdq
´2pad´ cbq a2 ´ b2 ` c2 ´ d2 2pab` cdq
2pac` bdq 2pcd´ abq a2 ´ b2 ´ c2 ` d2

˛

‚P SOp3q

is surjective and it maps two points g1, g2 to the same matrix iff g1 “ ´g2.
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Proof. We want to determine the matrix corresponding to γ1pa ` bjq. We
check

1pa` bjq´1
“ ā´ bj

and
jpa` bjq´1

“ jpā´ bjq “ aj ` b̄.

It is not hard to see that this matrix is in SUp2q, and that every element in
SUp2q can be represented in this fashion.

Let us work out the map γ2 : S3 Ñ SOp3q. Let a2 ` b2 ` c2 ` d2 “ 1.
Then

pa´ bi´ cj ´ dkqipa` bi` cj ` dkq “pai` b` ck ´ djqpa` bi` cj ` dkq

“ pa2
` b2

´ c2
´ d2

qi` 2pcb´ adqj ` 2pac` bdqk

pa´ bi´ cj ´ dkqjpa` bi` cj ` dkq “paj ´ bk ` c` diqpa` bi` cj ` dkq

“ 2pad` bcqi` pa2
´ b2

` c2
´ d2

qj ` 2pcd´ abqk

pa´ bi´ cj ´ dkqkpa` bi` cj ` dkq “pak ` bj ´ ci` dqpa` bi` cj ` dkq

“ 2p´ac` bdqi` 2pab` cdqj ` pa2
´ b2

´ c2
` d2

qk

It is immediate that these maps are homomorphisms. For SOp3q it is im-
mediate that g1 and g2 are mapped to the same point if they are antipodal
points. An element of SOp3q is a rigid rotation and determined by an an-
gle and an oriented axis of rotation. The axis of rotation is given by the
eigenvector to the eigenvalue 1. Since

p1` Imxq´1 Imxp1` Imxq “ p1` Imxq´1
p1` Imxqp1` Imxq ´ 1 “ Imx

it is given by the imaginary part. To determine the angle of rotation we
restrict to consider the action a` ib on j. Then

pa´ ibqjpa` ibq “ pa´ ibqpaj ´ bkq “ pa2
´ b2

qj ´ 2abk

which is equal to j if and only if a “ ˘1. It follows that γ2pgq “ γ2phq implies
g “ ˘h. It is an exercise to deduce surjectivity.

Examples of representations.

1. SUpdq acts on Cd in the natural fashion. Similarly SOpdq acts on Rd.

2. SUpdq acts on the space of homogeneous complex polynomials of degree
m. Similarly SOpdq acts Rd and on the space of harmonic polynomials
of degree m on Rd.
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3. Lie groups act on the tangent space at 1.

The case SUp1q. The group SUp1q has dimension 1 and is isomorphic to
the rotations of the complex plane C.

There is an isomorphism SUp1q Ñ SOp2q. SOp2q is the group of roations
of the real two dimensional plane.

Let m ě 0. Then SUp2q acts on the space Wm of complex homogeneous
polynomials of degree m in two variables. A simple counting argument shows
that the dimension of Wm is m` 1.

SOp3q acts on the space Vm of harmonic polynomials of degree m. Its
dimension is 1` 2m.

Definition 6.7. The Hopf map S3 Ñ S2 defined by

H : pa` bjq Ñ p2ab̄, |a|2 ´ |b|2q

maps x and y to the same point iff there exists γ P C, |γ| “ 1 with y “ γx.

It should be possible to relate the represention of SOp3q on Vm and the
representation of SUp2q on W2m via the Hopf map, but I did not manage to
do that.

[19.07.2017]
[21.07.2017]

6.2 Decomposition into irreducible representations

Definition 6.8. A representation γ : G ÞÑ GLpV q is called irreducible if
there is no nontrivial invariant subspace of V .

We consider compact topological groups G with a probability measure µ
which is invariant under the group action. It is called Haar measure. This is
certainly true for every compact Lie group, and in particular for S3 “ SUp2q
and SOp3q.

Lemma 6.9. Let γ : G Ñ GLpCdq. Then there exists a Hermitian inner
product so that γ is unitary.

Proof. Let p., .q be any Hermitian inner product on Cd. We define

xu, vy “

ˆ
G

pγpgqu, γpgqvqdµpgq.

Then xγpgqu, γpgqvy “ xu, vy for all u, v and g.
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Lemma 6.10 (Schur). If γ and γ1 are irreducible representations on V resp
V 1 and if T P LpV, V 1q satisfies Tγpgq “ γ1pgqT for all g then either T is
bijective or T “ 0.

Proof. Both the null space and the range of T are invariant subspaces, and
then these are the only possibilities.

Lemma 6.11 (Schur 2). If in the previous lemma V “ V 1 then T is a
multiple of the identity.

Proof. Every geometric eigenspace is invariant, and hence either t0u or V
since the representation is irreducible.

Lemma 6.12. Let γ and γ1 be irreducible unitary representations on the
finite dimensional complex vector spaces V resp. V 1. Let v, w P V and
v1, w1 P V 1. If ˆ

G

xγpgqv, wyV xγ
1
pgqv1, w1yV 1dµpgq ‰ 0

then there exists L P LpV, V 1q invertible such that

γ1pgqL “ Lγpgq for all g.

If γ “ γ1 then

ˆ
G

xγpgqv, wyxγpgqv1, w1ydµpgq “ pdimV q´1
xv, v1yxw,w1y. (6.1)

Proof. Let l P LpV, V 1q and

L “

ˆ
G

γ1pgqlγpg´1
qdµpgq.

Then
γ1pgqL “ Lγpgq

and hence L is either trivial or invertible. The second happens if the integral
is not zero: Choose lpwq “ xw, vyv1, then

ˆ
G

xγpgqv, wyV xγ
1
pgqv1, w1yV 1dµpgq “

ˆ
G

xγpg´1
qw, vyV xv

1, γ1pg´1
qw1yV 1dµpgq

“

ˆ
G

xlγpg´1
qw, γ1pg´1

qw1yV 1dµpgq “ xLw,w
1
yV 1 .
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If γ “ γ1 we argue in the same fashion. Then L “ λ1 and

λ dimV “ trL

“

ˆ
G

tr γpgqlγpgq´1dµpgq

“

ˆ
G

tr ldµpgq “ tr l.

Thusˆ
G

xγpgqv, wyxγ1pgqv1, w1ydµpgq “ xLw,w1y “ λxw,w1y “
tr l

dimV
xw,w1y,

where we choose lpwq “ xw, vyv1 so that tr l “ xv, v1y. The formula (6.1)
follows.

Theorem 6.13. Let H be a separable complex vector space and γ : G Ñ

GLpHq a unitary representation. Then there exists at most countably many
closed finite dimensional invariant subspaces Hj whose closure span H such
that γ|Hj is irreducible.

Proof. We just prove the statement for finite dimensional H. To see that
there is irreducible representation on a subspace we pick an invariant sub-
space of minimal dimension. It carries a representation which is necessarely
irreducible. The orthogonal complement is invariant and we construct the
subspaces recursively.

6.3 The Lie algebra of matrix groups

As a vector space a Lie algebra is the tangent space of a Lie group at 1. The
matrix multiplication turns the tangent space into a Lie algebra.

(The materials given here are classical theory for Lie algebra and can be
found in various classic references, e.g. Kristopher Tapp ”Matrix Groups for
Undergraduates”)

Lemma 6.14 (Lie algebra). 1. The tangent space glpd;Cq of GLpd;Cq at
the identity is Cdˆd. The tangent space slpd;Cq of SLpd;Cq consists of
all matrices with trace 0. The tangent space updq of Updq consists of
all matrices A P Cdˆd with

A˚ “ ´A.

The tangent space supdq is the intersection slpd;Cq X updq.
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2. The tangent space glpd;Rq of GLpd;Rq at the identity is Rdˆd. The
tangent space slpd;Rq of SLpd;Rq consists of all matrices with trace 0.
The tangent space opdq of Opdq consists of all matrices A P Cdˆd with

AT “ ´A.

The tangent space sopdq is the intersection slpd;Rq X opdq.

3. The Lie product is defined by

rA,Bs “ AB ´BA.

It satisfies Jacobi identity

rA, rB,Css ` rB, rC,Ass ` rC, rA,Bss “ 0,

and the trace form

trprA,BsCq “ trpBrA,Csq.

4. The matrix exponential exp defines a map from the Lie algebra to the
group such that

expp0q “ 1

d

dt
expptAq “ A expptAq “ expptAqA

B2

BsBt
exppsAq expptBq expp´sAq expp´tBq

ˇ

ˇ

ˇ

ˇ

s“t“0

“ AB ´BA “ rA,Bs

(6.2)
exppAq˚ “ exppA˚q

The matrix exponential maps a neighborhood of 0 of the Lie algebra to
a neighbirhood of 1 of the group.

5. If H,G are finite dimensional smooth matrix groups, if φ : G Ñ H is
a smooth homomorphism then dφp1q maps the tangent space at 1 in G
to the tangent space at 1 in H. It is an algebra homomorphism of the
Lie algebras. In particular

rφpAq, φpBqs “ φprA,Bsq. (6.3)

6. The matrix exponentials exp : supdq Ñ SUpdq and exp : sopdq Ñ SOpdq
are surjective.
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Proof. The group GLpd,Cq is defined as tU : detU ‰ 0u. The map to the
determinant is smooth and nondegenerate: The rank D detU is always 1
since

d

dt
det eitA “ detpAq

d

dt
eidt.

Hence for any A P Cdˆd, there exists ε such that detp1` tAq ‰ 0 for |t| ă ε.
A P glpd,Cq.

Since if γ : p´ε, εq Ñ SLpd;Cq differentiable with γp0q “ 1, γ1p0q “ A,
detpγptqq “ 1, then γptq “ 1` tA`Opt2q and

detp1` tAq “ 1` t trA`Opt2q “ detpγptqq `Opt2q “ 1`Opt2q,

the tangent space slpd;Cq consists of all matrices with trace 0. Similarly
Updq is defined by

U˚U “ 1.

The derivative of U Ñ U˚U at U “ 1 is

AÑ A˚ ` A

and the tangent space is tA : A˚ ` A “ 0u. The other relations are similar.
We verify the Jacobi identity for matrices:

ApBC´CBq´pBC´CBqA`BpCA´ACq´pCA´ACqB`CpAB´BAq´pAB´BAqC “ 0.

Also the calculation for the trace form is easy:

trrABC ´BAC ´BAC `BCAs “ trrApBCq ´ pBCqAs “ 0.

The formulas for the matrix exponential follow from the definition. We
want to verify that the matrix exponential of an element of the Lie algebra
is an element of the Lie group. Since the Lie algebra is the tangent space at
1, we see that

distpexpptaq, Gq ď C|t|2.

Since

exppaq “
m
ź

j“1

expp
1

m
aq,

let g be the closest element in G to expp 1
m
aq. Then, with h “ expp 1

m
aq

distpexppaq, Gq ď distphm, gmq ď
m´1
ÿ

j“0

}hjph´gqgm´1´j
} ď Cm{m2

Ñ 0 as mÑ 8.
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The statement about diffeomorphism of neighborhoods of 0 resp 1 is a con-
sequence of the implicit or inverse function theorem with local coordinates
which we skip.

Formula (6.3) follows from (6.2) and the surjectivity of the matrix expo-
nential restricted to a neighborhood of 0 to a neighborhood of 1 which we
can interprete as a parmetrization of a neighborhood of 1.

We turn to surjectivity of the matrix exponential for SUpdq and SOpdq.
Let U P SUpdq. It is normal and hence it suffices to consider a diagonal
matrix with diagonal entries of modulus 1,

U “

¨

˚

˚

˚

˝

eiλ1 0 . . . 0
0 eiλ2 . . . 0
...

...
. . .

...
0 0 . . . eiλd

˛

‹

‹

‹

‚

“ exp

¨

˚

˚

˚

˝

iλ1 0 . . . 0
0 iλ2 . . . 0
...

...
. . .

...
0 0 . . . iλd

˛

‹

‹

‹

‚

.

The case of SOpdq is a bit more involved, but it is easy in d “ 3 since elements
of SOp3q are rotations around an axis.

Definition 6.15. A finite dimensional representation of a Lie algebra g is
an algebra homomorphism from g to glpCdq. It is called irreducible if there
is no nontrivial invariant subspace.

The derivative of a representation at the identity is a homomorphism of
the Lie algebras. In particular the derivative of a representation at 1 is repre-
sentation of the Lie algebra. It is irreducible if and only if the representation
of the group is irreducible.

[21.07.2017]
[25.07.2017]

6.4 Irreducible representations of SUp2q and SOp3q

Consider an irreducible representation ρ of SUp2q Ă SLp2;Cq on C2. The
derivative defines a representation Dρ : sup2q Ñ C2ˆ2. It is again irreducible.
The space sup2q has dimension three and Dρ is uniquely described by giving
the image of i times the Pauli matrices

ˆ

´1 0
0 1

˙

,

ˆ

0 1
1 0

˙

,

ˆ

0 i
´i 0

˙

.

The Lie algebra slp2;Cq of SLp2;Cq has complex dimension 3 and a complex
basis given by the Pauli matrices. Thus it is the complexification of sup2q and
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every complex representation of ρ determines a representation of slp2;Cq.
This representation is irreducible since already the restriction to sup2q is
irreducible. Vice versa: If we start with an irreducible complex representation
of slp2;Cq it restriction to sup2q is irreducible. The exponential defines an
irreducible representation of SUp2q.

Any equivalence of representations of SUp2q leads to an equivalence of
representations of slp2;Cq.

Theorem 6.16. The representations ρm : SUp2q Ñ LpWmq are irreducible.
Every irreducible representation is equivalent to one of the ρm.

Proof. We consider finite dimensional representations γ of slp2;Cq. We
choose the basis

H “

ˆ

1 0
0 ´1

˙

, E “

ˆ

0 1
0 0

˙

, F “

ˆ

0 0
1 0

˙

.

Then
rH,Es “ 2E, rH,F s “ ´2F rE,F s “ H.

The derivative of γ at the identity is a representation ρ of the Lie alge-
bra ρprH,Esq “ rρpHq, ρpEqs. Let ρ : slp2;Cq Ñ LpV q be an irreducible
representation of this Lie algebra. We pick an eigenvector v of ρpHq with
eigenvalue λ. Then

ρpHqρpEqv “ rρpHq, ρpEqsv ` ρpEqρpHqv “ pλ` 2qρpEqv.

ρpHqρpF qv “ rρpHq, ρpF qsv ` ρpF qρpHqv “ pλ´ 2qρpF qv.

Let ρpF qj`1 be the smallest power so that ρpF qj`1v “ 0. Such a j exists since
all nonzero vectors ρpF qjv are eigenvectors to different eigenvalues, and hence
linearly independent. We recall that dimV ă 8. Let v0 “ ρpF qjv. It is an
eigenfunction of ρpHq to the eigenvalue λ0. Let vj “ ρpEqjv0 and let N ` 1
be the first power so that ρpEqN`1v0 “ 0. Then tvju span an invariant
subspace, and, since the representation is irreducible this subspace is the full
space. Moreover

N
ÿ

j“0

pλ0 ` 2jq “ tr ρpHq “ tr ρprE,F sq “ trpρpEqρpF q ´ ρpF qρpEqq “ 0,

that is, λ0pN ` 1q ` NpN ` 1q “ 0 and hence λ0 “ ´N . So for every
N ě 0 there is at most one irreducible representation of sup2q dimension
N ` 1 with λ0 “ ´N up to homomorphism. Let γj be irreducible unitary
representations of SUp2q on the CN , j “ 1, 2. Then the representations
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ρj “ Dγjp1q are irreducible representations of sup2q, which are unitarily
equivalent by the first part of the proof. Exponentiation shows that then γ1

and γ2 are equivalent.
It remains to check that the representations γm on the harmonic polyno-

mials of degree m are irreducible. We have

γ

ˆ

z´1 0
0 z

˙

zj1z
m´j
2 “ zm´2jzj1z

m´j
2

and

γ

ˆ

1 t
0 1

˙

zj1z
m´j
2 “ pz1 ` tz2q

jzm´j2

hence
ρpHqzj1z

m´j
2 “ pm´ 2jqzj1z

m´j
2

and
ρpEqzj1z

m´j
2 “ jzj´1

1 zm`1´j
2

ρpF qzj1z
m´j
2 “ pm´ jqzj`1

1 zm´1´j
2

Thus ρpEqjzm1 is a basis of Wm and the representation is irreducible.

Theorem 6.17. The representation γm : SOp3q Ñ GLpVmq are irreducible.
Every irreducible representation is equivalent to one of them.

Proof. Let γ : SOp3q Ñ Opdq be a irreducible representation of SOp3q. It
defines a unitary representation on Cd by a diagonal action on real and imag-
inary part. The canonical map γ0 : SUp2q Ñ SOp3q induces an isomorphism
of the Lie algebras, and then a representation of slp2,Cq as above, which is
irreducible. Thus the associated representation of SUp2q is irreducible and
´1 P SUp2q is mapped to 1 P SOp3q and thus d has to be odd. Tracing
these maps shows that irreducible representations of the same dimension are
equivalent.

It is a little harder than for SUp2q to check that the representation γm
are irreducible.

The number pd´ 1q{2 “ m{2 is called the spin.

6.5 The spin

We begin with considering the symmetries of a single particle Hilbert space.
I did not find these considerations explicitly in the physics literature, but I
describe what seems to be the essence of the considerations in the physics
literature leading to single and multi particle Hilbert spaces.
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6.5.1 What is a single particle Hilbert space?

1. The Heisenberg commutation relations riBj, xks “ iδjk are central. We
have seen that a rigorous formulation consists in asking that the Heisen-
berg group acts unitarily on the Hilbert space such that p0, 0, tq is
mapped to the multiplication by ei~t ( with ~ “ 1 without loss of
generality). By the Stone-von Neumann theorem we know all such
irreducible representations.

2. The Euclidean space R3 is invariant under rigid rotations resp. the
action of SOp3q, and hence also of SUp2q. Every element of GLpdq
defines automorphism of Hd:

g : px, k, tq Ñ pgx, g´Tk, tq.

In particular we obtain an action of g P SUp2q on H3. This defines a
homomorphism from SUp2q into the automorphisms of H3.

3. This actions allows to define a semidirect product of G bγ H which
makes GˆH group by

pg1, h1q ˚ pg2, h2q Ñ pg1g2, h1γpg1qh2q.

It is not difficult to check that this defines a group.

4. A single particle Hilbert space is an irreducible unitary representation
of SUp2q bγ H3 satisfying the Heisenberg commutation relations.

5. Up to equivalence the irreducible representations are given by H “

L2pR3;Cdq with
γpgqψpxq “ γdψpγ0pgqxq

where γ0 : SUp2q Ñ SOp3q.

6.5.2 What is a multiparticle Hilbert space?

A multiparticle Hilbert space is the direct product of the corresponding single
particle Hilbert space. For two particle

L2
pR3;Cd1q b L2

pR3;Cd2q “ L2
pR6;Cd1ˆd2q.

The representation of SUp2q on Cd1ˆd2 is reducible in general!
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6.5.3 What is the Hilbert space for identical particles?

For identical particles exchanging identical particles (which means the action
of the symmetry group ψpx1, j1, x2, j2q Ñ ψpx2, j2, x1, j1q where jk describes
the spin variable) leads to a multiplication by eiγ for some γ P R. It is not
hard to see that γ does not depend on ψ, and, since replacing twice we get
the identity we have eiγ “ ˘1.

Theorem 6.18 (Spin-statistic). If d{2 R Z we have eiγ “ ´1 and particles
are called Fermions. If d{2 P Z we have eiγ “ 1 and particles are called
Bosons.

According to Weinberg this theorem can only be proven for field theory.
It seems to me however that the arguments in field theory directly work in
our setting here.

Electrons, protons and neutrons have spin 1{2, photon have spin 1.
Fermions satisfy the Pauli exclusion principle: Two electrons cannot be

in the same state since exchanging them would not change the wave function,
but, being Fermions, it has to ´1 times the wave function.

Now we would have to go back and discuss the hydrogen atom, other
atoms, electrons in an electric and magnetic field, allowing interaction with
the spin, modify the Hamiltonians for atoms to allow for interaction of the
spin, discuss larger atoms and also the nucleus.

Next one should discuss the interaction of atoms with light and statistical
physics of quantum systems leading to describing black body radiation.

A Appendix

A.1 Gaussian integrals

The theorem of Fubini: Suppose that f is integrable on Rn1`n2 . Then x2 Ñ

fpx1, x2q is integrable for almost every x1, x1 Ñ
´
fpx1, x2qdLn2 is integrable,

and ˆ
Rn1

ˆ
Rn2

fpx1, x2qdLn2px2qdLn1px1q “

ˆ
Rn
fpx1, x2qdLn1`n2px1, x2q.

We use this to evaluate certain integrals and to determine the volume of the
unit ball, with dLn the Lebesgue measure. Firstˆ

Rn
e´|x|

2

dLnpxq “
ˆ
Rn1

e´|x1|
2

ˆ
Rn2

e´|x2|
2

dLn2px2qdLn1px1q

“

ˆ
Rn1

e´|x1|
2

dLn1px1q

ˆ
Rn2

e´|x2|
2

dLn2px2q
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and the integral over the Gaussian in Rn1`n2 is the product of the integrals
of Gaussians in Rn1 and Rn2 . Recursively we see that the integral over the
Gaussian in Rn is the nth power of the one dimensional integral over the
Gaussian. We can also use the theorem of Fubini in a different fashion:ˆ

Rn
e´|x|

2

dLnpxq “Ln`1
ptpx, tq : 0 ď t ď e´|x|

2

uq

“

ˆ 8

0

Lnptx : e´|x|
2

ą tuqdt “

ˆ 1

0

LnpB
p´ ln tq

1
2
p0qqdt

“LnpB1p0qq

ˆ 1

0

p´ ln tq
n
2 dt

“LnpB1p0qq

ˆ 8

0

s
n
2 e´sds

“LnpB1p0qqΓp
n` 2

2
q

where Γ is the Gamma function. Henceˆ
R2

e´|x|
2

dx “ π,

ˆ
R
e´|x|

2

dx “
?
π,

ˆ
Rn
e´|x|

2

dx “ π
n
2 ,

Γp1{2q “ 2Γp3{2q “
?
π

and

LnpB1p0qq “
πn{2

Γppn` 2q{2q
.

A.2 Holomorphic functions

Definition A.1. Let U Ă C “ R2 be open. We call f : U Ñ C holomorphic
if it is differentiable at every point, or if the Jacobi matrix is a multiple of a
rotation at every point.

A 2ˆ 2 matrix is a multiple of a rotation iff is has the form

ˆ

a b
´b a

˙

“
?
a2 ` b2

˜

a?
a2`b2

b?
a2`b2

´b?
a2`b2

a?
a2`b2

¸

.

This is equivalent to the existence of the limit

lim
zÑz0

fpzq ´ fpz0q

z ´ z0

P C

which the definition of complex differentiability.
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Theorem A.2. Holomorphic functions are analytic. Their complex Taylor
series converge in a neighborhood of every points.

Let γ be an oriented piecewise C1 curve in U and assume that f is holo-
morphic in U . Then we define the complex line integral by

ˆ
γ

fpzqdz “

ˆ b

a

fpγptqqγ1ptqdt

for a parametrization of γ. The result is independent of γ.

Theorem A.3 (Cauchy integral theorem). Suppose that U is simply con-
nected and γ is closed. Then

ˆ
γ

fpzqdz “ 0

Sketch of the proof: Assuming that f P C1 one obtains the claim by an
application of the divergence theorem.

We also need a simple version of the residue theorem. Let V Ă V̄ Ă U
be open so that V̄ is compact, with a piecewise C1 boundary. Then there is
a unique path γ which runs around V so that V always lies on the left. Let
z0 P V and assume that f is holomorphic in V ztz0u and that is has a Laurent
expansion

fpzq “
N
ÿ

n“´8

anpz ´ z0q
n

Theorem A.4. Then ˆ
γ

fdz “ 2πia´1

Sketch of proof: Using Cauchy’s integral theorem the integral is the same
as the integral over a small circle around z0. One checks that

ˆ
BBεpz0q

pz ´ z0q
ndz “ i

ˆ 2π

0

einxeixdx “

"

0 if n ‰ ´1
2πi if n “ ´1.
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